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Introduction

This volume is a collection of articles concerning topics in multiplicative ideal
theory and factorization theory. While it is not strictly a conference proceedings,
most of its papers were solicited from the speakers at a fall 2014 Algebra confer-
ence held in Graz, Austria (more details on the conference can be found below). All
of these articles were invited and all have been refereed.

While some of these manuscripts contain new results, most are expository in
nature. These papers survey the state of the art of their various topics, reveal new
relationships between areas which were so far seemingly unconnected, and pose
problems for further research. Topics in these papers include topological aspects in
ring theory (such as spectral spaces and spectral representations), Priifer domains of
integer-valued polynomials and their monadic submonoids, semigroup algebras
(both commutative and non-commutative), the arithmetic and ideal theory of Mori
domains and monoids, the arithmetic of Krull monoids and its role in additive
combinatorics, and the computational aspects of factorization theory. A special
feature of this volume are surveys on both multiplicative ideal theory and factor-
ization theory in non-commutative rings (with a focus on non-commutative Krull
rings and monoids).

This compendium is also intended to be a tribute to our friend and colleague,
Franz Halter-Koch, whose work and ideas have inspired not only the editors of this
volume, but countless more colleagues in this area. His influence is omnipresent in
many articles of this tome. We thank the authors for their contributions, the referees
for their work, and the Editorial Staff at Springer-Verlag for their guidance and
patience in directing this volume to its publication.

The Conference in Graz

About eighty mathematicians from 20 different countries gathered at the University
of Graz during the period September 22-26, 2014, for the meeting “Arithmetic and
Ideal Theory of Rings and Semigroups.” The meeting featured 5 days of lectures on

vii
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viii Introduction

topics including the theory of commutative rings and their modules with a focus on
Priifer, Krull and Mori domains, topological aspects of ring theory, ring-inspired
graph theory, rings of integer-valued polynomials, module theory with a focus on
direct-sum decompositions, and factorization and divisibility theory in rings and
semigroups. The conference was part of a long series of conferences focusing on
ideal and factorization theory which took place during the last few decades, mainly
in Austria, France, Italy, Korea, Morocco, and the USA (this is documented by a
series of conference proceedings starting in the late 1990s; see [1, 5, 7, 14-16, 19,
22, 24, 26-28)).

The conference was organized by Alfred Geroldinger, Florian Kainrath, Andreas
Reinhart, and Daniel Smertnig. Support for the conference came from the University
of Graz, the Institute for Mathematics and Scientific Computing, NAWI Graz, the
City of Graz, and the Austrian Science Fund FWF (Project Number P26036-N26 and
W1230 Doctoral Program Discrete Mathematics). We thank all our sponsors.
Without their assistance and support the conference would not have been possible.

The September 24th session of this meeting was dedicated to Franz Halter-Koch
in honor of his 70th birthday. In the following section, we briefly review his career
and influence in the general areas of number theory and algebra, especially with
regard to the development of multiplicative ideal theory and factorization theory.
While many mathematicians consider a long vita and publication list a sign of a
successful career, such an analysis of Franz Halter-Koch merely scratches the
surface of his impact in the various areas of algebra and number theory in which he
works. This was demonstrated at the September 24th session with three welcoming
addresses by Horst Brunotte (the first doctoral student of Halter-Koch), Ulrich
Krause (University of Bremen), and Scott Chapman. These addresses were
followed by detailed lectures on Halter-Koch’s work by Marco Fontana
(who reviewed his work in multiplicative ideal theory) and Alfred Geroldinger
(who reviewed his work in factorization theory).
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A Tribute to Franz Halter-Koch

Franz Halter-Koch began his study of mathematics and physics at the University of
Graz in 1962. Some years later, he moved to the University of Hamburg where he
did his master thesis under the supervision of Helmut Hasse. He returned to the
University of Graz, wrote his doctoral thesis under the guidance of the number
theorist Alexander Aigner, and received his Ph.D. in 1968. After positions at the
Graz University of Technology and at the University of Cologne, he became a full
professor at the University of Essen in 1973. He moved back to Graz in 1981,
where he served as full professor at the University of Graz until his retirement in
2008. During this period, he was the head of the Algebra and Number Theory
Group as well as the head of the mathematics department’s group in charge of the
education of high school teachers. In addition, Halter-Koch served as Chair of the
mathematics department from 1994 to 2004.

While the week-long program at Graz touched on many different areas of
algebra, it is safe to say that a large number of the talks would not have been
possible without the prior work of Franz Halter-Koch. Over an almost fifty-year
research career, he has published more than 150 papers in refereed journals and
conference proceedings. The areas of his research comprise classical algebraic
number theory, commutative algebra in rings and monoids, factorization theory,
classical elementary number theory, and functional equations.

Apart from his original papers, Halter-Koch has written the following three
monographs:

L. Ideal Systems. An Introduction to Multiplicative Ideal Theory, Marcel Dekker,
421 p., 1998, [50];
I. Non-Unique Factorizations. Algebraic, Combinatorial and Analytic Theory
(with A. Geroldinger), Chapman & Hall/CRC, 700 p., 2006, [34];
1. Quadratic Irrationals. An Introduction to Classical Number Theory, Chapman
& Hall/CRC, 431 p., 2013, [58].
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X Introduction

Instead of a systematic evaluation of Halter-Koch’s scientific oeuvre, we offer
the reader a short and friendly tour through his work and use his monographs as the
link between sights.

Multiplicative ideal theory has its origin during the first half of the twentieth
century in the work of Krull, Lorenzen, Noether, and Priifer. The first systematic
study of its topics in an abstract context was given by the monograph of Jaffard
([65], published 1960). However, its extreme style greatly limited its diffusion and
influence. In the 1970s, the monographs of Larsen and McCarthy ([69], published
1971) and of Gilmer ([36], published 1972 on the basis of his 1968 Queen’s Notes)
provided a first systematic treatment of valuation, Dedekind, Priifer, and Krull
domains. Based on these books, multiplicative ideal theory has flourished. In
monograph #I, Halter-Koch offers a treatise of multiplicative ideal theory based on
the concept of ideal systems (generalizing the concept of star operations and Krull’s
Strich operations), which is valid both for rings and monoids. Based on this work,
Halter-Koch then introduced the concept of module systems, which are a common
generalization of ideal systems and of semistar operations, and built a purely
multiplicative theory on the basis of this concept. In this abstract framework, he
developed an axiomatic theory of Kronecker function rings and discovered the
connection between valuation domains, Kronecker function rings, and Lorenzen
monoids in an utmost general context (see [51, 52, 54, 60] and the survey [56]).

Factorization theory has its roots in algebraic number theory. W. Narkiewicz
began the study of this area in a systematic way in the 1960s (documented in his
monograph [70]; the first edition published in 1974), and he initiated the study of
factorizations in algebraic number rings in the 1970s and 1980s (see early papers by
Kaczorowski, Krause, Rush, Salce and Zanardo [67, 68, 73, 74]). Also in the 1980s,
Halter-Koch began to consider the behavior of non-unique factorizations, first in the
setting of algebraic number rings [38, 39], and then, with his doctoral student
Alfred Geroldinger, in the more general case of commutative (Krull) monoids [31,
42]. In the early 1990s, several groups of ring theorists became interested in fac-
torization properties of various classes of integral domains (see early papers by
Anderson et al. and by Chapman and Smith [2, 3, 18]). Since that time, factorization
theory has flourished, and in 2006 Geroldinger and Halter-Koch published the
monograph #II which quickly became the area’s standard reference.

We would be remiss not to mention a key contribution of Halter-Koch to fac-
torization theory. In Ref. [49], he introduced the concept of transfer homomor-
phisms, which turned out to be fundamental for the further development of the area.
Transfer homomorphisms were further studied in Ref. [33] and generalized only
recently to the non-commutative setting by Baeth and Smertnig [9]. This in turn led
to the concept of transfer Krull monoids [30]. Factorization theory has widened its
scope to areas such as additive combinatorics [35], module theory [8, 10, 20], and
rings with zero-divisors [6, 29], but yet has remained anchored in ideal theory [25,
64, 71, 72] and in analytic theory [66]. The influence of Halter-Koch in any of these
directions is omnipresent (to mention a couple of papers covering all these direc-
tions we cite [4, 17, 21, 32, 44-46, 59, 63]).
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Binary quadratic forms, continued fractions, and power residues are among the
classical concepts of number theory tracing back to the famous works of GauB,
Dirichlet, and Dedekind. Starting with his doctoral thesis [37], Halter-Koch has
remained interested in these topics of classical elementary number theory
throughout his life (see for example [40, 41, 43, 47, 48, 53, 55, 57, 61, 62]). In his
recent monograph #III, he presents the classical theory of continued fractions,
quadratic orders, and binary quadratic forms in a unified way, based on the concept
of quadratic irrationals and their equivalence. On this basis, he also presents some
more recent developments such as rational reciprocity laws, Z.-H. Sun’s biquadratic
class group characters, cyclic 2-class groups of order divisible by 8 and 16,
applications of quadratic orders to binary Diophantine equations, and others.

Halter-Koch’s work has inspired not only his own doctoral students (Horst
Brunotte 1977, Alfred Geroldinger 1987, Otto Wurnig 1994, Florian Kainrath 1997,
Wolfgang Hassler 2001, Maximilian Pacher 2001, Andreas Reinhart 2010, and
Andreas Philipp 2011), but many colleagues in the community also. In 1995, Scott
Chapman (supported by a Fulbright Fellowship) spent part of the Spring Semester in
Graz to study factorization theory. His stay later heavily influenced the work of his
many American students in a decade of Research Experience for Undergraduates
(REU) programs funded by the National Science Foundation. In 2003, a group
of these students spent some weeks in Graz (under supervision of Chapman and
Vadim Ponomarenko) for a summer school in factorization theory. Several publi-
cations of this group of students on factorization theory show the success of this
program (see, for example, [11-13, 23]). Halter-Koch’s influence on these and many
other REU connected publications from Chapman's group cannot be overestimated.

Despite his retirement 8 years ago, Halter-Koch has remained active. He has
published 16 papers and one monograph during this period and has continued to
give lectures on advanced topics in algebra and number theory within the Graz
doctoral program.

Huntsville, TX, USA Scott Chapman
Rome, Italy Marco Fontana
Graz, Austria Alfred Geroldinger
Las Cruces, NM, USA Bruce Olberding
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Multiplicative Ideal Theory
in Noncommutative Rings

Evrim Akalan and Hidetoshi Marubayashi

Abstract The aim of this paper is to survey noncommutative rings from the view-
point of multiplicative ideal theory. The main classes of rings considered are maximal
orders, Krull orders (rings), unique factorization rings, generalized Dedekind prime
rings, and hereditary Noetherian prime rings. We report on the description of reflex-
ive ideals in Ore extensions and Rees rings. Further we give necessary and sufficient
conditions (or sufficient conditions) for well-known classes of rings to be maximal
orders, and we propose a polynomial-type generalization of hereditary Noetherian
prime rings.

Keywords Maximal order + Reflexive ideal - Krull ring (order) - Unique factoriza-
tion ring - Generalized Dedekind - Generalized Noetherian prime ring

1 Introduction

Multiplicative (arithmetic) ideal theory in algebraic number fields originated by
Dedekind was developed by M. Sono, W. Krull, E. Noether, H. Priifer, E. Artin
during the period 1910-1930. In particular, E. Noether gave an axiomatic founda-
tion on Dedekind’s theory.

In the noncommutative setting, Dedekind—Noether’s ideal theory was first
extended to algebras by A. Speiser, H. Brandt, E. Artin, and H. Hasse (e.g.,
[9, 45, 69] and see also [31]), and then, in [10] K. Asano extended Noether’s
axiomatic foundation to noncommutative rings: Let R be a bounded order in its
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2 E. Akalan and H. Marubayashi

quotient ring Q. Then the set of all fractional R-ideals is a group if and only if the
following three conditions hold:

(al) R is a bounded maximal order in Q.
(a2) R satisfies the ascending chain conditions on integral ideals.
(a3) Any nonzero prime ideal is maximal,

which is the same axiomatic foundation as one of Noether in case of commutative
domains. Furthermore, he extended many important ideal theories to orders satisfying
(al), (a2) and (a3) which is nowadays called bounded Asano rings (orders) [11, 12].

The aim of this article is to survey noncommutative rings from the viewpoint of
multiplicative ideal theory.

In Sect. 2, we give the definitions of maximal orders, Asano, Dedekind, and hered-
itary which are the main topics in multiplicative ideal theory and give a classical ideal
theory of maximal orders. Furthermore we discuss the maximal order properties of
well-known noncommutative rings such as group rings, polynomial rings, universal
enveloping algebras, and so on.

In Sect. 3, we define the concept of Krull orders in the sense of Chamarie and study
the algebraic structure of Krull orders as well as the ideal theories of polynomial rings
and Ore—Rees rings over Krull orders.

We give in Sect.4 an overview of noncommutative unique factorization rings
(UFRs for short) which is one of the important classes of maximal orders.

Section 5 contains a generalization of Dedekind and Asano orders which is called
G-Dedekind (or G-Asano) and we give several characterizations of G-Dedekind. We
also consider polynomial rings and Rees rings over G-Dedekind.

Hereditary prime rings are one of the most successful subjects in noncommutative
rings during the years 1960—1970. In Sect. 6, we only discuss the ideal theory in HNP
rings and propose a polynomial-type generalization of HNP rings.

We refer the readers to the books [63, 68] for terminologies not defined in this
article.

Because of the page limit, we do not give the proofs of Propositions and Theorems
and we quote the original papers or books for reader’s convenience.

In the case of commutative rings and monoids we refer the reader to the books
[34, 39] for commutative rings and [41] for monoids.

2 Maximal Orders

Throughout this paper, R is a prime Goldie ring unless otherwise stated with its
quotient ring @, which is a simple Artinian ring (in other words, R is an order in Q).

In this section, we define the concept of maximal orders in Q and give a classical
ideal theory in maximal orders. Furthermore we give necessary and sufficient con-
ditions (or sufficient conditions) for some well-known noncommutative rings to be
maximal orders.
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Definition 2.1 (1) Orders R and S in Q are equivalent if aRb C S and ¢Sd C R
for some units a, b, ¢, d in Q.
(2) An order is maximal if it is maximal in the set of all equivalent orders.

For a fractional right R-ideal I, O,(I) = {q € Q | Iq C I}, which is called a
right order of 1. It is easy to see that O,(/) 2 R and is equivalent to R. Similarly
for a fractional left R-ideal J, O;(J) = {g € Q | ¢J C J}, the left order of J,
which contains R and is equivalent to R. Thus we have the following ideal theoretic
characterizations of maximal orders:

Proposition 2.2 ([63, 68]) Let R be an order in Q. The following conditions are
equivalent:

(1) R is a maximal order in Q.

(2) O;(J) = R for all fractional left R-ideals J and O,(I) = R for all fractional
right R-ideals I.

(3) O;(A) = R = O,(A) for all fractional R-ideals A.

(4) O;(A) = R = O,(A) for all nonzero ideals A of R.

For a fractional right R-ideal I,let I*={q € Q | gI < R} and for a fractional left
R-ideal J,let J* ={q € Q| Jg € R}.If R is amaximal order, then for a fractional
R-ideal A in Q, A* = A~'= A by Proposition 2.2, here A~! = {g € Q | AgA C
A}. Thus A*" = A"*, which contains A. If A = A**, then A is called a reflexive
fractional R-ideal in Q (some say a divisorial fractional R-ideal in Q).

Let D(R) = {A | A is a reflexive fractional R-ideal}. For any A, B in D(R),
we define the multiplication “o” by A o B = (AB)*™*. Then we have the following
theorem which extends Asano’s result:

Theorem 2.3 ([63, 68]) Suppose R is a maximal order in Q.

“_

(1) R is a group with the multiplication “o”.

(2) If R satisfies the ascending chain condition on reflexive ideals of R, then
(i) D(R) is an Abelian group generated by maximal reflexive ideals.

(ii) Any maximal reflexive ideal is a minimal prime ideal (height-1 prime).
(3) The center of R is a completely integrally closed domain.

Theorem 2.3 (3) shows maximal orders are nothing but completely integrally
closed in case of commutative domains.

A fractional R-ideal A is said to be invertible if A*A = R = AA™. Anorderin Q
is said to be Asano if each nonzero ideal is invertible, and is said to be Dedekind if it
is Asano and hereditary (see [68] for more detailed results on Asano and Dedekind
orders).

In case of commutative domains, invertible ideal is equivalent to projective. Hence
Dedekind, Asano, and hereditary are all same. However, in the noncommutative
setting, invertible ideal is projective and the converse does not necessarily hold.
Thus Dedekind orders imply Asano and hereditary. The converse implications do
not necessarily hold and there are no implications between Asano and hereditary
(see [63, 68] for such examples). However, if we assume that R is bounded, that
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is any essential one-sided ideal contains a nonzero ideal (this concept is defined by
Asano), then we have

Proposition 2.4 ([56]) Bounded Noetherian Asano orders are Dedekind.

In the rest of this section, we give necessary and sufficient conditions for some
well-known noncommutative rings to be maximal orders (or a sufficient condition
for well-known noncommutative rings to be maximal orders).

Proposition 2.5 (Algebra case) Let Q be a simple Artinian ring with its center F
and R as a subring of Q with its center D. R is called a D-order in Q if the following
two conditions are satisfied:

(i) F is the quotient field of D and Q = FR, that is, R is an order in Q.

(ii) Every element of R is integral over D.

(1) There always exists a maximal D-order by Zorn’s lemma.

(2) If D is a Dedekind domain, then every maximal D-order is a bounded noncom-
mutative Dedekind order [73].

(3) If D is a Krull domain, then every maximal D-order is a bounded noncommu-
tative Krull order ([35, 63], see Sect. 3 for the definition of Krull orders).

Let o be an automorphism of R and ¢ be a left o-derivation on R. The non-
commutative polynomial ring R[x; o,d] = {f(x) = a,x" +---+ap | a; € R} in
an indeterminate x with multiplication : xa = o(a)x + d§(a) for any a € R is called
an Ore extension.

In [72], Ore defined noncommutative polynomial rings in case R is a skew field
and studied the structure of them. It is easy to see that o and ¢ are extended to an
automorphism o of Q and a left o-derivation ¢ on Q. Since Q[x; o, §] is a principal
ideal ring, that is, any one-sided ideal is principal [22], it has a quotient ring which
is a simple Artinian ring and so R[x; o, ] has a quotient ring which is the same
quotient ring of Q[x; o, d].

Let I be an invertible ideal of R with o(/) = I. A subring R[Ix; 0, d] =
> 2o I"x™ of R[x;o,08] is called an Ore—Rees ring associated to I, where
1°%° = R.

Proposition 2.6 (Ore extensions and Ore—Rees ring) If R is a maximal order in Q,
then so is R[x; o, 0], and if R is a Noetherian maximal order then so is R[Ix; o, J]
[23, 47].

Proposition 2.7 (Strongly graded rings) (1) Let S = >, @ R, be a strongly Z-
graded ring, where 7, is the ring of integers. If Ry, the part of degree zero, is a
maximal order, then so is S [65].

(2) Let R be a semiprime Z-graded ring. R is an Asano order if and only if
(i) Every gr-R-ideal is invertible, and
(ii) Every essential gr-maximal ideal is maximal [53].
A commutative Noetherian local ring D is regular if and only if gl.dim(D) < oo.

If D is regular, then it is a UFD and so it is a maximal order. In noncommutative
setting, we have
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Proposition 2.8 (Rings of finite global dimensions) (/) Any local Noetherian ring
of finite global dimension which is integral over its center is a maximal order [40].
(2) Any Noetherian, prime, AR-ring of finite global dimension with enough invertible
ideals is a maximal order [19].

(3) Let F be a field and R be a Noetherian F-algebra.

(i) If R is Auslander-regular, Cohen—Macaulay and stably free, then R is a maximal
order in its quotient division ring [77].

(ii) If R is a graded ring of finite global dimension such that R is integral over its
center, then R is a maximal order in its quotient division ring [77].

LetT = VI; ‘3/, be a ring of Morita contexts which is a prime Goldie ring, where

R and § are prime Goldie rings with the quotient rings Q(R) and Q(S), respec-
tively, V, W are an (R, S)-bimodule, an (S, R)-bimodule, respectively. It follows that
O(R)V =V Q(S)and Q(S)W = W Q(R), which are denoted by Q(V) and Q(W),
g((‘f/)) g((‘b{)) ) ,denoted by Q(T'). Sim-
ilar to maximal orders, we can define an (R, S)-maximal module in Q(V) and an
(S, R)-maximal module in Q(W) (see [7] for the definition of maximal modules).
PutV*={w e QW) | wV C S}and V' ={w € Q(W) | Vo C R}. Similarly we
define W* and W,

respectively. Then the quotient ring of 7 is (

Proposition 2.9 (Rings of Morita contexts) The following conditions are equivalent:

(1) T is a maximal order in Q(T).

(2) (i) R and S are maximal orders in Q(R) and Q(S), respectively, and

(i) V¥=W=VTand W*=V =WT,

(3) (i) Visan (R, S)-maximal module in Q(V) and W is an (S, R)-maximal module
in Q(W), and

(i) V*=W=Vtand W=V =WT [7, 66].

As a generalization of universal enveloping algebras, in [15], Bell and Goodearl
defined a PBW extension as follows: An over-ring S of R is called a Poincare—
Birkhoff-Witt extension of R (PBW extension for short) if there exist elements
X1, X2, ..., X, € S such that

(i) the ordered monomials x;" ...x!, where v; are non-negative integers, form a
basis for S as a free left R-module,
(ii) x;r —rx; € Rforeachi =1,...,nandany r € R, and

(]11) XiXj — XjX; € R+ Rx;+ -+ Rx, foralli,j: I,...,n.

Proposition 2.10 (Enveloping algebras) Let D be a Noetherian integrally closed
domain and g be a Lie D-algebrawhich is a finite free D-module. Then the enveloping
algebra U (g) is a maximal order [23].

(2) If R is a maximal order in Q(R), then the PBW extension R < X1, X3, ..., X, >
is a maximal order [64].
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Proposition 2.11 (Semigroup algebras) Let F be a field and S a submonoid of a
torsion free finitely generated abelian-by-finite group. The semigroup algebra F[S]
is a Noetherian maximal order if and only if the following conditions are satisfied.
(1) S satisfies the ascending chain condition on left and right ideals.

(2) For every minimal prime P in S the semigroup Sp is a maximal order with only
one minimal prime ideal.

(3) N\Sp = S, where P runs over all minimal prime ideals of S [49].

3 Kirull Orders

Several noncommutative ring theorists defined Krull orders (Krull rings) and studied
the ideal theory and polynomial extensions during the period 1970-1980 [23, 24, 51,
52, 54, 55, 58-61]. However, in case of orders having polynomial identities, these
Krull orders coincide.

In this section, we only give a definition of Krull orders due to Chamarie and
study ideal theory, polynomial extensions, and Ore—Rees rings over Krull orders.

Let F be a right Gabriel topology on R and Rr = {qg € Q | ¢F < R for some
F € F}, which is called the right quotients of R with respect to F. If I is a right
ideal of R, then Ir={g € Q | gF < I for some F € F} is arightideal of Rx, and
I is said to be F-closed if I N R = I. Similarly for a left Gabriel topology F on
R we denote the left quotients of R with respect to F’ by = R (see [79] for Gabriel
topologies and quotients).

We now introduce a special Gabriel topology on R as follows.

Put Fr = {F | F is aright ideal such that (r—' - F)* = R for any r € R} which
is a right Gabriel topology on R, where r~' - F = {a € R | ra € F}. Similarly Fr
= {F’| F’is a left ideal such that (F’ - r~')* = R for any r € R} is a left Gabriel
topology on R.

A right (left) ideal 1(J) of R is called T-closed if I = I, N R (J = 7, J N R).
An order in Q is said to be T-Noetherian if it satisfies the ascending chain conditions
on 7-closed left ideals as well as 7-closed right ideals.

Definition 3.1 An order in a simple Artinian ring is called a Krull order (ring) in
the sense of Chamarie [23, 24] if it is a maximal order and 7-Noetherian.

Note that Noetherian maximal orders are Krull orders. We start with ideal theory
between a Krull order and its over-ring.

Proposition 3.2 ([23, 63]) Let R be a Krull order in Q and R’ be an over-ring of R
such that Rx = R’ = z R for some right (left) Gabriel topology F(F') on R. Then
(1) R is a Krull order in Q.

(2) For any fractional right R-ideal I, 7(I™") = (IR)™' = (Ix)"", where ™' =
{geQllgl €1}

(3) The map: I — [ is abijection between the set of reflexive F-closed right ideals
I of R and the set of reflexive right ideals of R’ (I is called reflexive if I = I*T).
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Theorem 3.3 (Structure theorem for Krull orders, [63]) Let R be a Krull order in
Q. Then

(1) The center of R is a Krull domain.

(2) Any reflexive prime ideal P is localizable and Rp, the localization of R at P is
a local principal ideal ring.

(3) R=NRp N S(R), where P ranges over all maximal reflexive ideals and S(R)
= J{A™" | Ais nonzero ideal of R} is a reflexively simple Krull order in Q.

(4) R has a finite character property, that is, any regular element ¢ € R is a non-unit
in only finitely many of Rp.

(5) For any essential right ideal I, I** = NIRp N (I1S(R))*™.

In the remainder of this section, R is an order in Q with an automorphism ¢ and
a left o-derivation 4, and put T = Qlx; o, §].

We denote the prime spectrum of R by Spec(R) and Specj(R[x; o, ])= { P:
reflexive prime ideals | P N R = (0)}. It is shown in [63] that R is 7-Noetherian if
and only if so is R[x; o, §] (in [23], Chamarie proved that R is 7-Noetherian, then
sois R[x; o, d]).

Proposition 3.4 ([63]) Suppose R is T-Noetherian and put S = R[x; o, §].

(1) There is a one-to-one correspondence between Spec;(S) and Spec(T) which is
given by: P' — P = P'N S, where P’ € Spec(T).

(2) If P € Spec(S), then P is localizable and Sp = Tp which is a local principal
ideal ring, where P' = PT.

A fractional R-ideal ais called o-stable if o(a) C a and itis o-invariantif o(a) =
a. An order R is called a o-maximal order if O;(a) = R = O, (a) for any o-invariant
ideal a of R, and R is a o-Krull order if it is a o-maximal order and 7-Noetherian.
Similarly, a fractional R-ideal a is called J-stable if §(a) € a and R is called a §-
maximal order in Q if O;(a) = R = O,(a) for any §-stable ideal a of R. An order
is said to be a §-Krull order if it is a -maximal order and 7-Noetherian.

Incase d = 0oro = 1, we denote R[x; o, §] by R[x; o] or R[x; ], respectively.

Theorem 3.5 ([23, 63]) Let R be an order in Q.

(1) If R is a Krull order, then so is R[x; o, 0] (there are examples of orders R not
Krull such that R[x; o, ] is a Krull order) [1, 62, 67].

(2) R is a o-Krull order if and only if R[x, o] is a Krull order.

(3) R is 0-Krull order if and only if R[x; 0] is a Krull order.

Let S = R[x; o] or S = R[x; §]. We describe all the reflexive fractional S-ideals
in case S is a Krull order.

Proposition 3.6 ([63]) (1) Let S = R[x; o] and suppose R is a o-Krull order in Q.
Let P be an ideal of S with PN R # 0. Then P is a reflexive prime ideal if and
only if P = p[x; o] for some o-invariant reflexive ideal p of R which is o-prime (p
is o-prime if, for o-stable ideals a, b, ab C p implies either a C p or b C p).
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(2) Let S = R[x; 0] and suppose R is a §-Krull order in Q. Let P be an ideal of
S with PN R # 0. Then P is a reflexive prime ideal if and only if P = p[x; d] for
some §-stable reflexive ideal p of R which is d-prime (p is 0-prime if, for 6-stable
ideals a, b, ab C p implies either a C p or b C p).

By Propositions 3.4 and 3.6, any maximal reflexive ideal P of S is either P €
Spec;;(S) or P = p[x; o] for a reflexive o-prime ideal p of R (in case S = R[x; d],
P € Spec;;(S) or P = p[x; 6] for a reflexive J-prime ideal p of R).

We denote the set of o-invariant reflexive fractional R-ideals by D,(R) and
by Ds(R) = {a| a is a §-stable reflexive fractional R-ideal}. Then D,(R) is an
abelian group generated by maximal o-invariant reflexive ideals of R. Similarly,
Ds(R) is an abelian group generated by maximal J-stable reflexive ideals of R.

Thus we have the following which describe all reflexive fractional S-idealsIdeal!sideal @s-
ideal.

Theorem 3.7 ([63]) (1) Suppose R is a o-Krull order in Q and S = R[x; 0], T =
Qlx; ol. Then
D(S) = D,(R) ® D(T).

(2) Suppose R is a 0-Krull order in Q and let S = R[x; 6], T = Q[x; §]. Then
D(S) = Ds(R) ® D(T).

Let R be a Krull order in Q. The set of principal fractional R-ideals forms a
subgroup P (R) of D(R), where a fractional R-ideal a is principal if a = aR = Ra
for some a € a. The factor group D(R)/P(R) is called the divisor class group of
R, which is denoted by CI(R). In case R is a o-Krull order (§-Krull order), we can
similarly define Cl,(R) = D,(R)/P,(R) (Cls(R) = Ds(R)/Ps(R)) which is called
the o-divisor class group of R (d-divisor class group of R), respectively, where P, (R)
is the subgroup of g-invariant principal fractional R-ideals (Ps(R) is the subgroup
of §-stable principal fractional R-ideals).

Proposition 3.8 ([63]) (1) Suppose R is a o-Krull order in Q and let S = R[x; 7].
Then the map ¢ : D,(R) —> D(S) defined by ¢(a) = al[x; o], where a € D,(R)
induces an isomorphism: Cl,(R) = CI(S).

(2) Suppose R is a 6-Krull order in Q and let S = R[x; 0]. Then the map  :
Ds(R) —> D(S) defined by 1 (a) = a[x; 6], where a € Ds(R) induces a surjective
map: Cls(R) —> CI(S). If R is a domain, then Cls(R) = CI(S).

Let S = R[Ix; o, 6] be an Ore—Rees ring, where R is a Noetherian prime ring as
in Sect.2. A fractional R-ideal a is called (o; I)-invariant if Io(a) = al.

An order R is a (o; I)-maximal order if O;(a) = R = O,(a) for any (o; I)-
invariant ideal a of R. If R is a (o; [)-maximal order, then D,.;(R), the set of
all (o; I')-invariant reflexive fractional R-ideals, is an Abelian group generated by
maximal (o; I')-invariant reflexive ideals of R (this is proved by standard way).

A fractional R-ideal ais saidto be (8; I)-stableif I6(a) C aand Ia = al. We can
define a (J; I)-maximal order in an obvious way and denote the set of all (§; I)-stable
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reflexive fractional R-ideals by Ds.; (R).If Ris a (d; I)-maximal order, then Dy.;(R)
is an Abelian group generated by maximal (0; I)-stable reflexive ideals of R.

In case § =0 or o0 = 1, we write R[Ix; o] for R[Ix; c,0] and R[Ix; §] for
R[Ix; 1, 0], respectively. If S is a maximal order (in case § = 0 or ¢ = 1), then we
completely describe the structure of reflexive fractional S-ideals as follows:

Theorem 3.9 ([47]) Let R be a Noetherian prime ring and S = R[Ix; o] or S =
R[Ix; 6]. Then
(1) In case 6 = 0.
(i) S is a maximal order if and only if R is a (o; I)-maximal order.
(ii) If Ris a (o; I)-maximal order, then any reflexive fractional S-idealldeal!sideal @s-
ideal is of the form:

x"wallx; o]

for some a € Dy, (R), w € Z(Q(T)), the center of Q(T), and n is an integer.

(2) In case o0 = 1.

(i) S is a maximal order if and only if R is a (6; I)-maximal order.

(ii) If R is a (6; I)-maximal order, then any reflexive fractional S-ideal is of the form:

wallx; 6]

for some a € Ds.;(R), w € Z(Q(T)).

Let G be a polycyclic-by-finite group and R[G] be the group ring. A subset
of G is called orbital if it has only finite many distinct G-conjugates. G is called
dihedral free if it contains no orbital subgroup isomorphic to the infinite dihedral
group <a,be G |aba=b""a>=1>.

Proposition 3.10 (Group rings) Let G be a polycyclic-by-finite group. The group
ring R[G] is a prime Krull order if and only if

(i) R is a prime Krull order,
(ii) G has no nontrivial finite normal subgroup, and
(iii) G is dihedral free [17, 18, 20].

Remark (1) In the first paragraph of Sect. 3, we did not give the definitions of Krull
rings different from Krull rings due to Chamarie. See [54, 55] for the definition of
Q-Krull rings, and see [61] for the definition in the sense of Marubayashi.

It is natural, in a sense, from the viewpoint of multiplicative ideal theory that an
order is a Krull order (ring) if it is a maximal order and satisfies the ascending chain
condition on integral reflexive ideals ([38, 49, 70] for monoids).

In case of rings having polynomial identities, those Krull rings all coincide, which
is proved by using Posner’s theorem [68, 13.6.5].

Krull orders in the sense of Chamarie are Krull orders in the sense of [70] ([63,
Lemma 2.2.3]). However, it is still open whether each reflexive prime ideal of Krull
orders in the sense of [70] is localizable or not, which is important to study the
structure of orders. It is a remarkable result that an order R is Krull in the sense
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of [70] if and only if the monoid of regular elements of R is a Krull monoid
[38, Proposition 5.1].
(2) See [38, 75] for multiplicative ideal theory in noncommutative monoids.

4 Unique Factorization Rings

Noncommutative unique factorization rings were defined by various ring theorists
with two different approaches. In 1963, P.M. Cohn generalized the notion of commu-
tative unique factorization domains (UFD) to noncommutative rings with an element-
wise approach, [29]. In 1984, A.W. Chatters introduced unique factorization for ele-
ments in the context of Noetherian rings which are not necessarily commutative
with both element-wise approach and ideal theoretic approach, [25], and published a
series of papers on the subject with his co-authors (D.A. Jordan, M.P. Gilchrist, and
D. Wilson). In [1], authors gave a more general definition to noncommutative unique
factorization rings and introduced connections to Krull orders. In this section, we
give a summary of all approaches mentioned above.

A commutative unique factorization domain (UFD) is an integral domain satisfy-
ing the following three conditions (e.g. [81]):

1. Every element of R which is neither zero nor unit is a product of primes.

2. Any two prime factorizations of a given element have same number of factors.
3. The primes occurring in any factorization of a are completely determined by a,
except for their order and for multiplication by units.

In [29], Cohn generalizes the notion of UFD to noncommutative rings by taking
1-3 as starting point. By an integral domain we understand a ring (not necessarily
commutative) in which 1 # 0, and without zero-divisors. Thus in an integral domain
R, the nonzero elements form a semigroup under multiplication which will be denoted
by R*. Two elements a, b of a ring R are said to be associated, if b = uav, where
u, v are units in R. An irreducible element in R is a non-unit which is not a product
of two non-units. Clearly, if a is irreducible, or unit, or zero, then so is any element
associated to a. Two elements a, b of R are said to be right similar, if R/aR = R/bR,
as right R-modules [48].

Lemma 4.1 ([33]) Two elements in an integral domain are right similar if and only
if they are left similar.

Let a, b € R and consider any factorizations of a and b:

a=ujuy...u,,

b=vv;...v.

These factorizations are said to be isomorphic, if » = s and there is a permutation 7
of (1,...,r) such that u; is similar to v;,.
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Proposition 4.2 ([29, Proposition 2.2]) Let a, b be nonzero elements of an integral
domain R which are similar. Then any factorization of a gives rise to an isomorphic
factorization of b.

A factorization of a may be regarded as a chain of cyclic submodules from R to
aR, and by the isomorphism R/aR = R/bR this gives a chain from R to bR, in
which corresponding factors are isomorphic.

Definition 4.3 ([29]) A unique factorization domain (UFD for short) is an integral
domain R such that every non-unit of R* has a factorization into irreducibles and
any two factorizations of a given element are isomorphic.

Since in a commutative integral domain R, a and b are associated if and only if
R/aR = R/bR holds, we have the following theorem:

Theorem 4.4 ([29, Theorem 2.3]) A commutative integral domain is a UFD if and
only if it satisfies 1-3 above.

Noncommutative principal ideal domains [48] are given as an example of a non-
commutative UFD. This includes in particular the skew polynomial rings studied by
Ore [72] and the ring of integral quaternions. Moreover, any free associative algebra
is a UFD [29, Theorem 6.3].

In 1984, A.W. Chatters defined unique factorization domains in the context of (not
necessarily commutative) Noetherian rings which also has an equivalent element-
wise definition.

Let R be a prime ring. A height-1 prime ideal of R is a prime ideal P of R such
that P is minimal among nonzero prime ideals of R. An element p of R is completely
prime if pR = Rp is a height-1 prime of R and R/pR is a domain. If  is an ideal
of R then C(7) is the set of elements of R which are regular (i.e. not zero-divisors)
modulo I. Set C = (| C(P), where P ranges over the height-1 primes of R.

Proposition 4.5 ([25, Proposition 2.1]) Let R be a prime Noetherian ring with at
least one height-1 prime ideal, then the following conditions on R are equivalent:
1. Every height-1 prime of R is of the form pR for some completely prime element

pof R.
2. R is a domain and every nonzero element of R is of the form cp p, . . . p, for some
¢ € C (asdefined above) and for some finite sequence pi, . . ., p, of completely prime

elements of R.

Definition 4.6 ([25]) A Noetherian unique factorization domain (Noetherian UFD
for short) is a Noetherian integral domain which has at least one height-1 prime ideal
and which satisfies the equivalent conditions of Proposition 4.5.

Examples of Noetherian UFDs include Noetherian UFDs of commutative algebra
and also the universal enveloping algebras of solvable Lie algebras.

We can deduce from Sect. 2 that a commutative Noetherian domain is a maximal
order if and only if it is integrally closed. In the case of Noetherian UFDs we have
the following theorem:
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Theorem 4.7 ([25, Theorem 2.10]) Let R be a Noetherian UFD such that every
nonzero prime ideal of R contains a height-1 prime; then R is a maximal order.

The Noetherian UFDs defined as in [25] has one respect which is not analogous
to the commutative case, and that is the existence of Noetherian UFDs R such that
the polynomial ring R[x] is not a UFD. Because of this reason, Chatters and Jordan
gave a more general definition of Noetherian unique factorization rings.

Definition 4.8 ([27]) A ring R will be called a Noetherian unique factorisation ring
(Noetherian UFR, for short) if R is a prime Noetherian ring such that every nonzero
prime ideal of R contains a nonzero principal prime ideal.

The class of Noetherian UFRs includes all Noetherian UFDs as defined in [25]. If
D is the division algebra of rational quaternions and R = D[x] then R is a Noetherian
UFR and (x? + 1) R is a height-1 prime of R, but R is not a Noetherian UFD because
R/(x?> 4+ 1)R is not a domain.

Following are some of the important results obtained by Chatters and Jordan.

Theorem 4.9 ([27]) If R is a Noetherian UFR then R is a maximal order.
Theorem 4.10 ([27]) If R is a Noetherian UFR then R[x] is a Noetherian UFR.

Let R[x; o] and R[x; 0] be defined as in Sect.2. Then;

Theorem 4.11 ([27]) Let R be a Noetherian UFR with an automorphism of finite
order. Then R[x; o] is a Noetherian UFR.

Theorem 4.12 ([27]) Let R be a Noetherian UFR and let § be a derivation of R
such that every nonzero d-prime ideal contains a nonzero principal §-ideal. Then
R[x; 6] is a Noetherian UFR.

However, if R is a Noetherian UFR in the sense of [27], then R[x; o] and R[x; §]
are not necessarily Noetherian UFRs in the sense of [27].

Let G be a polycyclic-by-finite group. A plinth in G is a torsion-free abelian
orbital subgroup H of G such that H ®z Q is an irreducible Q7 -module for every
subgroup T of a finite index in Ng(H ), where Q is the field of rationals. The plinth
H is centric if its centralizer C;(H) has a finite index in G. We denote by A(G)
the FC-subgroup, thatis A(G) ={g € G : |G : C5(g)| < oo}, where Cs(g) is the
centralizer of g in G.

Proposition 4.13 ([17, 26]) Let R be a commutative ring and G be a polycyclic-by-
finite group. Then R[G] is a Noetherian UFR in the sense of [27] if and only if

(1) Risa UFD,

(2) G has no nontrivial finite normal subgroup,
(3) G is dihedral free, and

(4) Every plinth of G is centric.

Proposition 4.14 ([17, 26]) Let R be a commutative ring and G be a polycyclic-
by-finite group. Then R[G] is a UFD in the sense of [25] if and only if
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(1) RisaUFD,

(2) G is torsion free,

(3) All plinths of G are central, and
(4) G/A(G) is torsion free.

Let S be a monoid with a polycyclic-by-finite group of quotients G. S is called
normalizing if every element in S is normal, that is, ¢S = Sc for all c € S and S is
called UF-monoid if every prime ideal of S contains a principal prime ideal P, that
is, P = Sr = r S for some r € S as one in [27].

Proposition 4.15 ([50]) Let S be a normalizing monoid with a torsion-free
polycyclic-by-finite group of quotients G and let K be a field. Assume that S satisfies
the ascending chain condition on left and right ideals. Then the semigroup algebra
K|[S] is a Noetherian UFR in the sense of [27] if and only if K[G] is a Noetherian
UFR in the sense of [27] and S is a UF-monoid.

In [28] Chatters, Gilchrist and Wilson developed a theory of noncommutative
UFRs without the Noetherian condition.

Let R be an associative ring with identity element. An element x of R is normal if
xR = Rx. A principal ideal of R is an ideal of the form x R for some normal element
x of R. Let R be a prime ring, a prime element of R is a nonzero normal element p
such that pR is a prime ideal.

Definition 4.16 ([28]) A ring R is called a unique factorization ring (UFR for short)
if every nonzero prime ideal of R contains a prime element.

If R is a UFR as in [28] then the set of principal ideals of R is closed under finite
intersections and satisfies the ascending chain condition, and the polynomial ring
over R in an arbitrary number of central indeterminates is also a UFR. Restricting
to the case of UFRs which satisfy a polynomial identity (PI) gives several genuinely
noncommutative examples such as trace rings of generic matrix rings [21], the ring
of n by n matrices over a commutative Dedekind domain of finite class number
n; and the group ring R[G] where R is any UFR which satisfies a Pl and G is a
torsion-free abelian group which satisfies the ascending chain condition for cyclic
subgroups [28].

Another definition of unique factorization rings and its connections to Krull orders
are given in Abbasi et al. [1]. Noetherian UFRs in the sense of [27] are Krull orders
in the sense of Marubayashi [61] by [1, Proposition 1.9], and Krull orders in the
sense of [61] are Krull orders in the sense of Chamarie [24]. Existence of examples
of Krull orders which are not Krull orders in the sense of [61] and being natural that
UFRs are closed under the polynomial extensions were the motivation of the authors
of [1] to give a new definition of UFRs.

Definition 4.17 ([1]) Let R be a 7-Noetherian order with an automorphism ¢ in a
simple Artinian ring Q. Then R is called a o-unique factorization ring (a o-UFR for
short) if any o-prime ideal P of R such that P = P** or P="*P is principal.

In case ¢ is the identity mapping on R, R is said to be a UFR.
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14 E. Akalan and H. Marubayashi

It turns out [63] that R is a UFR in the sense of [1] if and only if
(i) R is a maximal order and
(i1) Any reflexive ideal is principal.

Noetherian UFRs in the sense of [27] are UFRs in the sense of [1], however the
converse is not true in general (see [1] for examples). Furthermore, we have the
following:

Proposition 4.18 ([1]) Let R be a UFR in the sense of [1]. Then R is a Noetherian
UFR in the sense of [27] if and only if Ry is a simple ring, where N is Ore set
consisting of all normal elements in R.

Let § be a derivation on R. Replacing o-prime ideals by d-prime ideals, we can
naturally define 6-UFRs. Of course, if R is a UFR in the sense of [1], then R is a
o-UFR and §-UFR, and we have the following characterizations:

Proposition 4.19 ([1]) (1) R is a o-UFR if and only if R[x; o] is a UFR in the sense
of [1].

(2)If R is a 5-UFR, then R[x; 0] is a UFR in the sense of [1]. In case R is a domain,
the converse is also true.

In [1], they obtained the following characterizations of group ring R[G] (inde-
pendent on [26]).

Proposition 4.20 ([1]) Let R be a UFR in the sense of [1] and G be a polycyclic-
by-finite group. Then R[G] is a UFR in the sense of [1] if and only if

(1) G has no nontrivial finite normal subgroup, and

(2) G is dihedral free.

Proposition 4.21 ([1]) Let R be a Noetherian UFR in the sense of [27] and G be
a polycyclic-by-finite group. Then R[G] is a Noetherian UFR in the sense of [27] if
and only if

(1) G has no nontrivial finite normal subgroup,

(2) G is dihedral free, and

(3) every plinth of G is centric.

We refer the readers to [76] for more examples and detailed survey of unique
factorization rings.

5 G-Dedekind Prime Rings

The class of rings in which every reflexive (fractional) R-ideal (right or left) is
invertible was first defined by Cozzens and Sandomierski in [30] with the name RI-
orders. In [2], following the commutative version of the theory, Akalan characterized
the class of rings in which (AB)* = B*A* is satisfied for all R-ideals A, B and gave
the name Generalized Dedekind prime rings (G-Dedekind prime, for short) to this

mdanna@dmi.unict.it



Multiplicative Ideal Theory in Noncommutative Rings 15

class of rings. It turns out that in a G-Dedekind prime ring every reflexive R-ideal is
invertible and therefore is an Rl-order.

The class of G-Dedekind prime rings is a broad class including both the class of
Dedekind prime rings and the class of Noetherian UFRs [27]. Moreover, Noetherian
maximal orders with gld < 2 are examples of G-Dedekind prime rings. This assertion
follows from Bass’ characterization of Noetherian rings with gld < 2 as rings over
which duals of finitely generated modules are projective (see [30] and [ 14, Proposition
5.2]).

Definition 5.1 ([2]) A prime Noetherian maximal order satisfying (AB)* = B*A*
for all R-ideals A and B, is called a generalized Dedekind prime ring (G-Dedekind
prime ring).

As we have mentioned in Sect.2 (Theorem 2.3), the set D(R) of all reflexive R-
ideals becomes an Abelian group with multiplication “o””. We denote the divisor class
group of R by CI(R) = D(R)/P(R) where P(R) is the subgroup of D(R) which
consists of principal R-ideals, and the Picard group of R by Pic(R) = Inv(R)/P(R)
where Inv(R) is the group of invertible R-ideals.

Theorem 5.2 ([2, Theorem 3.1]) For an order R, the following conditions are equiv-
alent:

(1) A**A* = R and AT AT = R for each R-ideal A.

(2) R is a maximal order and (AB)* = B*A* for all R-ideals A and B of R.

(3) R is a maximal order and the product of reflexive R-ideals is reflexive.

(4) R is a maximal order and D(R) is a group with the usual product.

(5) R is a maximal order and every reflexive R-ideal is invertible.

(6) R is a maximal order and CI(R) = Pic(R).

In [8, 80], many examples of commutative maximal orders with reflexive ideals
which are not invertible are given. Following is a noncommutative example of a
prime Noetherian maximal order with a reflexive ideal which is not invertible.

Example 5.3 By [16, Example 35] there exists a prime Noetherian smooth PI ring
R which is also a maximal order with a unique height one prime ideal P which is
not a projective R-module on either side. This height one prime ideal P is maximal
reflexive by [3, Theorem 3.1]. However since P is not projective, it is not invertible.

The class of G-Dedekind prime rings is closed under the formation of n x n full
matrix rings and moreover if R is a G-Dedekind prime ring then so is the ring eRe
where e is an idempotent such that ReR = R. Thus, being a G-Dedekind prime ring
is a Morita invariant.

Theorem 5.4 ([2, Theorem 5.4]) If R is a PI G-Dedekind prime ring then so is the
polynomial ring R[x].

In [4], Akalan showed that the PI condition can be waived from Theorem 5.4.

Theorem 5.5 ([2, Theorem 6.2]) If R is a PI G-Dedekind prime ring then so is the
Rees ring R[Ix] where I is an invertible ideal of R.
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In Marubayashi et al. [67], authors use the terminology “generalized Asano prime
rings” for “generalized Dedekind prime rings”. Let o be an automorphism of R, they
call R a o-generalized Asano prime ring (a o-G-Asano prime ring for short) if it is
a o-Krull prime ring whose o-invariant reflexive R-ideals are invertible. In case o is
identity, R is said to be a G-Asano prime ring.

Theorem 5.6 ([67, Theorem 2.8]) Let R be an orderin Q. R is a o-G-Asano prime
ring if and only if R[x; o] is a G-Asano prime ring.

Definition 5.7 ([46]) A ring R is called d-generalized Asano prime ring if R is a
0-Krull prime ring whose d-stable reflexive R-ideals are invertible.

Theorem 5.8 ([46, Theorem 2.6]) Let R be an orderin Q. Then R is a §-generalized
Asano prime ring if and only if S = R[x; d] is a generalized Asano prime ring.

A generalized Asano prime ring is a Krull prime ring, but the converse of this
does not necessarily hold [67] and [36, Example 1.10].

6 Hereditary Noetherian Prime Rings (HNP Rings)
and a Generalization of HNP Rings

Hereditary Noetherian prime rings (HNP for short) are a very interesting class of
rings and a lot of research has been done on them, especially for 1960-1990. In 1960,
Auslander and Goldman found an example of HNP rings which is not Dedekind in
crossed product algebras [13]. Since then, in case of algebras, Harada had studied
the structure of HNP rings including ideal theory [42—-44]. In 1970, Eisenbud and
Robson studied the ideal theory of HNP rings which are not necessarily algebras.
In this section, we mainly discuss the ideal theory in HNP rings and propose a
polynomial-type generalization of HNP rings.

One of the important results on HNP rings is that the invertible ideals in an HNP
ring generate an Abelian group as in Dedekind orders, which is obtained under the
condition: every ideal is projective (left and right projective). The followings are the
key propositions to prove this result.

Proposition 6.1 ([32, Proposition 2.1]) Let R be an order in a simple Artinian ring
such that each ideal of R is projective. Then every invertible ideal of R is a product
of maximal invertible ideals (ideals maximal amongst the invertible ideals).

Proposition 6.2 ([32, Proposition 2.2]) Let R be an order in a simple Artinian ring
such that each ideal of R is projective. Then each maximal ideal of R is either
idempotent or invertible.

A finite set of distinctidempotent maximal ideals M1, ..., M, suchthat O, (M) =
O;(My), ..., 0,(M,) = O;(M,) is called a cycle. An invertible maximal ideal is
considered to be a trivial case of a cycle.
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Theorem 6.3 ([32, Theorem 2.6]) Let R be an order in a simple Artinian ring such
that each ideal of R is projective. Then each maximal invertible ideal of R is the
intersection of a cycle.

Theorem 6.4 ([32, Theorem 2.9]) Let R be an order in a simple Artinian ring such
that each ideal of R is projective. Then the invertible ideals of R generate an Abelian
group.

An ideal A is called eventually idempotent if A* is idempotent for some k > 1.

Proposition 6.5 ([32, Proposition 4.5]) Let R be an HNP ring and A be an ideal of R
which is not contained in any invertible ideal. Then A is eventually idempotent. More
precisely, there are only a finite number of idempotent ideals My, . . ., M containing
A and A¥ = (M, N - N MY* is idempotent. (see [37] for more detail results on
eventually idempotent.)

Theorem 6.6 ([32, Theorem 4.2]) Let R be an HNP ring and I an ideal of R. Then
I = XA, where X is an invertible ideal and A is an eventually idempotent ideal.

Let A be a right ideal of R. The subring I(A) = {r € R|rA C A} of R is called
the idealizer of A in R. A is said to be generative if RA = R. The idealizer is one
of the powerful tools to study HNP rings.

Theorem 6.7 ([74, Theorem 5.3]) Let R be an HNP ring and A be an essential right
ideal which is generative. Then 1(A) is an HNP ring if and only if A is semimaximal,
that is, A is a finite intersection of maximal right ideals.

Theorem 6.8 ([74, Theorem 6.3]) The following conditions on an HNP ring R are
equivalent.

(1) R is contained in and is equivalent to a Dedekind prime ring.

(2) R has finitely many idempotent ideals.

(3) R has finitely many idempotent maximal ideals.

(4) R is obtained as an iterated idealizer from a Dedekind prime ring.

It was an interesting question that any HNP ring has only finitely many idempotent
ideals or not. In [78], they obtained examples of HNP rings in which there are infinite
many idempotent maximal ideals.

A right ideal A is called isomaximal if R/A is a finite direct sum of isomorphic
simple modules. In case A is isomaximal and generative, we have the following
correspondence between Spec(R) and Spec(S), where S = I(A).

Theorem 6.9 ([68, Theorem 5.6.11]) Let R be an HNP ring, A be a gener-
ative isomaximal right ideal and S = 1(A). Then there is a set embedding ¢:
{P € Spec(R)|P ¢ A} — Spec(S) given by P — P N S. This preserves idempo-
tence and invertibility. Further:

(1) If there is no nonzero prime ideal P of R with P C A, then there is only one
nonzero prime of S not in the image of ¢, that is, A, which is idempotent.

(2) If there is a (necessarily unique) nonzero prime ideal P C A, then there are
exactly two nonzero primes of S not in the image of ¢, A and, say A’. Both are
idempotent and A’ is an isomaximal generative left ideal of R containing P.
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We refer the readers to [57, 68] for more information about ideal theory in HNP
rings.

Finally we discuss the ideal theory of polynomial rings over an HNP ring and
propose a generalization of HNP rings. Let R be an HNP ring and S = R[x] be the
polynomial ring. Then S is not necessarily an HNP ring. In fact S is an HNP ring if
and only if R = Q.

Note: any one sided reflexive ideal of S is projective since gl.dim(S) < 2.

Let A be a nonzero ideal of S such that A = A*" or A = A™*, equivalently, A is
right projective or A is left projective. Then we have the following [5]:
(@Ifa=ANR #(0),then A = a[x].

(b) If AN R = (0), then A = Ba|x] for an invertible ideal B of S and an ideal a
of R.

In both cases, A is left and right projective.

These properties suggest us to define the following which are, in some sense, a
polynomial-type generalization of HNP rings.

Definition 6.10 ([6]) (1) A 7-Noetherian prime Goldie ring R is called a generalized
HNP ring (a G-HNP ring for short) if each ideal A with A = A** or A = A™* is left
and right projective.

(2) A G-HNP ring is said to be a strongly G-HNP ring if each essential right (left)
ideal I(J) with I = I*t(J = J**) is right (left) projective, respectively.

If R is an HNP ring, then R[x] is a strongly G-HNP ring. The following is a
structure theorem for G-HNP rings (compare with Theorem 3.3).

Theorem 6.11 (Structure theorem for G-HNP rings, [6]) Let R be a G-HNP ring.
Then

(1) any maximal invertible ideal P is localizable and Rp is a semi-local HNP ring.

(2) R=NRp N S(R), where P ranges over all maximal invertible ideals of R and
S(R) is a G-HNP ring with no invertible ideals.

(3) R has a finite character property.

We end the paper with the following questions.
Let o be an automorphism of R and ¢ be a left o-derivation on R.

Question 6.12 (1) What are necessary and sufficient conditions for R[x; o, §] to be
a G-HNP ring and describe all projective ideals of R[x; o, d].

(2) Let I be an invertible ideal of R. What are necessary and sufficient conditions for
R[Ix; 0, 0] to be a G-HNP ring and describe all projective ideals of R[Ix; o, §].

Let H be a monoid with quotient group Q. By adopting dual basis lemma for pro-
jective modules [68, (3.5.2)], we can define the concept of right hereditary monoids
as follows: H is right hereditary if I11* = O;(I) for any right ideal / of H, where
I* ={q € QlqI C H}. Similarly we can define left hereditary monoids.

Question 6.13 s it possible to obtain ideal theories (as ones in HNP rings) in left
and right hereditary monoids?
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About Number Fields with Polya Group
of Order <2

David Adam and Jean-Luc Chabert

Abstract Carlitz characterized the number fields K with class number <2 by the
equality of the lengths of all the factorizations of every integer of K into irreducible
elements. Analogously, we study the links between the order of the Pélya group
ZP0(K) of anumber field K and the factorizations into irreducible elements of some
rational numbers. Our main results concern quadratic fields where we prove some
equivalences between, on the one hand, | 2?0(K)| = 1 and uniqueness of factoriza-
tions, on the other hand, | %0(K)| = 2 and uniqueness of lengths of factorizations.
We also show how analogous results may be formulated in the case of function fields.

1 Introduction

Let K be a number field. Denote its ring of integers by Ok and its class group by
E1(K). If the group €I(K) is trivial it means that O is a principal ideal domain. As
Oy is a Dedekind domain, to be a principal ideal domain is equivalent to be a unique
factorization domain. From this point of view, Carlitz [4] proved in a very short paper
the following result which says that, to weaken the hypothesis by allowing €I(K) to
have not one but two elements is equivalent to weaken the factorization property in
O in the following way:

Theorem 1 (Carlitz) The class number of a number field K is <2 if and only if, for
every integer x of K, all the factorizations of x into irreducible elements of Og have
the same length.

We are interested here in a subgroup of €I(K) called the Pélya group of K. Let
us recall its definition.
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Notation. If an integer ¢ is the norm of at least one maximal ideal of Ok, we denote
by I1,(K) the ideal product of all maximal ideals of Ok with norm ¢

m,(K) = H m. (1)
meMax(Ox)
Nk/g(m)=¢q

Definition 1 [3, Sect.I1.3] The Pédlya group of K is the subgroup Zo(K) of the
class group ¢I(K) of K generated by the classes of all the ideals I1,(K) defined by
Formula (1).

The Pdlya group could also be defined as the subgroup of the class group generated
by the classes of Bhargava’s factorial ideals (which are defined in [2]).

The idea for this article comes from a remark by Jesse Elliott: the hypothesis
Card(%l(K)) < 2 corresponds to an interesting property, it could also be the case
for the similar hypothesis Card(Z?0(K)) < 2. Noticing that the Pélya group of K is
trivial, if and only if, for every n € N, the Ox-module

Int,(Ok) = {f € Int(O) | deg(f) < n}

is free [15, 16], Elliott [7] suggests the following conjecture:
Conjecture. For every number field K, if Card(Zo(K)) < 2, then

— 1 1
limy— 400 ﬁCard{n < N | Int,(Ok) is free} > 7

For our part, always with the assumption Card(£?o(K)) < 2, returning to the
spirit of the result of Carlitz, we consider the factorizations of rational integers into
irreducible elements of Ok, because there are natural links between the rational
integers and the ideals I1,(K) whose classes generate Zo(K). We will see that we
have to exclude the prime numbers which are decomposed in the extension K/Q.

Recall that a prime number p is said to be decomposed in the number field K if there
are at least two prime ideals of the ring of integers Ok lying over p. Consequently,
the prime p is undecomposed in K if and only if pOy is a primary ideal of O, that
is, is a power of a maximal ideal of 0.

In Sect.2, we prove that | Zo(K)| = 1 (resp., | Z0o(K)| < 2) implies the unique-
ness of the factorization (resp., of the length of the factorizations) into irreducible
elements of Ok of all products of undecomposed primes numbers (Theorem 2). In
Sect.3, we study the obstructions for the converses of the previous assertions. In
Sect.4, we obtain characterizations in the particular case of Galois number fields
of odd prime degree. In Sect. 5, we obtain equivalences for quadratic number fields
(Theorems 3 and 4). Finally, in the last section, we end with some analogous results
in the function fields case.
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2 The Hypothesis Card(Zo(K)) <2

In this section, we describe consequences of the hypothesis Card(Zo(K)) < 2. We
consider rational integers m which are product of primes which are themselves unde-
composed in the extension K /Q and the factorizations of these rational integers m
into irreducible elements of 0.

Theorem 2 Let K be a number field. We denote its ring of integers by Oy and
its Polya group by Po(K) . Let m be any rational integer which is a product of
undecomposed primes.

1. If |Z20(K)| = 1, then the factorization of m into irreducible elements of Ok is
unique.

2. If|Z0(K)| < 2, then all the factorizations of m into irreducible elements of Ok
have the same length.

Let us be precise: in ‘a product of primes’ the primes are not necessarily distinct,
and ‘the uniqueness of a factorization’ in O is always up to units of Ok and up to
the order of the elements in the product.

Proof Note first that, if the prime p is undecomposed in the extension K /Q and if p
denotes the unique prime ideal of Ok lying over p, then

pOx =p°, [Ok/p:F,] =f where ef =[K :Q], and p = IT,(K).

Now, let
- hy
m=p'...p,
where, fori = 1, ..., k, the prime p; lies under a unique maximal ideal p; of Ok. Let
piﬁK = p?' with ¢; > 1.
Then,

mOx = py' - pe 2)
By hypothesis on m, the ideals p; are the ideals I, (K).
1- Assume that | Z?0o(K)| = 1 (in this case, K is called a Pdlya field [20]). Then, the
ideals p; = IT,: (K) are principal and p; = 7; 0k where 7; is an irreducible element
of Ok. Consequently, p;0x = t{" Ok, that is, p; = u;mr{" where u; is a unit in 0.
Finally,

h hee
m=um"" -7, " where u € Oy .

If 7 is an irreducible element of O which divides m, then

w0k =[]p] =[]0k whereJ C{1.....k}and 1 < y; < ye;.
jeJ jeJ
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The irreducibility of = implies the existence of some index j € {1, ..., k} such that
w0k = p; = mj0k, that is, such that 7 and 7; are associated. One may easily con-
clude by iteration that the factorization of m is unique.

2- Assume that | Z0(K)| < 2. Then, for each i, either the ideal p; is principal, or the
ideal p? is principal. Let 7 be an irreducible of Ok which divides m and consider
the factorization of the ideal w Ok in a product of maximal ideals of 0. If in this
factorization there is an ideal p; which is principal, then necessarily 7w Og = p;.
Otherwise, there are at least two maximal ideals (not necessarily distinct) p; and p;
which are not principal and the hypothesis on Z0(K) implies that p;p; is principal,
and hence, necessarily = Ox = p;p;.

Finally, the number of irreducible elements which appear in the factorization of
m may be computed in the following way: if v denotes the number of principal
ideals p; which appear in the right hand side of Eq.(2) taking into account their
multiplicity and if u denotes the number of nonprincipal ideals p; still taking into
account their multiplicity, then the number of irreducible elements in a factorization
of m is necessarily v + % W, which is a fixed integer for a given m.

The following examples show that we cannot admit decomposed primes in The-
orem 2, neither when | Z0o(K)| = 1, nor when | Z0o(K)| < 2.

Example 1 Let K = Q(+/—31). We know that | Z0(K))| = 1 (see for instance [3,
Corollary 11.4.5]). On the other hand, 50k = pq where p and g are not principal
(there are no integers of Ok with norm 5). Consequently, 5 is irreducible in Ok and
the order of the classes of p and q is 3 (the class number of K is 3). In other words,
p® = 10k and q° = 7/ Ok where  and 7’ are irreducible. Finally, we have

SSﬁK = ﬂﬂ/ﬁK

with 3 irreducible elements on the left side and 2 on the right side.

Example 2 Even in the cyclotomic case, one has to exclude the decomposed primes.
For instance, let K = Q(¢39) where {39 = €27/ Then, Z0(K) is trivial as for every
cyclotomic number field [20, Proposition 2.6]. Let us consider the factorization of
13in O : ex;(13) = 12 and fx/g(13) = 1 since 13 = 1 (mod 3), and hence,

130x = (q9))'%.

We show now that the ideals q and g’ are not principal by considering the containments
Q c Q(+/—39) C K. For instance, if q were a principal ideal, then the ideal

Ni gm0 (@) = (N Oy =302 = 4.0 Oy =),

which is the prime ideal of 0, /=35, lying over 13, would be principal, but it is not.
On the other hand, hx = 2, and hence, q2 = 10k, q’2 =71'0k, q9 = 0 Ok, and
7, m', o are irreducible elements of Ok. The equality (qq')*> = q%q’ leads to two
distinct factorizations 020k = wn’ Ok.
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3 Toward Reciprocal Assertions

Note that the uniqueness of the factorization (resp., the uniqueness of the length
of the factorizations) of the products of undecomposed primes is equivalent to the
uniqueness of the factorization (resp., the length of the factorizations) of the products
of undecomposed primes which are (at least partially) ramified.

Indeed, an undecomposed prime p which is not ramified is totally inert, and hence,
pOx is a prime ideal, which means that p is not only an irreducible element of O,
but it is a prime element of 0. Consequently, if such an element p appears in some
factorization of an integer m, necessarily it appears in all the factorizations of m.

3.1 Counterexamples

The converse of both implications in Theorem 2 are false as shown by the following
examples of quadratic fields.

Example 3 The field K = Q(+/—5) is an example of a non-Pélya field whereas the
factorizations are unique. The ramified primes are 2 and 5. Let 20k = p* and 50k =
q%. Then, q = ~/—50k while p is not principal. Consequently, on the one hand 2 is
irreducible in O, on the other hand Z0(K) is not trivial. Let us prove the uniqueness
of the factorization of every product m = p; ...p; of undecomposed primes. As
previously said, we may assume for our proof that all the p;’s are ramified, that is,
that the product is of the form m = 295”. Clearly, m admits the unique factorization

245

Example 4 The field K = Q(+/—21) is an example where | Z0(K)| = 4 while the
factorizations have the same length. The ramified primes are 2, 3, and 7. Let

20k =p*, 30x = g% and 70k = ¢°. 3)

The ideals p, g, and v are not principal. Consequently, 2, 3, and 7 are irreducible
elements of Ok. Since the field K is not real, we know with Hilbert [12] that the
relations between the classes of p, ¢, and v are all given by relations (3) and by

qt:J—_Zlﬁ[(. (4)

The Pélya group of K which is generated by the classes of p, ¢, and t is then of
order 4. Let us prove that all the factorizations of every product m = p; ...p; of
undecomposed primes have the same length. We still assume that all the p;’s are
ramified, and hence, that m = 293°7¢. Then, one has

mﬁ]( — 2a3b7CﬁK — pZanthC.
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The only irreducibles which can divide m are 2, 3,7 and +/—21, and hence, the
factorizations of m into irreducible elements are of the form m = u 2% 3% 77 / —21(S
where u € Oy, a0 =a,2p + 8 =2band 2y + 8 = 2c. Consequently, o« + 8 + y +
8 = a + b + c and the lengths of all the factorizations of m are equal.

These examples show that the hypotheses | Z0(K)| = 1 and |ZPo(K)| < 2 are
too strong.

3.2 Nontrivial Relations in Z0(K)

The following notation will be used in the sequel.

Notation. Denote by py, ..., p, the prime numbers which are undecomposed and
ramified in the extension K/Q, and by py, ..., p, the corresponding prime ideals of
Ok lying over these p;. For 1 < j < t, we have p; 0 = p;j where e¢; = eg/q(p;) and

| Ok /pj] =p]f’ where f; = fx,q0(p;). Clearly, ¢; x fj = [K : Q].
Since p; = HP_Q (K), we are interested in the relations between the classes Ej of

the p;’s in Z0(K). Finally, denote by ¢; the order of p;. Clearly, ¢; divides ¢; and

p;’ = 7;Ok where 7; is an irreducible element of J. The relation E;f = 1in Zo(K)
will be said to be trivial and we introduce the following definition:

Definition 2 We say that there is a non-trivial relation in 2 o(K) between the classes
Ej if there exists a sequence «;, . . ., «; of integers such that

pl e =y0k (5)

for some y € Ok, where 0 < o < ¢;, and where at least two «; are nonzero. More-
over, we say that such a nontrivial relation is minimal if there is no other nontrivial
relation with exponents §; such that 0 < 8; < «; with B;; < «, for at least one jj.

Proposition 1 The factorization into irreducible elements of every product of unde-
composed primes is unique if and only if there is no nontrivial relation between the
classes p;.

Proof Assume that there exists a nontrivial relation of the form (5). Clearly, «; # 0
implies that the ideal p; is not principal, that is, &; # 1. Let us prove that m =

Lo
H;:] pj’ " where n = [K : Q] admits two distinct factorizations. First,

t " t
o i nxao;
m0O ZHpjj Ok =|1» =)0k
j=1 j=1
Using a factorization of y, we will obtain a factorization for m in product of irreducible
elements whose exponents are nonzero multiples of 7.
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On the other hand, we have the equality

t t n
g\~ 5%
mOk = I I(Pj])”’ ' = | |JT;’ Ok.
j=1

j=1

Assume, for instance, that oy # 0, and hence, that 1 < «; < €. Then, we have
another factorization of m where the exponent of 7| is < n.

Conversely, assume that there is no nontrivial relation. Then, the only irreducible
elements which can divide m = pll“ e pf’ are the m;’s. Thus, we have the uniqueness
of the factorization of m.

Proposition 2 The lengths of the factorizations into irreducible elements of every
product of undecomposed primes are equal if and only if, for every minimal nontrivial
relation of the form (5), we have

S, (6)

Proof Assume that there exists a nontrivial relation of the form (5) and consider such
a minimal relation. Then, p{'p5”...p;" = yOk and the minimality of the relation
implies the irreducibility of y. With the notation of the previous proof, we have

t n
5 Y
mﬁ[{ =ynﬁ1( = Hﬂjj ﬁ[(.
j=1

The uniqueness of the length of the factorizations implies equality (6).
Conversely, assume that every minimal nontrivial relation of the form (5) satisfies
equality (6). Let us consider these relations

Ak 02k

pipyt o =00k (1 <k <)

where the elements oy, are irreducible in 0. Letm = p}l“ e pf’. The only irreducible
elements which can divide m are the 7r;’s (1 < j < t) and the o3’s (1 < k < ). From

t t S
: 5
mOy = I ij/: | InjV’x | |O’kk Ok,
j=1 j=1 k=1

we deduce:

B =hiej =gy + D s (1<j<0.
k=1
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Thus,

t t S ! ! .
NEDWEESWEDNDIE S LEDNEDIW
- j=1 k=1 \j=1 j=1 k=1

j=1 j=1 7 j= =

which shows that the number of irreducible elements in the factorization, that is,
. e .
2. Vi + 22x 8 is a constant equal to 3, hj - which depends only on m.

3.3 Factorizations in Monoids

While our aim was to emphasize on the group Z?0(K) and, in the spirit of Carlitz’ the-
orem, to find links with factorizations of rational integers, the previous propositions
show that we have the uniqueness of factorizations or of the lengths of the factor-
izations only by considering relations between the classes of the ramified primes
which are not decomposed. As the classes of ramified primes which are decomposed
may take part to the group Fo(K), we understand that the sufficient conditions
| Z0(K)| = 1or|Zo(K)| <2 may be not necessary for the uniqueness.

Let us consider for a while the question of the uniqueness from the point of view
of the factorization theory in commutative monoids (see [8]). We said that the Pélya
group is generated by the classes of the ideals I1,(K) (given by formula (1)). Let us
consider the ideals IT,(K) themselves, they generate a free submonoid of the monoid
of nonzero ideals of O, and the undecomposed ramified primes py, ..., p, (which
are some particular ideals IT,(K)) generate a smaller free submonoid F':

F={p]"pl | Bi,.... B €N

Now we introduce the following submonoid of the monoid &3 = Ok \ {0}:
H={x e 0§ |alk € F}

As H is divisor-closed [Va € H VB € Ok (Bla = B € H)], the factorization of an
element « € H into irreducible elements of O is the same as the factorization into
irreducible elements of H. Recall that the monoid H is said to be factorial if the
factorization of every element of H into irreducible elements of H is unique up to
the units. Then, we may formulate a stronger version of Proposition 1

Proposition 3 The monoid H is factorial if and only if there is no nontrivial relation
between the classes p;.

The fact that the condition is necessary follows from Proposition 1, while the
proof of the fact that the condition is sufficient is similar to those given in the proof
of Proposition 1. We can made analogous remarks with respect to Proposition 2.
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Recall that the monoid H is said to be half-factorial if the factorizations of every
element of H into irreducible elements have the same length.

Proposition 4 The monoid H is half-factorial if and only if relation (6) is satisfied
by every minimal nontrivial relation of the form (5).

Proof LetGy = {p;, ..., p,} € €Il(K)andlet B(Gy) be the block monoid of Gy, that
is, the free abelian monoid formed by the sums 8,q; + - - - + 8,9, (whereq,, ..., q,
denote the distinct elements of Go) such that q;”' - - - §,”" = 1. Clearly, the canonical
homomorphism of monoids H — #(Gy) is surjective; in fact it is a transfer homo-
morphism. Thus, H is half-factorial if and only if Z(Gy) is half-factorial and, by
Zacks-Skula theorem, %(G)) is half-factorial if and only if every irreducible block
in Z(Gy) has cross-number 1 (see [8, Proposition 6.7.3]), this is just relation (6).

Putting together Propositions 1 and 3 on the one hand, and Propositions 2 and 4
on the other hand, we have:

Corollary 1 Let K be a number field. The following assertions are equivalent:

(i) For every rational integer m which is not a multiple a prime number decom-
posed in Ok, the factorization (resp., the lengths of the factorizations) of m into
irreducible elements of Ok is unique (resp., are equal).

(ii) For every algebraic integer a of Ok not contained in a prime ideal of K lying
over a decomposed prime number; the factorization (resp., the lengths of the
factorizations) of « into irreducible elements of O is unique (resp., are equal).

Proof In fact, this corollary is obvious. Let Hy denote the submonoid of H formed
by the rational integers which are product of undecomposed primes. The corollary
says that H is factorial (resp., half-factorial) if and only if Hj is factorial (resp., half-
factorial). This is a clear consequence of the fact that Hy C H and, for each @ € H,
o' XQ is in H,.

3.4 Tame Ramification

Back to classical algebraic number theory, we consider now a case where there does
exist a nontrivial relation. Noticing that in both examples of Sect. 3.1, the prime 2
is ramified with ramification index 2, we may try to exclude this case by assuming
that ramifications are tame, that is, no ramified prime divides one of its ramification
indices. With such an hypothesis and assuming moreover that the extension K /Q is
Galois, we know that the different §x of K is equal to

w w w
— i—1 —
= I o <[ =Tl <T15" 0
j=1 j=1 j=1

peMax (k)
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where py, ..., p,, denotes the ramified primes in the extension K /Q and 7, .. ., I,
the corresponding ideals I1,(K), that is the products of the maximal ideals of Ok
lying over p;. As a consequence, we have

Proposition 5 Let K be a Galois number field with tame ramifications. The ideal
H;Vzl II; is principal if and only if the different 8k is principal. This is the case, in
particular, either if the Z-algebra Ok is monogenic, or if the exponent of Zo(K) is
<2

Proof The fact that []/_, I7; is principal if and only if 8 is principal is an obvious
consequence of (7). Assume first that the Z-algebra Ok is monogenic, that is, that
Ok is of the form Z[«] for some o € Ok. Then, the ideal 8k is principal since
3k = f'(a) Ok where f denotes the minimal polynomial of « over Q.

Assume now that the exponent of Z0(K) is <2. We know that the class of §g in
the class group €I(K) is a square (see [19, Chap. XIII, Theorem 13]). As, by (7), the
class of §; belongs to Zo(K), we may conclude.

In order to be able to obtain links between the equivalences given by Propositions 1
and 2 and conditions on the Pélya group, we have to avoid the ramified primes which
are decomposed. Thus, we restrict our study to Galois number fields K of prime
degree.

4 Galois Number Fields of Prime Degree

From now on, we assume that K is a Galois number field of prime degree /. Then,
every prime p is either totally ramified, or totally inert, or totally decomposed. Con-
sequently, if p is ramified, pOx = p’ and I,(K) = p is maximal; if p is decomposed,
pOx =p1...p, = I1,(K) and I1,(K) is principal; and if p is inert, pOx = p, and
I, (K) is both maximal and principal. As we do not want to consider decomposed
primes p, we only have to consider ideals I1,(K) which are maximal. Moreover, if
p is inert, p is a prime element of O, thus it cannot lead to distinct factorizations of
products of undecomposed primes. Thus, we have

Lemma 1 IfK is a Galois number field of prime degree [, the following assertions
are equivalent:

(i) For every rational integer which is a product of undecomposed primes, the fac-
torization (resp., the length of the factorizations) into irreducible elements of
O is unique.

(ii) For every rational integer whose radical divides the discriminant dx of K, the
factorization (resp., the length of the factorizations) into irreducible elements of
O is unique.

About the Pélya group, we have the following:
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Proposition 6 Let K be a Galois number field of prime degree . Then,

272 if 1=2,K C R, Ng)g(OF) = {+1}
I'=1 otherwise

| Z0(K)| = ®)

where t denotes the number of ramified primes.

Proof Recall that, in a cyclic extension K /Q of degree n where there are r ramified
primes py, ..., p, with ramification indices ey, ..., e, the order of the Pélya group

satisfies . .
| Po(K)| = [Ticy e or [Tioy e
n 2n

(cf. [5, Corollary 3.11])

and the second equality occurs exactly when K is real and N ,q(0f ) = {+1}. Here,
we may conclude since the ramification indices are necessarily equal to /.

We denote by py, ..., p, the primes which are ramified in the extension K /Q and
by p1, ..., p; the corresponding prime ideals of Ok . Clearly, p; O = pj’- forl <j<t.
The following morphism is well defined and surjective:

g:kis.... k) € L)LY — Pi - B € Po(K). 9)

If [ # 2, it follows from Proposition 6 that Ker(¢) is of order /. Consequently,

Corollary 2 If K is a Galois number field of odd prime degree , then one and only
one of the following assertions holds: either the kernel of the morphism ¢ defined in
(9) is generated by one class p;, that is, p; is principal (and this is the only ramified
prime ideal which is principal), or Ker(¢) is generated by a nontrivial relation.

Proposition 7 Let K be a Galois number field of odd prime degree l. The following
assertions are equivalent:

(i) Every rational integer which is a product of undecomposed primes admits a
unique factorization into irreducible elements of Ok.
(ii) There is a ramified prime ideal of Ok which is principal.

Proof By Proposition 1, assertion (7) is equivalent to the nonexistence of nontrivial
relation between the p; and, by Corollary 2, this nonexistence is equivalent to the
existence of a principal ramified prime ideal.

Corollary 3 Let K be a Galois number field of odd prime degree . Assume that the
prime [ is not ramified in K and that the different 8 is a principal ideal. Then, the
following assertions are equivalent:

(i) Every product of undecomposed primes admits a unique factorization into irre-
ducible elements of Ck.

(ii) | Po(K)| = 1.
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Here the fact that | Z20(K)| = 1 is equivalent to the fact that there is only one
ramified prime.

Proof (i) = (ii): The ramifications are tame since we assume that / is not ramified,
then, by Proposition 5, the ideal p; . .. p, is principal. By Proposition 1, if () holds,
this relation is trivial, that is, all the ramified prime ideals p; are principal. (In fact,
by Corollary 2, there is exactly one ramified prime.)

(if) = (i) follows from Theorem 2.

Example 5 Following [6, Theorem 6.4.6], the field K = Q(0) where 6 is a root of
the equation
X3 —57X+19=0

is a cyclic cubic field where the ramified primes are 3 and 19. Clearly, 0 is a generator
of the prime ideal p lying over 19. This is an example where we have the uniqueness
of the factorizations (cf. Proposition 7) while K is not a Pélya field (cf. Proposition 6).

Proposition 8 Ler K be a Galois number field of odd prime degree 1. The following
assertions are equivalent:

(i) All the factorizations into irreducible elements of Uk of a rational integer which
is a product of undecomposed primes have the same lengths.

(ii) Either there is a ramified prime ideal which is principal, or there is a nontrivial
relation between the classes of ramified prime ideals of the formpy' ...p;" =1
with a; > 0 where z]t-zl aj =1

Proof By Corollary 2, either there is a ramified prime ideal which is principal, or
there is a nontrivial relation between the classes of ramified prime ideals. In this
latter case, by Proposition 2, if (i) holds, such a minimal nontrivial relation satisfies
i %’ = 1, which means here > o = I.
Conversely, assume that (ii) holds. Taking into account Proposition 7, we may
assume that the ideals p; are not principal, and hence, that there is a relation
pi' ...y = w0k with; > 0 where >/, o; = [. Clearly, this nontrivial relation is

minimal and, by Proposition 2, (i) holds.

Corollary 4 Let K be a Galois number field of odd prime degree . Assume that |
is not ramified and that the different Sk is principal. The following assertions are
equivalent:

(i) All the factorizations into irreducible elements of Ok of a rational integer which
is a product of undecomposed primes have the same lengths.
(ii) | Po(K)| =1orl'" o equivalently, there are 1 or | ramified primes in K.

Proof This is an obvious consequence of Propositions 5 and 8.

Unfortunately, following [11], there are very few number fields K of prime degree
[ such that Ok is monogenic. In particular, the only cyclic number fields of prime
degree [ > 5 are real subfields of cyclotomic fields. More precisely, if / is a Sophie
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Germain’s prime, that is, if / and 2/ 4 1 are primes, the real subfield Q(cos %)

of the cyclotomic field Q(ez%) is of degree / and its ring of integers Z[cos 2?—11] is
monogenic. We know that in this case | Z20o(Q(cos 2%%)N = 1[20, Proposition 2.6].

On the other hand, there exist infinite families of cyclic cubic number fields whose
ring of integers is monogenic (see [10]) and, of course, the ring of integers of every

quadratic number field is monogenic.

5 Quadratic Number Fields

LetK = Q(+v/d) bea quadratic field where d is a square-free integer. What about the
converses of the implications in Theorem 2?

Let py, ..., ps be the prime numbers which divide d. The ramified primes are
D1, ..., Ps, and 2in the case where d = 3 (mod 4). From d = +p; ...p,, we have
VdOx = p, ...p,, which is a nontrivial relation between the p;’s if and only if there
are nonprincipal prime ideals dividing d 0. This leads us to introduce the following
notation:

Notation. In this section, Z0*(K) denotes the subgroup of #o(K) generated by the
classes of the p;’s which divide d.

Theorem 3 Let K = Q(v/d) be a quadratic field where d is a square-free integer:
The following assertions are equivalent:

(i) Every product of undecomposed primes admits a unique factorization into irre-
ducible elements of O.
(ii) Ok has at most one ramified prime ideal which is not principal.

(i) | P0*(K)| = 1.

Proof Assume that (i) holds. Then, by Proposition 1, there is no nontrivial rela-
tion. Consequently, the relation ~/d@x = p; ... p, implies that all the prime ideals
p1, ..., Py are principal, that is, | Z0*(K)| = 1. Thus, (i) implies (iii).

Clearly, (iii) implies (ii) since all the ramified primes divide d except whend = 3
(mod 4) : 2 is ramified and the corresponding prime ideal may be nonprincipal.

Finally, assume that (if) holds. Then, all the prime ideals p; dividing d are principal:
p; = ;O where 7; is a prime element in Ok. If d =3 (mod 4), 2 is ramified and
the corresponding prime ideal may be nonprincipal, in this case 2 is an irreducible
element of Ok. Thus, if m denotes an integer whose radical divides the discriminant
dg of K (dx = d or 4d), then all the irreducible elements of Ok dividing m are prime
elements except in the case where 2 is irreducible. Consequently, (i) holds.

Note that the field Q(+/—5) studied in Counterexample 3 corresponds to this case
where 2 is irreducible in 0.

Theorem 4 Let K = Q(v/d) be a quadratic field where d is a square-free integer:
The following assertions are equivalent:
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(i) All the factorizations into irreducible elements of Oy of any product of unde-
composed primes have the same lengths.

(i) Either |20*(K)| <2, or | Z0*(K)| = 4 and there is a product of two ramified
prime ideals which is a principal ideal.

Proof We first recall Formula (8) in the case of quadratic number fields:

272 if K € Rand Nk (7)) = {+1}

|20 = 1 5i-1 gtherwise

where ¢ denotes the number of ramified primes (see [12, Sect. 73] or [3, Sect.I1.4]).
Recall also that we have

d==p;...ps with p;Og = p,-z.

First case: | Po(K)| = 2'~!
The relations between the classes of the p;’s are all deduced from (see also [12,
Sect.73)):

p?=piOx (1 <i<nandp;...p, = Vd0x.

By Proposition 2, assertion (i) means that either there is no nontrivial relation between

the p;’s, that is s < 1, or every minimal nontrivial relation satisfies (6), that is here,

s =2 (since &; = 1 and ¢; = 2). Finally, (i) & s <2 & |Z0*(K)| < 2.

Second case: | Po(K)| = 2!72

There is another fundamental relation between the classes of the p;’s (1 <j < ?).
The first subcase. The prime 2 does not divide d, but is ramified and the prime

ideal lying over 2 is principal. Then, the relations between the p; (1 < j < s) are as

in the first case and, analogously, we may conclude (i) < s <2 & |Z0*(K)| < 2.
The other subcase. The other relation is then between the prime ideals which

divide d. Thus, by renumbering the p;’s, it may be written (see [12, Sect. 73]):

a0k =p;...p,withl <r <

|«

Then, the relations between the classes of the p;’s are all deduced from

p; =piOx (1 <i<1), aOk =p;...p,and BOk = pri1 ... Ps.

By Proposition 2, assertion (i) means that either there is no nontrivial relation or
each minimal nontrivial relation is a product of two prime ideals, equivalently, either
s <3, ors =4 and r = 2. These latter assertions mean that either | Zo*(K)| = 2,
or | Z0*(K)| = 4 and there is a product of two prime ideals which is principal.
Finally, we have proved that (i) implies (ii). To be sure that (if) implies (i), it
remains to see that the assertion ‘| %0*(K)| = 4 and there is a product of two primes
which is principal’ may only occur in the second subcase. Indeed, if we are not in the
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second subcase, | Z0*(K)| < 4implies s < 3.If s = 3, the fact that there is a product
of two prime ideals which is principal implies that the third prime ideal dividing d is
principal, which itself implies that | Z0*(K)| < 2.Finally, s < 2 and | Z0*(K)| < 2.

Note that, for the field Q(+/—21) studied in Example 4, we have | Z0*(K)| = 2
while | Z0(K)| = 4. The following example shows that we may have | Z0*(K)| = 4
with a product of two prime ideals which is principal, while | Zo(K)| = 8.

Example 6 Let K = Q(+/3 x 7 x 17 x 79). Since 28203 =3 (mod 4), one has
Ok = Z[+/28203]. The group Z0*(K) is generated by the classes of ideals B3, B,
B17 and P79 where P, denotes the prime ideal of Ok above the prime p. As 3 and
£79 are not quadratic residues modulo 17, the ideals ‘133 and ‘B9 are not principal.
The equality 168> — 28203 x 12 = 21 implies that B3B7 = (168 + +/28203) O is
principal. From the equality /282030 = B3 B7LB17B79, one deduces that 317879
is principal. Finally, 837 is not principal because the equality x> — 28203y*> = 51
is impossible (modulo 4), while the equality x> — 28203y? = —51 is impossible
(modulo 7). Then we may conclude that

P0*(K) = {Ok, B3, P17, B3 P17}

is of order 4. Moreover, since —1 is not a square modulo 3, the norm of the funda-
mental unit of K is 1 and, as 2 is ramified, Formula (8) gives | Z0(K)| = 8.

6 A Few Words About the Function Fields Case

Let g be a power of a prime p and K/IF,(T) be a finite extension of function fields.
Denote the integral closure of F,[T'] in K by by Ok. Analogously to Definition 1,
one defines the Pélya group of Ok

Definition 3 The Pélya group of Uk is the subgroup Zo(0k) of the class group
C(Ok) of Uk generated by the classes of the ideals /T, (Uk) defined by

g0 =[] m
meMax(Ok)
N(m)=q"

The following proposition shows that the naive function field analog of Theorem 2
does not hold.

Proposition 9 Assume that q is odd and let B € I, \ IF;

(1) Let K:=TF,(T)lyl] where v = BT(T +1). Then |Po(Cx)| =1, while
T(T + 1) admits two distinct factorizations into irreducible elements of Ok.

(2) Let K :=TF,(T)[y] where y? = BT(T + 1DQ(T) and Q(T) € F,[T] is a monic
irreducible polynomial of degree 2. Then | 2o(Ux)| = 2, while T(T + 1)Q(T)
admits two factorizations into irreducible elements of Ok with different lengths.
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Proof In both cases, the extension K /IF,(T') is an imaginary extension. As a conse-
quence Oy = [y (see [17]).

(1) The fact that |Zo(K)| = 1 is a consequence of [1, Theorem 12]. It follows
from [18, Proposition VI1.3.1] that the ramified prime ideals of Ok are the ideals pr
and p7q lying over T and T + 1 respectively. Thus, yOg = prpry1. The ideal pr
is not principal. Indeed, assume that pr = a0 with o« = A +yB (A, B € F,[T)).
This implies that A> — BT(T + 1)B> = v wherev € IFZ, thatisA> = T(v + B(T +
1)B?). Obviously, B = 0 is impossible. The comparison of the leading coefficients
of both sides leads to a contradiction since 8 ¢ ]Fg. In the same way, one could show
that p7.; is not principal. Consequently y, T and T + 1 are irreducible elements of
Ok, and y2 = BT (T + 1) are two different factorizations into irreducible elements
of ﬁ[(.

(2) Analogously, the ramified prime ideals of O are the ideals pr, pr4;, and po
lying over T, T + 1, and Q(T) respectively. Clearly, Z0(0x) is generated by the
classes of prpr41 and of pp. From the equalities

T(T + 1)Ox = pip74,. YOk = (pror+1)po, QO0k = sz,

one deduces that Zo(0k) = {[Ok], [pol}. Asin (1), one proves that the six ideals pr,

PT+1, P, PTPT+1, PrPo. and pry1po are not principal. Consequently, T + 1, T, Q,
and y are irreducible elements of Ok. The equality

y? = BT(T + DHQ(T)

corresponds to two factorizations with different lengths.

Nevertheless, the introduction of Sect. 3 and the whole Sect. 3.2 are still true when
we replace ‘prime number’ by ‘irreducible polynomial’ (in F,[T]). In particular,
Propositions 1 and 2 still hold for any extension K /F,(T). But, to go further and in
order to retrieve in the function fields case other results analogous to those of the
zero characteristic, we are led to consider the group of classes of ambiguous ideals
instead of the Pélya group.

Definition 4 Let K /IF,(T) be a Galois extension with Galois group G.

1. Anideal I of O is said to be ambiguous if for every o € G, o (I) = I.

2. Aclass € of €1(0k) is said to be ambiguous if, for every o € G, one has o (%) =
%, that is, for every ideal I € ¥, onehaso (I) € %

3. Aclass € of €'1(0k) is said to be strongly ambiguous if € contains an ambiguous
ideal 1.

One denotes by @/my,(K) the subgroup of €1(0k) formed by the strongly
ambiguous classes.

Remark 1 1. Clearly, a strongly ambiguous class is an ambiguous class, but the
converse does not hold: [21, Theorem 2] shows that in the class group of the
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field F3(T)[y] with y?> = —(T? 4+ 1)(T? 4+ 2T + 2) there exists a class that is
ambiguous but not strongly ambiguous.

2. When the extension of function fields K/IF,(T) is Galois, the group 27 nig, (K)
is generated by the classes of the following ideals:

H p (P eTF,[T] ramified in K).

peMax(Ok)
plP

Then, we have the containments
Po(K) C Fmy, (K) S CUK)

which may be strict, while for a Galois number field K we have
Po(K) = o/mg(K) € CUK).

Thus, from now on, we assume that the extension of function fields K/IF,(T) is
Galois with Galois group G. Since the proofs follow closely those of the characteristic
zero case, we will sketch them only. Here is an analog of Theorem 2.

Theorem 5 Let K /F,(T) be a Galois extension of function fields. Let m be a product
of irreducible polynomials of F,[T] which are undecomposed in the extension.

(1) If |9 mg,.(K)| = 1, the factorization of m into irreducible elements of Uk is
unique.

Q) If | mgy, (K)| <2, all the factorizations of m into irreducible elements of Ok
have the same length.

Proof If P € IF,[T]is anirreducible polynomial which is undecomposed in the exten-
sion, then there exists only one maximal ideal p of Ok lying over P, and hence, for
every o € Gal(K/F,(T)), one has p° = p. The proof ends as in Theorem 2.

Now, we prove the converses of Theorem 5 for quadratic separable extensions
K /F,(T). In this case, the group of classes of ambiguous ideals is generated by the
ramified primes of J. Recall that a quadratic extension of function fields K /IF,(T)
is said to be real if the infinite place (%) of IF,(T) is split in K. Recall also

Proposition 10 Let K /F,(T) be a quadratic extension. If t denotes the number of
ramified primes in the extension, then one has

oda |27 I K real and Nygs, ) (0%) =F2 o1y
1 2=1 otherwise
|vdmstr(K)| = —1
27V if K real
qEVen ) ot otherwise. (see [13])
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Theorem 3 about the uniqueness of the factorizations translates into the two fol-
lowing theorems.

Theorem 6 If g is odd and if K /F,(T) is a quadratic extension, then the following
assertions are equivalent:

(i) Every product of irreducible polynomials of ¥ ,|T| which are undecomposed in
the extension admits a unique factorization into irreducible elements of Ok.
(ii) All the ramified prime ideals of Ok are principal.
(iii) |/ ms, (K)| = 1.

Proof One can write K := F,(T)[y] with y* = D(T) where D(T) e IF,[T]is square-
free. Assume that D owns ¢ > 2 primes divisors Py, ..., P, in F,[T]. The following
equality holds:

VDO =p;---py, (10)

where each p; € Max(0k) divides P;. Analog of Proposition 1 proves that (i) implies
(ii). Clearly, (ii) < (iii), and (iii) = (i) follows from Theorem 5.

Theorem 7 If q is even and K /IF,(T) is a quadratic separable extension, then the
following assertions are equivalent:

(i) Every product of irreducible polynomials of F,|T| which are undecomposed in
the extension admits a unique factorization into irreducible elements of Oy.

(ii) Denoting by t the number of ramified primes, either |/mg.(K)| =2', or
| Mg (K)| = 2" and O has a principal ramified prime ideal.

Proof By Proposition 10, the equality |.<7my, (K)| = 2" is obviously equivalent to the
nonexistence of trivial relations in 0. On the other hand, the equality |.«/mg, (K)| =
2'~1 holds if and only if there exists a nontrivial relation in &k or one ramified prime
ideal of O is principal.

Remark 2 Both cases may occur

(1) The field Fo (T)[y] withy? +y = T;?FTTJ:T)I is animaginary function field (see [13]).

The ramified irreducible polynomials of F[T'] are T and T + 1 (see [9, Chap. III]).
Clearly,

g, (K) = {1, [pr], [pra1], [Pror1l),

where pr and pr are the primes ideals of O above T and T + 1.

(2) The field o (T)[y] with y> + (T + 1)%y = T(T + 1) is areal function field. There
is aramified prime ideal in Ok, the ideal lying over T + 1. Moreover €’[(Ok) is trivial
(see [14]).

The uniqueness of the length of the factorizations is characterized by the following
theorems:
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Theorem 8 If q is odd and K /F,(T) is a quadratic extension, the following asser-
tions are equivalent:

(i) All the factorizations into irreducible elements of Oy of any product of unde-
composed primes of F4[T] have the same lengths.

(ii) Either |/ mgy, (K)| < 2, or |/ mg.(K)| = 4 andthere is a product of two ramified
prime ideals which is a principal ideal.

Proof Write K = F,(T)[y] with y* = D(T) where D € F,[T] is squarefree with
prime factorization D = P; - - - P,. Adapting the proof of Theorem 4, Proposition 2,
and Equality (10) lead to the result.

Theorem 9 If g is even and K /F,(T) is a quadratic separable extension, the fol-
lowing assertions are equivalent:

(i) All the factorizations into irreducible elements of Oy of any product of unde-
composed primes of F4[T] have the same lengths.

(ii) Denoting by t the number of ramified primes ideals of Oy, either |/ mg, (K)| =
2!, or | mg, (K)| = 2'~" and there is a principal ramified prime ideal of Oy or
a product of two ramified prime ideals of Og which is a principal ideal.

Proof By Theorem 7, one can assume that |./my, (K)| = 2/~! and there is no ram-
ified principal prime ideal of 0. Since all the orders of the classes in .&/my, (K)
of the ramified prime ideals are equal to 2, there is a relation between the ramified
prime ideals p; (1 < i < t) of Ok which can be written as

[ =1 (€0, 1,
i=1

with at least two nonzero «;’s. By Proposition 4, if we consider such a minimal
nontrivial relation, assertion (i) holds if and only if there are exactly two nonzero
Ol,"S.

Remark 3 Here is an example where |.&/myg, (K)| = 2t=1 and there is a product of
two ramified prime ideals which is a principal ideal. Let K := F,(T)[y] with y* +
y= ﬁ (K is an elliptic field following [9]). The ramified prime ideals of Ok
are the primes ideals pr and pry; above T and T + 1, and they are not principal.
Indeed, assume (for instance) that pr is principal. Obviously o (p7) = pr41, where
o is the automorphism of K defined by o(y) =y and o(T) = T + 1. Hence pr4
is also principal and «/mg, (K) = {1}. This is a contradiction. Moreover, we have
y 'Ok = prprar.

Acknowledgments The authors want to thank the anonymous referee who suggested to study the
problem in the framework of the theory of factorization in monoids and proposed almost everything
that is contained in Sect.3.3.
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To begin with, let us briefly sketch the already existing links between the men-
tioned areas. For a finite-dimensional vector space V over a field IF and a finite group
G < GL(V), let F[V]° c F[V] denote the ring of invariants. Since E. Noether we
know that F[V]¢ c F[V]is an integral ring extension and that F[VI°isa finitely
generated F-algebra. In particular, F[V]€ is an integrally closed noetherian domain
and hence a Krull domain. Benson [4] and Nakajima [58] determined its class group.
Krull domains (their ideal theory and their class groups) are a central topic in mul-
tiplicative ideal theory (see the monographs [46, 51] and the recent survey [52]). B.
Schmid [73] observed that the Noether number of a finite abelian group G equals the
Davenport constant of G (a constant of central importance in zero-sum theory) and
this established a first link between invariant theory and arithmetic combinatorics.
Moreover, ideal and factorization theory of Krull domains are most closely linked
with zero-sum theory via transfer homomorphisms (see [37, 40] and Sect. 3.2).

These links serve as our starting point. It is well known that a domain R is a Krull
domain if and only if its monoid R*® of nonzero elements is a Krull monoid if and only
if R (resp. R®) has a divisor theory. To start with Krull monoids, a monoid H is Krull
if and only if its associated reduced monoid H/H* is Krull, and every Krull monoid
H is a direct product H* x Hy where H is isomorphic to H/H*. A reduced Krull
monoid is uniquely determined (up to isomorphism) by its characteristic (roughly
speaking by its class group € (H) and the distribution of the prime divisors in its
classes; see the end of Sect. 4.2). By definition of the class group, a Krull monoid H
is factorial if and only if ¥’ (H) is trivial. Information on the subset ¢ (H)* C € (H)
of classes containing prime divisors is the crucial ingredient to understand the arith-
metic of H, and hence in order to study the arithmetic of Krull monoids the first
and most important issue is to determine 6 (H)*. By far the best understood set-
ting in factorization theory are Krull monoids with finite class groups where every
class contains a prime divisor. Indeed, there has been an abundance of work on them
and we refer the reader to the survey by W.A. Schmid in this proceedings [77]. A
canonical method to obtain information on ¢’ (H)* is to identify explicitly a divisor
theory for H. A divisor theory of a monoid (or a domain) H is a divisibility pre-
serving homomorphism from H to a free abelian monoid which satisfies a certain
minimality property (Sect.2.1). The concept of a divisor theory stems from alge-
braic number theory and it has found far-reaching generalizations in multiplicative
ideal theory [51]. Indeed, divisor-theoretic tools, together with ideal-theoretic and
valuation-theoretic ones, constitute a highly developed machinery for the structural
description of monoids and domains.

All the above-mentioned concepts and problems from multiplicative ideal theory
are studied for the ring of invariants. Theorem 4.5 (in Sect. 4.2) provides an explicit
divisor theory of the ring of invariants R = F[V]¢. The divisibility preserving homo-
morphism from R® goes into a free abelian monoid which can be naturally described
in the language of invariant theory, and the associated canonical transfer homomor-
phism 6: R®* — Z(%(R)*) from the multiplicative monoid of the ring R onto the
monoid of zero-sum sequences over the class group of R also has a natural invariant
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theoretic interpretation. In addition to recovering the result of Benson and Nakajima
on the class group € (F[V]%) (our treatment is essentially self-contained), we gain
further information on the multiplicative structure of R, and we pose the problem to
determine its characteristic (Problem 1). In particular, whenever we can show—for
a given ring of invariants—that every class contains at least one prime divisor, then
all results of factorization theory (obtained for Krull monoids with finite class group
and prime divisors in all classes) apply to the ring of invariants.

In Sect.4.3 we specialize to abelian groups whose order is not divisible by the
characteristic of F. The Noether number B(G) is the supremum over all finite dimen-
sional G-modules V of the maximal degree of an element in a minimal homogeneous
generating system of F[V]°, and the Davenport constant D(G) is the maximal length
of a minimal zero-sum sequence over G. We start with a result on the structural con-
nection between F[V]° and the monoid of zero-sum sequences over G, that lies
behind the equality 8(G) = D(G). Clearly, the idea here is well known (as far as we
know, it was first used by B. Schmid [73], see also [24]). The benefit of the detailed
presentation as given in Proposition 4.7 is twofold. First, the past 20 years have seen
great progress in zero-sum theory (see Sect. 3.4 for a sample of results) and Proposi-
tion 4.7 allows to carry over all results on the structure of (long) minimal zero-sum
sequences to the structure of G-invariant monomials. Second, we observe that the
submonoid MY of R® consisting of the invariant monomials is again a Krull monoid,
and restricting the transfer homomorphism 6: R®* — (% (R)*) (mentioned in the
above paragraph) to M we obtain essentially the canonical transfer homomorphism
MS — (€ (MC)*). This turns out to be rather close to the transfer homomorphism
V:MC — % (6) into the monoid of zero-sum sequences over the character group
of G (see Proposition 4.7), which is responsible for the equality §(G) = D(G). The
precise statement is given in Proposition 4.9, which explains how the transfer homo-
morphism i (existing only for abelian groups) relates to the more general transfer
homomorphism 6 from the above paragraph which exists for an arbitrary finite group.
In Proposition 4.9 we point out that every class of € (F[V]%) contains a prime divisor
which contributes to Problem 1.

Let now G be a finite non-abelian group. Until recently, the precise value of the
Noether number B(G) was known only for the dihedral groups and very few small
groups (such as As). In the last couple of years the first two authors have determined
the precise value of the Noether number for groups having a cyclic subgroup of
index two and for non-abelian groups of order 3p [10, 12, 13]. In this work results
on zero-sum sequences over finite abelian groups (for example, information on the
structure of long minimal zero-sum sequences and on the kth Davenport constants)
were successfully applied. Moreover, a decisive step was the introduction of the
kth Noether numbers, a concept inspired by the kth Davenport constants of abelian
groups. The significance of this concept is that it furnishes some reduction lemmas
(listed in Sect. 5.1) by which the ordinary Noether number of a group can be bounded
via structural reduction in the group.

The concept of the kth Davenport constants D;(G) has been introduced by
Halter-Koch [50] for abelian groups in order to study the asymptotic behavior
of arithmetical counting functions in rings of integers of algebraic number fields
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(see [40, Theorem 9.1.8], [67, Theorem 1]). They have been further studied in [15,
30]. In the last years the third author and Grynkiewicz [39, 48] studied the (small
and the large) Davenport constant of non-abelian groups, and among others deter-
mined their precise values for groups having a cyclic subgroup of index two. It can
be observed that for these groups the Noether number is between the small and the
large Davenport constant.

This motivated a new and more abstract view at the Davenport constants, namely
kth Davenport constants of BF-monoids (Sect.2.5). The goal is to relate the Noether
number with Davenport constants of suitable monoids as a generalization of the
equation 8(G) = D(G) in the abelian case. Indeed, the kth Davenport constant D (G)
of an abelian group G is recovered as our kth Davenport constant of the monoid Z(G)
of zero-sum sequences over G.

We apply the new concept of the kth Davenport constants to two classes of BF-
monoids. First, to the monoid A(G, V) associated to a G-module V in Sect.4.4
(when G is abelian we recover the monoid MY of G-invariant monomials from
Sect.4.3), whose Davenport constants provide a lower bound for the corresponding
Noether numbers (see Proposition 4.12). Second, we study the monoid of product-
one sequences over finite groups (Sects. 3.1 and 3.3). We derive a variety of features
of the kth Davenport constants of the monoid of product-one sequences over G
and observe that they are strikingly similar to the corresponding features of the kth
Noether numbers (see Sect. 5.1 for a comparison).

We pose a problem on the relationship between Noether numbers and Davenport
constants of non-abelian groups (Problem 2) and we illustrate the efficiency of the
above methods by Examples 5.2-5.4 (appearing for the first time), where the explicit
value of Noether numbers and Davenport constants of some non-abelian groups are
determined.

Throughout this paper, let G be a finite group, F be a field, and V be a finite
dimensional F-vector space endowed with a linear action of G.

2 Multiplicative Ideal Theory: Krull Monoids, C-Monoids,
and Class Groups

We denote by N the set of positive integers, and we put Ny = N U {0}. For every
n € N, we denote by C, a cyclic group with n elements. For real numbers a, b € R,
weset[a, bl ={x e Z:a <x <b}.If A, Bare sets, we writc A C B to mean that A
is contained in B but may be equal to B. In Sects.2.1-2.4 we gather basic material
on Krull monoids and C-monoids. In Sect.2.5 we introduce a new concept, namely
Davenport constants of BF-monoids.
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2.1 Monoids and Domains: Ideal Theoretic and Divisor
Theoretic Concepts

Our notation and terminology follows [40, 51] (note that the monoids in [51] do con-
tain a zero-element, whereas the monoids in [40] and in the present manuscript do not
contain a zero-element). By a monoid, we mean a commutative, cancellative semi-
group with unit element. Then the multiplicative semigroup R®* = R\ {0} of nonzero
elements of a domain is a monoid. Following the philosophy of multiplicative ideal
theory we describe the arithmetic and the theory of divisorial ideals of domains by
means of their multiplicative monoids. Thus we start with monoids.
Let H be a multiplicatively written monoid. An element u € H is called

e invertible if there is an element v € H with uv = 1.

e irreducible (or an atom) if u is not invertible and, for all @, b € H, u = ab implies
a is invertible or b is invertible.

e prime if u is not invertible and, for all a, b € H, u | ab implies u | a or u | b.

We denote by .7 (H) the set of atoms of H, by H* the group of invertible elements,
and by H,.q = {aH* : a € H} the associated reduced monoid of H. We say that H is
reduced if |[H*| = 1. We denote by q(H) a quotient group of H with H C q(H), and
for a prime element p € H,letv,: q(H) — Z be the p-adic valuation. Each monoid
homomorphism ¢: H — D induces a group homomorphism q(H): q(H) — q(D).
Forasubset Hy C H, we denote by [Hy] C H the submonoid generated by Hy, and by
(Ho) < q(H) the subgroup generated by Hy. We denote by H= {x eqH): x" e
H for some n € N} the root closure of H, and byH = {x € q(H) : there exists ¢ €
H such that cx” € H foralln e N } the complete integral closure of H. Both H and
H are monoids, and we have H C H C H C q(H). We say that H is root closed
(completely integrally closed resp.) if H = HH = H resp.). For a set P, we denote
by .7 (P) the free abelian monoid with basis P. Then every a € .% (P) has a unique
representation in the form

a= H 7@ where v,(a) € Ny and v, (a) = 0 for almost all p € P.
peP

The monoid H is said to be

e atomic if every a € H\H* is a product of finitely many atoms of H.

e factorialifeverya € H\H* is aproduct of finitely many primes of H (equivalently,
H = H* x % (P) where P is a set of representatives of primes of F).

e finitely generated if H = [E] for some finite subset E C H.

If H = H* x % (P)isfactorialand a € H, then |a| = Zpep V,(a) € Nyis called the
length of a. If H is reduced, then it is finitely generated if and only if it is atomic and
o7/ (H) is finite. Since every prime is an atom, every factorial monoid is atomic. For
every non-unita € H,
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Ly (a) = L(a) = {k € N: a may be written as a product of k atoms} C N

denotes the set of lengths of a. For convenience, we set L(a) = {0} fora € H*. We
say that H is a BF-monoid if it is atomic and all sets of lengths are finite. A monoid
homomorphism ¢: H — D is said to be

e a divisor homomorphism if ¢ (a) | ¢ (b) implies thata | b foralla, b € H.

e cofinal if for every o € D there is an a € H such that o | ¢ (a).

e adivisortheory (for H)if D = % (P) for some set P, ¢ is a divisor homomorphism,
and for every p € P, there exists a finite nonempty subset X C H satisfying p =
ged (p(X)).

Obviously, every divisor theory is cofinal. Let H C D be a submonoid. Then H C D
is called

e saturated if the embedding H < D is a divisor homomorphism.
e divisor closedifa € H,b € D and b |a implies b € H.
e cofinal if the embedding H < D is cofinal.

It is easy to verify that H < D is a divisor homomorphism if and only if H =
q(H) N D, and if this holds, then H* = D* N H. If H C D is divisor closed, then
H C D is saturated.

For subsets A, B C q(H), we denote by (A:B) = {x € q(H): xB C A},byA~! =
(H:A),and by A, = (A~")~'. A subset a C H is called an s-ideal of H if aH = a.
A subset X C q(H) is called a fractional v-ideal (or a fractional divisorial ideal) if
there is a ¢ € H such that cX C H and X, = X. We denote by .%,(H) the set of all
fractional v-ideals and by .#, (H) the set of all v-ideals of H. Furthermore, .#*(H) is
the monoid of v-invertible v-ideals (with v-multiplication) and .7, (H)* = q(.%,* (H))
is its quotient group of fractional invertible v-ideals. The monoid H is completely
integrally closed if and only if every nonempty v-ideal of H is v-invertible, and H is
called v-noetherian if it satisfies the ACC (ascending chain condition) on v-ideals. If
H is v-noetherian, then H is a BF-monoid. We denote by X (H) the set of all minimal
nonempty prime s-ideals of H.

The map 9: H — .7 (H), defined by d(a) = aH for each a € H, is a cofinal
divisor homomorphism. Thus, if 7 = {aH : a € H}is the monoid of principal ideals
of H, then ¢ C .#(H) is saturated and cofinal.

2.2 Class Groups and Class Semigroups

Let ¢: H — D be a monoid homomorphism. The group €' (¢) = q(D)/q(¢(H)) is
called the class group of ¢. For a € q(D), we denote by [al, = aq(¢(H)) € € (¢)
the class containing a. We use additive notation for ¢’(¢) and so [1], is the zero
element of &' ().
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Suppose that H C D and that ¢ = (H < D). Then %' (¢) = q(D)/q(H), and for
a € D we set [a], = [alp/y = aq(H). Then

D/H = {lalp/n: a € D} C € (p)

is a submonoid with quotient group q(D/H) = % (¢). It is easy to check that D/H is
agroup if and only if H C D is cofinal. In particular, if D/H is finite or if q(D) /q(H)
is a torsion group, then D/H = q(D)/q(H). Let H be amonoid. Then ¢ C .#(H)
is saturated and cofinal, and

¢ (H) = I (H) /A = F,(H)" |q(H)

is the v-class group of H.

We will also need the concept of class semigroups which are a refinement of
ordinary class groups in commutative algebra. Let D be a monoid and H C D a
submonoid. Two elements y, y € D are called H-equivalent,ify '"H N D =y 'H N
D. H-equivalence is a congruence relation on D. For y € D, let [y]5 denote the
congruence class of y, and let

¢(H,D) ={[ylh:ye D} and €*(H,D)={[yl5:ye (D\D*)U{l}}.

Then € (H, D) is a semigroup with unit element [1]2 (called the class semigroup
of H in D) and €¢*(H, D) C ¢ (H, D) is a subsemigroup (called the reduced class
semigroup of H in D). The map

0:%(H,D) — D/H, defined by 0([a]2) = lalp/y foralla € D,

is an epimorphism, and it is an isomorphism if and only if H C D is saturated.

2.3  Krull Monoids and Krull Domains

Theorem 2.1 Let H be a monoid. Then, the following statements are equivalent:

(a) H is v-noetherian and completely integrally closed,

(b) 3: H— ZF(H) is a divisor theory.

(c) H has a divisor theory.

(d) There is a divisor homomorphism ¢ : H — D into a factorial monoid D.
(e) Hieq is a saturated submonoid of a free abelian monoid.

If H satisfies these conditions, then H is called a Krull monoid.
Proof See [40, Theorem 2.4.8] or [51, Chap. 22].

Let H be a Krull monoid. Then .#(H) is free abelian with basis X(H). Let
p € X(H). Then v, denotes the p-adic valuation of .%#,(H)*. For x € q(H), we
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set Vp(x) =Vp(xH) and we call v, the p-adic valuation of H. Then v: H —
N(()x(H)), defined by V(a) = (V, (a))pex(H) is a divisor theory and H = {x € q(H):
Vp(x) > Oforallp € X(H)}.

If op: H— D = .%(P) is a divisor theory, then there is an isomorphism @ :
JF(H) — D such that @ o d = ¢, and it induces an isomorphism D C,(H) —
€ (¢). Let D = .% (P) be such that H,.q <> D is a divisor theory. Then D and P are
uniquely determined by H,

%(H) = %(Hred) = D/Hred

is called the (divisor) class group of H, and its elements are called the classes of H.
By definition, every class g € ¥’ (H) is a subset of q(D) and P N g is the set of prime
divisors lying in g. We denote by €' (H)* = {[plp/u,.: p € P} C € (H) the subset of

classes containing prime divisors (for more details we refer to the discussion after
Definition 2.4.9 in [40]).

Proposition 2.2 Let H be a Krull monoid, and let ¢ : H — D = % (P) be a divisor
homomorphism.

1. There is a submonoid Cy C € (p) and an epimorphism Cy — 6, (H).

2. Suppose that H C D is saturated and that Q(D)/q(H) is a torsion group. We
set Dy = {gcdp(X): X C H finite}, and for p € P define e(p) = min{v,(h): h €
H with v,(h) > 0}.

(a) Dy is a free abelian monoid with basis {p°P : p € P).
(b) The embedding H — Dy is a divisor theory for H.

Proof 1. follows from [40, Theorem 2.4.8], and 2. from [74, Lemma 3.2].

Let R be a domain with quotient field K. Then R®* = R\{0} is a monoid, and
all notions defined for monoids so far will be applied for domains. To mention a
couple of explicit examples, we denote by (R) the quotient field of R and we have
q(R) = q(R*) U {0}, and for the complete integral closure we have R=R"U {0}
(where R is the integral closure of R in its quotient field). We denote by X (R) the set
of all minimal nonzero prime ideals of R, by .7, (R) the set of divisorial ideals of R, by
J¥(R) the set of v-invertible divisorial ideals of R, and by .%, (R) the set of fractional
divisorial ideals of R. Equipped with v-multiplication, .%,(R) is a semigroup, and
the map

1*: Z,(R) — Z,(R*), definedby ar> a\{0},

is a semigroup isomorphism mapping .#,(R) onto .%,(R*) and fractional principal
ideals of R onto fractional principal ideals of R®. Thus R satisfies the ACC on divisorial
ideals of R if and only if R® satisfies the ACC on divisorial ideals of R®. Furthermore,
R is completely integrally closed if and only if R® is completely integrally closed. A
domain R is a Krull domain if it is completely integrally closed and satisfies the ACC
on divisorial ideals of R, and thus R is a Krull domain if and only if R® is a Krull
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monoid. If R is a Krull domain, we set €’ (R) = € (R*). The group .%,(R)* is the
group of v-invertible fractional ideals and the set .Z,"(R) = .%,(R)* N .%,(R) of all
v-invertible v-ideals of R is a monoid with quotient group .%, (R) *. The embedding of
the nonzero principal ideals J# (R) — .#,"(R) is a cofinal divisor homomorphism,
and the factor group

¢(R) = Z,(R)*/{aR: a € K*} = I (R)/ A (R)

is called the v-class group of R. The map (* induces isomorphisms .%,(R)* —
F(R*, F*R) = F*(R*), and €,(R) — %,(R*), and in the sequel we shall
identify these monoids and groups.

The above correspondence between domains and their monoids of non-zero ele-
ments can be extended to commutative rings with zero-divisors and their monoids of
regular elements [45, Theorem 3.5], and there is an analogue for prime Goldie rings
[38, Proposition 5.1].

Examples 2.3 1. (Domains) As mentioned above, the multiplicative monoid R® of a
domain R is a Krull monoid if and only if R is a Krull domain. Thus Property (a) in
Theorem 2.1 implies that a noetherian domain is Krull if and only if it is normal (i.e.
integrally closed in its field of fractions). In particular, rings of invariants are Krull,
as we shall see in Theorem 4.1.

2. (Submonoids of domains) Regular congruence submonoids of Krull domains
are Krull [40, Proposition 2.11.6].

3. (Monoids of modules) Let R be a (possibly noncommutative) ring and let 4" be a
class of finitely generated (right) R-modules which is closed under finite direct-sums,
direct summands, and isomorphisms. Then the set ¥'(%’) of isomorphism classes of
modules is a commutative semigroup with operation induced by the direct sum. If the
endomorphism ring of each module in ¢’ is semilocal, then ¥ (%) is a Krull monoid
[19, Theorem 3.4]. For more information we refer to [1, 20, 21].

4. (Monoids of product-one sequences) In Theorem 3.2 we will characterize the
monoids of product-one sequences which are Krull.

2.4 C-Monoids and C-Domains

A monoid H is called a C-monoid if it is a submonoid of a factorial monoid F' such
that H N F* = H* and the reduced class semigroup ¢*(H, F) is finite. A domain
is called a C-domain if R® is a C-monoid.

Proposition 2.4 Let F be a factorial monoid and H C F a submonoid such that
HNF*=H*

1. IfH is aC- monmd then H is v-noetherian with (H : H ) # @, and the complete
integral closure H is a Krull monoid with finite class group %(H ).
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2. Suppose that F/F* is finitely generated, say F = F* X [py, ..., ps] with pair-
wise nonassociated prime elements py, . . ., ps. Then, the following statements are
equivalent:

(a) Hisa C-monoid defined in F.

(b) There exist some o € N and a subgroup W < F* such that (F*:W)|«,
W(H\H™) C H, and for all j € [1, 5] and a € pj'F we have a € H if and
only if pfa € H.

Proof For 1., see [40, Theorems 2.9.11 and 2.9.13] and for 2. see [40, Theo-
rems 2.9.7].

Examples 2.5 1. (Krull monoids) A Krull monoid is a C-monoid if and only if the
class group is finite [40, Theorem 2.9.12].

2. (Domains) Let R be a domain. Necessary conditions for R being a C-domain are
given in Proposition 2.4. Thus suppose that R is a Mori domain (i.e., a v-noetherian
domain) with nonzero conductor | = (R:R) and suppose that €(R) is finite. If R/
is finite, then R is a C-domain by [40, Theorem 2.11.9]. This result generalizes to
rings with zero-divisors [45], and in special cases we know that R is a C-domain if
and only if R/f is finite [69].

3. (Congruence monoids) Let R be Krull domain with finite class group %' (R) and
H C R acongruence monoid such that R/f is finite where § is an ideal of definition
for H. If R is noetherian or f is divisorial, then H is a C-monoid [40, Theorem 2.11.8].
For a survey on arithmetical congruence monoids see [2].

4. In Sect.3.1 we shall prove that monoids of product-one sequences are C-
monoids (Theorem 3.2), and we will meet C-monoids again in Proposition 4.11
dealing with the monoid #(G, V).

Finitely generated monoids allow simple characterizations when they are Krull or
when they are C-monoids. We summarize these characterizations in the next lemma.

Proposition 2.6 Let H be a monoid such that Hq is finitely generated.

1. Then H is v-noetherian with (H : H) #= 0, H=H, H/HX is finitely generated,
and H is a Krull monoid. In particular, H is a Krull monoid if and only if H = .

2. H is a C-monoid if and only if €(H) is finite.

3. Suppose that H is a submonoid of a factorial monoid F = F* x % (P). Then, the
following statements are equivalent:

a. H is a C-monoid defined in F, F* /H* is a torsion group, and for everyp € P
there is an a € H such that v,(a) > 0.
b. Foreverya € F, there is ann, € Nwitha™ € H.

If (a) and (b) hold, then P is finite and H = H = q(H) N F C F is saturated and
cofinal.

Proof 1. follows from [40, 2.7.9-2.7.13], and 2. follows from [41, Proposition 4.8].
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3.(a)= (b) For every p € P,wesetd, = gcd (Vp (H )), and by assumption we have
d, > 0. Weset Py = {p :p € P} andFO F* x 7 (Py). By [40, Theorem 2.9.11],
H is a C-monoid defined in F and there is a divisor theory 9: H— Z(Py). By
construction of Fy, it is sufficient to prove the assertion for all @ € Fy. Since F* /H*
is a torsion group, it is sufficient to prove the assertion for all a € . F (Py). Leta e
F(Py). Since %(H) is finite, there is an n, € N such that a" ¢ H. Since H = H
there is an n;, € N such that (a" aYla € H.

b)= (a) For every p €P there isann, e N such that p”ﬁ € H whence Vv, (p") =
n, > 0. Clearly, we have H C F = F,and hence H C q(H) NF =q(H) N F.Since
for each a € F there is an n, € Ny with a™ € H, we infer that Q(H) N F C H=
H and hence H = q(H) N F. Furthermore, H C F and HCF are cofinal, and
q(F)/q(H) = F/H is a torsion group. Clearly, Q(H) N F C F is saturated, and thus
H is Krull. Since H* = H N F* and H* = H* N H, it follows that H* = H N F*
and then we obtain that F* /H* is a torsion group.

By 1., I"-?/H>< is finitely generated, say 1";7/HX ={uH*, ..., u,H*},and set Py =
{p € P: pdivides u; - - - - - u, in F}. Then Py is finite, and we assert that Py = P.
If there would exist some p € P\Py, then there is an n, € N such that p™ € H,
and hence p"»H* is a product of u;H*, ..., u,H>, a contradiction. Therefore P is
finite, F//F* is a finitely generated monoid, q(F)/F* is a finitely generated group,
and therefore q(F)/q(H)F* is a finitely generated torsion group and thus finite.
Since ¢ : H—F— F/F* is adivisor homomorphism and % (¢) = q(F)/q(H)F*,
Proposition 2.2.1 implies that & (f]) is an epimorphic image of a submonoid of
q(F)/q(H)F* and thus %(ﬁ ) is finite. Thus 2. implies that A is a C-monoid (indeed,
Property 2.(b) of Proposition 2.4 holds and hence H is a C-monoid defined in F).

2.5 Davenport Constants of BF-Monoids

Let H be a BF-monoid. For every k € N, we study the sets
My(H)={aeH: maxL(a) <k} and #(H)={a € H: maxL(a) = k}.

A monoid homomorphism |- |: H — (Np, +) will be called a degree function on
H. In this section, we study abstract monoids having a degree function. The results
will be applied in particular to monoids of product-one sequences and to monoids
AB(G, V) (see Sects.3.3 and 4.4). In all our applications the monoid H will be a
submonoid of a factorial monoid F and if not stated otherwise the degree function
on H will be the restriction of the length function on F.

If : H — B is a homomorphism and H and B have degree functions, then we
say that 6 is degree preserving if |a|y = |0(a)|p for alla € H. Suppose we are given
a degree function on H and k € N, then

Di(H) = sup{lal: a € #(H)} € Ny U {00}
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is called the large kth Davenport constant of H (with respect to | - |). Clearly,
M (H)y=</(H)UH*. WecallD(H) =D (H) = sup{|a|: a € &/ (H)} € Ny U {oo}
the Davenport constant of H. For every k € N, we have .#(H) C M+1(H),
Di(H) < Dyy1(H), and Dy (H) < kD(H). Furthermore, we have |u| = O for every
unit u € H*. Therefore, the degree function on H induces automatically a degree
function | - | : Hreqg — (Np, +), and so the kth Davenport constant of H..q is defined.
Obviously we have Dy (H) = Dy (Hyeq). Let €(H) denote the smallest £ € Ny U {oo}
with the following property:

There is a K € Ny such that every a € H with |a| > K is divisible by an element
b e H\H* with |b| < ¢.

Clearly, e(H) < D(H).

Proposition 2.7 Let H be aBF-monoidand| - |: H — (Ny, +) be adegree function.

1. If Hyq is finitely generated, then the sets M (Hyeq) are finite and Dy (H) < oo for
everyk € N.

2. If D(H) < oo, then there exist constants Dy, Ky € Ny such that Dy (H) =
ke(H) + Dy for all k > Ky.

3. If D(H) < oo, thenthe map N — Q, k — % is nonincreasing.

4. Suppose that H has a prime element. Then
Di(H) = max{|a|: a € A (H)} < kD(H)
and
kD(H) = max{|al: a € H, minL(a) <k} = max{lal: a € H, k € L(a)}.

Proof 1. Suppose that H,q is finitely generated. Then .7 (Hq) is finite whence
My (H) is finite for every k € N. It follows that D(H) < oo and Dy (H) < kD(H) <
oo forall k € N.

2. Suppose that D(H) < oo and note that e(H) < D(H). Let f(H) € Ny be the
smallest K € Ny such thatevery a € H with |a] > K is divisible by an elementb € H
with |b| < e(H). We define A = {a € &/ (H): |a| = e(H)}. Let k € N and continue
with the following assertion.

A. Thereexistay, ..., a; € Asuchthata, ...a; € #;(H).In particular, D, (H) >
lay ...ar| = ke(H).

Proof of A. Assume to the contrary that forall ay, ..., a; € A the producta; ...ay is
divisible by an atom u € <7 (H) with |u| < e(H). We set K = f(H) + (k — 1)e(H)
and choose a € H with |a| > K. Then a can be written in the form a = a; ...a;b
where ay, ..., a;,b € H and |a;| < e(H) forall i € [1, k]. If there is some i € [1, k]
with |a;| < e(H),thena;isadivisorof a with |a;| < €(H). Otherwise,a;, ...,a; € A
and by our assumption the producta; . . . a; and hence a has a divisor of degree strictly
smaller than e(H). This is a contradiction to the definition of e(H). [(Proof of A)
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Now letk > f(H)/e(H) — 1. Then A implies that Dy (H) + e(H) > (k + 1)e(H) >
f(H). Let a € H with |a| > Dy(H) 4+ e(H). Then, by definition of f(H), there are
b, ¢ € H suchthata = bc with |¢| < e(H) and hence |b| > Dy (H). This implies that
max L(b) > k, whence max L(a) > k + 1 and a ¢ .#.,(H). Therefore, we obtain
that Dy (H) < Dy(H) + e(H) and thus

0 < Dyy1(H) — (k+ De(H) = Dy(H) — ke(H).

Since a non-increasing sequence of nonnegative integers stabilizes, the assertion
follows.

3. Suppose that D(H) < co. Let k € N, a € #1(H) with |a] = Dy (H),
and set / = maxL(a). Then [ <k + 1. If [ <k, then a € .#;(H) and Dy, (H) >
Dy (H) > |a| = Dy41(H) whence Dy (H) = Dy (H). Suppose that/ = k 4+ 1. We set
a=aj...aq wWithay, ..., a4 € of (H)and |a;| > --- > |ak+1| whence |ags1] <
(la1] + - - - + |ax|) /k. It follows that

Dipi(H) _ lail+---+laen] _ |l +-- -+ lal _ Di(H)
k+1 k+1 - k Tk

3

where the last inequality holds because a; . ..a; € 4 (H).
4. Let p € H be a prime element. We assert that

Di(H) < max{|a|: a€ H, maxL(a) = k}. (%)
Indeed, if a € .#(H) and max L(a) = [ < k, then ap*~! € .#(H) and
la| < lap*™'| < max{lal: a € H, maxL(a) = k},
and hence () follows. Next, we assert that
max{lal: a € H, minL(a) < k} < kD(H). (%)
Leta € HwithminL(a) =1 < k,saya = u; ...u;, whereuy, ..., u; € o/ (H). Then

la| = |uy| + -+ - + |uy| < ID(H) < kD(H), and thus (xx) follows. Using () and ()
we infer that

Di(H) < max{|a|: a€ H, maxL(a) = k} < max{lal: a€ H, maxL(a) < k}
= Dy(H) < max{|a|: a € H, minL(a) <k}

and that
kD(H) = max{la|: a € H, k € L(a)} < max{|a|: a € H, minL(a) < k} < kD(H).

Let F be a factorial monoid and H C F a submonoid such that H* = H N F*.
Then H is a BF-monoid by [40, Corollary 1.3.3]. For k € N, let . (H) denote the

mdanna@dmi.unict.it



56 K. Cziszter et al.

set of all a € F such that a is not divisible by a product of k non-units of H. The
restriction of the usual length function | - |: F — Ny on F (introduced in Sect.2.1)
gives a degree function on H. We define the small kth Davenport constant d; (H) as

di(H) = supflal: a € 4 (H)} € Ny U {o0}. (D

In other words, 1 + di(H) is the smallest integer ¢ € N such that every a € F of
length |a| > ¢ is divisible by a product of k& non-units of H. We call d(H) = d,(H)
the small Davenport constant of H. Clearly we have . (H) C .’ _,(H) hence
di(H) < diy 1 (H).

Furthermore, let n(H) denote the smallest integer £ € N U {oo} such that every
a € F with |a| > ¢ has a divisor b € H\H* with |b| € [1, €(H)]. For p € &7 (F)
denote by o, the smallest integer £ € N U {oo} such that p® € H. Clearly, we have
op < n(H) forallp € &/ (F).

Proposition 2.8 Let F = F* x % (P) be a factorial monoid and H C F a sub-
monoid such that H* = HN F*, and let k € N.

1. If for every a € F there is a prime p € F such that ap € H, then 1 + d,(H) <
Dy (H).

2. Suppose that H..q is finitely generated and that for every a € F thereisann, € H
such that a** € H. Then H is a C-monoid and we have

(a) e(H)=max{o,: p € P}andn(H) < oo.
(b) di(H) + 1 > ke(H) and there exist constants dy € Z_1, ky € Ny such that
dy(H) = ke(H) + dy for all k > ky.

Proof 1.Leta € . (H) such that |a| = d;(H). We choose a prime p € F such that
ap € H. Take any factorization ap = u;y . ..u, where u; € o/ (H). We may assume
that p|u; in F. Then uy ...uy |a in F, and hence, £ — 1 < k. Thus, it follows that
ap € M (H) and Dy (H) > |ap| = la| + 1 > di(H) + 1.

2.(a) By Proposition 2.6.3, H is a C-monoid, P is finite and hence e(H) < oo.
If p € P, then p* € o/ (H) and by the minimality of o,, p° does not have a divisor
b € H\H” such that |b| < 0,. Thus, it follows that €(H) > max{o,: p € P}. For the
reverse inequality, note that by Proposition 2.4.2 there exists an @ € N such that for
allp € Pand all a € p“F we have a € H if and only if p“a € H. Since any multiple
of « has the same property, we may assume that « is divisible by o, forall p € P. Let
b € H with |b| > |P|(2a — 1). Then, there exists a p € P such that b € p>**F N H.
Hence b is divisible in H by p®, implying in turn that p% € o7 (H) divides b in H.
Therefore, we obtain that €(H) < max{o,: p € P}.

Ifa € F with |a| > Zpep(op — 1), then there is a p € P such that p® divides a in

F,and thus n(H) < 1+ Zpe,,(op — 1.

2.(b)Letp € Pwitho(p) = e(H). Thenp*”»~! € .4 (H)and |p*~| = ke(H) —
1, showing the inequality d;(H) + 1 > ke(H) for all k € N. Now let k € N be such
that 1 + dy(H) + e(H) > n(H), and leta € F with |a| > dy(H) + e(H) + 1. Then,
by definition of n(H), there are b € F and ¢ € H\H* such that a = bc with |c| <

mdanna@dmi.unict.it



The Interplay of Invariant Theory with Multiplicative Ideal Theory ... 57

e(H) and |b| > d;(H). This implies that b is divisible by a product of k non-units of
H whence a is divisible by a product of k 4+ 1 non-units of H. Therefore, it follows
that 1 + dy(H) < d;(H) + €(H) + 1 and hence

0 <dir1(H) —ke(H) <dy(H) — (k— 1)e(H) for all sufficiently large k.

Since a nonincreasing sequence of nonnegative integers stabilizes, the assertion
follows.

3 Arithmetic Combinatorics: Zero-Sum Results
with a Focus on Davenport Constants

This section is devoted to Zero-Sum Theory, a vivid subfield of Arithmetic Combi-
natorics (see [32, 37, 49]). In Sect. 3.1 we give an algebraic study of the monoid of
product-one sequences over finite but not necessarily abelian groups. In Sect. 3.2 we
put together well-known material on transfer homomorphisms used in Sects. 4.2 and
4.3. In Sects. 3.3 and 3.4 we consider the kth Davenport constants of finite groups.
In particular, we gather results which will be needed in Sect. 5.2 and results having
relevance in invariant theory by Proposition 4.7.

3.1 The Monoid of Product-One Sequences

LetGy C GbeasubsetandletG’' = [G, G] = (g~'h~'gh: g, h € G) denote the com-
mutator subgroup of G. A sequence over Gy means a finite sequence of terms from G
which is unordered and repetition of terms is allowed, and it will be considered as an
element of the free abelian monoid .7 (G). In order to distinguish between the group
operation in G and the operation in .# (Gy), we use the symbol - for the multipli-
cation in .% (Gy), hence .% (Gy) = (fi (Gy), -)—this coincides with the convention
in the monographs [40, 49]—and we denote multiplication in G by juxtaposition of
elements. To clarify this, if Sy, S, € .%(Gy) and g1, g2 € Gy, then S| - S, € F(Gy)
has length |Si| + |Sz], S1 - g1 € #(Gy) has length [S;|+ 1, g1 - g2 € F(Gy) is a
sequence of length 2, but g,g» is an element of G. Furthermore, in order to avoid
confusion between exponentiation in G and exponentiation in .% (Gy), we use brack-
ets for the exponentiation in .7 (Gy). So for g € Gy, S € .F(Gy), and k € Ny, we
have

L Z i (k] — kKl _—g..... 3
gl =g ge #(G) with g% =k, and S S S e F(G).
k k
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Now let
S=gi-----ge=[]8",
8€Go
be asequence over Gy (in this notation, we tacitly assume that ¢ € Npand g, ..., g, €

Gy). Then [S| = £ = 0 if and only if S = 1 #(g,) is the identity element in .Z (G),
and then S will also be called the rivial sequence. The elements in .% (Go)\{1.# Gy}
are called nontrivial sequences. We use all notions of divisibility theory in general
free abelian monoids. Thus, for an element g € Gy, we refer to V,(S) as the multi-
plicity of g in S. A divisor T of S will also be called a subsequence of S. We call
supp(S) = {g1, ..., &} C Gy the support of S. When G is written multiplicatively
(with unit element 15 € G), we use

7 (S) = {grq1)--- & € G: T apermutation of [1, £]} C G

to denote the set of products of S (if |S| = 0, we use the convention that 7 (S) =
{16}). Clearly, 7 (S) is contained in a G’-coset. When G is written additively with
commutative operation, we likewise let

o) =g1+--+g€G

denote the sum of S. Furthermore, we denote by

I(S) ={o(): T|Sand 1 #T}C G and I1(S) = | Jn(T) CG.
T|S
1£T

the subsequence sums and subsequence products of S. The sequence S is called

e a product-one sequence if 16 € w(S),
e product-one free if 1 ¢ I1(S).

Every map of finite groups ¢ : G; — G, extends to a homomorphism ¢ : .7 (Gy)
— Z(G,) where ¢(S) = @(g1) -+ - ¢(g¢). If ¢ is a group homomorphism, then
©(S) is a product-one sequence if and only if 7 (S) N Ker(¢) # . We denote by

H(Go) =S € F(Gop): 16 € m(S)}

the set of all product-one sequences over Gy, and clearly Z(Gy) C Z (Gy) is a sub-
monoid. We will use all concepts introduced in Sect. 2.5 for the monoid A(Gy) with
the degree function stemming from the length function on the free abelian monoid
F(Gyp). For all notations *(H) introduced for a monoid H we write—as usual—
x(Gy) instead of *(Z(Gy)). In particular, for k € N, we set #;(Gy) = #;.(B(Gy)),
Di(Go) = Di(#(Go)), 1(Go) = n(#(Go)), €(Go) = e(#(Gy)), and so on. By
Proposition 2.8.2(a), €(Gy) = max{ord(g): g € Go}. Note that .Z;*(Gy) is the set
of all product-one free sequences over Gy. In particular,
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D(Gyp) = sup{|S|: S € & (Gp)} € N U {o0}
is the large Davenport constant of Gy, and
d(Go) = sup{|S|: S € .Z#(Gy) is product-one free} € Ny U {oo}

is the small Davenport constant of Gy. Their study will be the focus of the Sects. 3.3
and 3.4.

Lemma 3.1 Let Gy C G be a subset.

1. B(Gy) C Z(Gy) is a reduced finitely generated submonoid, <7 (Gy) is finite, and
D(Gy) < |G|. Furthermore, 4 (Gy) is finite and Dy (Gy) < oo for all k € N.
2. Let S € .Z#(G) be product-one free.

a. If gy € n(S), then ggl - S € J(G). In particular, d(G) + 1 < D(G).
b. If |S| = d(G), then I1(S) = G\{lg} and hence
d(G) = max{|S|: S € Z(G) with I1(S) = G\{l5}}.

3. If G is cyclic, then d(G) + 1 = D(G) = |G]|.

Proof 1. We assert that for every U € o/ (G) we have |U| < |G|. Then ./ (Gy) C
o7 (G) is finite and D(Gy) < D(G) < |G|. As already mentioned, B(Gy) C % (Gp)
is a submonoid, and clearly #(Gy)* = {12y} Since .#(Gy) is factorial and
B(Gy)* = B(Gy) N F(Gy)*, B(Gyp) is atomic by [40, Corollary 1.3.3]. This
means that B(Gy) = [/ (Gy) U B(Gp)*], and thus, Z(G) is finitely generated.
Since A(Gy) is reduced and finitely generated, the sets .#;(Gy) are finite by
Proposition?2.7.

Now letU € B(G),sayU =gy -+-- - g¢ with g1g2 ... g0 = 1. We suppose that
¢ > |G| and show that U ¢ 7 (G). Consider the set

M={gi1g...gi:iell, L]}

Since £ > |G|, there are i,j € [1,£] with i <j and g(...g =g1...g. Then
8i+1-..8 = lgandthus g, ... gigj+1 ... 8¢ = 1g whichimplies that U is the product
of two nontrivial product-one subsequences.

2.(a) If go € m(S), then S can be written as S =gy +--- - g¢ such that gy =
g1 - - - 8¢, which implies that gal SRR g € A (G).

2.(b) If S is product-one free with |S| = d(G), and if there would be an i €
G\{IT1(S) U {15}},then T = h~' . § would be product-one free of length |T| = |S| +
1 > d(G), a contradiction. Thus every product-one free sequence S of length |S| =
d(G) satisfies IT1(S) = G\{lg}. If S is a sequence with I7(S) = G\{l¢}, then S is
product-one free and hence |S| < d(G).

3. Clearly, the assertion holds for |G| = 1. Suppose that G is cyclic of order n > 2,
and let g € G with ord(g) = n. Then g"~! is product-one free, and thus 1. and 2.
imply that n < 14+ d(G) < D(G) < n.
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The next result gathers the algebraic properties of monoids of product-one
sequences and highlights the difference between the abelian and the non-abelian
case.

Theorem 3.2 Let Gy C G be a subset and let G’ denote the commutator subgroup
of (Go).

1. B(Gy) C F(Gy) is cofinal and B(Gy) is afinitely generated C-monoid. gj’(\G/o) =
B(Gy) is a finitely generated Krull monoid, the embedding B(Gy) — 7 (Gy) is
a cofinal divisor homomorphism with class group .7 (Gy)/ % (Gy), and the map

&: F(Go)/B(Gy) —> (Go)/G
[S1z Gy 26y +—> &G’ forany g e m(S)

is a group epimorphism. Suppose that Gy = G. Then @ is an isomorphism, every
class of ‘ﬁ(m) contains a prime divisor, and if |G| # 2, then % — Z(G)
is a divisor theory.

2. The following statements are equivalent:

(a) PB(Gy) is a Krull monoid.
(b) B(Gy) is root closed.
(c) B(Gy) C F(Gy) is saturated.

3. B(G) is a Krull monoid if and only if G is abelian.
4. AB(G) is factorial if and only if |G| < 2.

Proof 1. (Gy) is finitely generated by Lemma 3.1. If n = Icm{ord(g) : g € Go},

then ST € (Gy) for each S € Z(Gy). Thus B(Gy) C F(Gy) and %/'(G\O) s
Z (Gy) are cofinal, % (Gy)/AB(Gy) is a group and

F(Go)/B(Go) = 4(F(Go)) /A(2(Gy)) = q(F (Gy)) /a(Z(Go))

is the class group of the embedding m) — .7 (Gp). All statements on the struc-
ture of A(Gy) and c%’/(G\o) follow from Proposition 2.6.3, and it remains to show the
assertions on @.

Let S,S € #(Gy), g € 7(S), g € n(§’), and B € B(Gy). Then 7 (S) C gCG,
78 Cg¢gG, n(B)yCc G, and n(S-B) C gG'. We use the abbreviation
[S1 = [S1#(Gy)/(Gy)» and note that [S] = [S'] if and only if there are C, C' € ZB(Gy)
suchthat S - C=5".C.

In order to show that @ is well-defined, suppose that [S] = [$'] and that S - C =
S . C' with C,C" € B(Gy). Then 7(S-C) =n(§" - C') C gG'Ng'G’, and hence
gG' = g'G’. In order to show that @ is surjective, let g € (Gy) be given. Clearly,
there is an S € .7 (Gy) such that g € 7 (S) whence @ ([S]) = ¢G'.
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Suppose that Gy = G. First, we show that @ is injective. Let S, S’ € .7 (G) with
g€ n(S),g €n(S)suchthat gG’' = ¢'G’. Thentherearek € N, ay, by, ..., a;, by €
G such that

k
g " =] b aiby).
i=1

We define T =[], (a;" - b7 - @ - b;) and obtain that
S (S -¢g'-T)=8-(-g7"-T) e Z).

Since 1 € 7(T) and gg' ' € 7(T), it follows that 1 € 7(S'- g~ - T)and 1 € 7(S -
g~ - T) which implies that [S] = [5'].

If |G| < 2, then 4. will show that Z(G) is factorial and clearly the trivial class
contains a prime divisor. Suppose that |G| > 3. In order to show that% — Z(G)
is a divisor theory, let g € G\{l¢} be given. Then there is an h € G\{g~', 15},
U=g-g' €/ (G CHAG). U=g-h-(h'g") € #(G) C BG), and g =
ged g (U, U'). Thus % — .Z(G) is a divisor theory.

Let S € % (G) with g € (S). Then g € .%(G) is a prime divisor and we show
that [g] = [S]. Indeed, if g = 15,then S € HB(G), 1 € HB(G),S - 1 = g - S whence
[g] = [S].Iford(g) = n > 2, then g™ € B(G), S - g" ! € B(G),S-g"W =g-S-
g" " whence [S] = [g].

2. (a) = (b) Every Krull monoid is completely integrally closed and hence root
closed.

(b) = (¢) Let S, T € B(Gy) with T|S in F(Gy), say S =T - U where U =
SIS g € Z(Gy). If n= lcm(ord(gl), ceh ord(gg)), then (70-11. §)i* = ylinl
€ B(Gy). Since HB(Gy) is root closed, this implies that U = T!=1 . § € Z(Gy) and
hence T | S in (Gy).

(¢) = (a) Since .#(Gy) is free abelian, Z(Gy) is Krull by Theorem 2.1.

3. If G is a abelian, then it is obvious that 28(G) C .% (G) is saturated, and thus
Z(G) is a Krull monoid by 2. Suppose that G is not abelian. Then there are g, h € G
with gh # hg. Thenghg™' #h,S=g-h-g~ ' - (ghg™) ' e B(G), T =g-g ' e
PB(G) divides S in Z(G) but TI-1 . § = i . (ghg~")~" does not have product-one.
Thus B(G) C % (G) is not saturated and hence A(G) is not Krull by 2.

4. If G = {0}, then B(G) = Z(G) is factorial. If G = {0, g}, then &/ (G) =
{0, g!?"}, each atom is a prime, and Z(G) is factorial. Conversely, suppose that (G)
is factorial. Then Z(G) is a Krull monoid by [40, Corollary 2.3.13], and hence G is
abelian by 3. Suppose that |G| > 3. We show that Z(G) is not factorial. If there is an
elementg € Gwithord(g) =n > 3,thenU = g"l, —-U = ()", W =(—g) - g €
&7 (G),and U - (—U) = W™ Suppose thereisno g € G withord(g) > 3. Then there
areep, e; € Gwithord(e;) = ord(e;) = 2ande; +e; # 0. ThenU =¢e; - e; - (e] +
), Wy = Wy = el Wy = (e 4+ ) € 7(G), and U = Wy - W, - W

For a subset Gy C G, the monoid % (G) may be Krull or just seminormal but it
need not be Krull. We provide examples for both situations.
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Proposition 3.3 Let Gy C G be a subset satisfying the following property P:

P. For each two elements g, h € Gy, (h) C (g, h) is normal or (g) C (g, h) is
normal.

Then B(Gy) is a Krull monoid if and only if (Gy) is abelian.

Proof If (Gy) is a abelian, then it is obvious that Z(Gy) C % (Gy) is saturated, and
thus #(Gy) is Krull by Theorem 3.2.2.

Conversely, suppose that A(Gy) is Krull and that Gy satisfies Property P. In
order to show that (Gy) is abelian, it is sufficient to prove that gh = hg for each two
elements g, h € Gy.Letg, h € Gy be given such that (h) C (g, h) isnormal, ord(g) =
m, ord(h) = n, and assume to the contrary that ghg™! # h. Since g(h)g~' = (h), it
follows that ghg™! = h" forsome v € [2, n — 1]. Thus ghg”'h" "V =landS =g -
he gl gl e B(Gy). Clearly, T = g™ e %(Gy) but § - TI-1 = pln—v+1l ¢
HB(Gy). Thus B(Gy) C F (Gy) is not saturated, a contradiction.

Proposition 3.4 Let G = D», be the dihedral group, say G = (a,b) = {1,a,...,
a ', b,ab, ..., a" b}, where ord(a) = n > 2, ord(b) = 2, and set Gy = {ab, b}.
Then, B(Gy) is a Krull monoid if and only if n is even.

Proof Clearly, we have ord(ab) = ord(b) = 2 and (Gy) = G. Suppose that n is odd
and consider the sequence S = (ab)"™ - b, Since ((ab)b)'Z = 1, it follows that S is a
product-one sequence. Obviously, S| = (ab)""~!1 . p"=11 ¢ B(Gy) and S, = (ab) -
b ¢ B(Gy). Since S = 8§y - Sy, it follows that B(G) C % (Gy) is not saturated, and
hence #(Gy) is not Krull by Theorem 3.2.2.

Suppose that n is even. Then <7 (Gy) = {(ab)'?!, b1?!} and Z(Gy) = {(ab)!"! -
b ¢, m € Nyeven}. This description of Z(G) implies immediately that Z(G,) C
7 (Gy) is saturated, and hence A(G) is Krull by Theorem 3.2.2.

Remark (Seminormality of 9(Gy)) A monoid H is called seminormal if for all
x € q(H) with x2,x3 € Hitfollows thatx € H. Thus, by definition, every root closed
monoid is seminormal.

1.Letn =3 mod 4and G = D,, the dihedral group,say G = (a, b) = {1, aq, ...,
a™ ', b, ab, ..., a""'b}, where ord(a) = n, ord(b) = 2, and
d“bd'b = d*7! forallk,[ € Z.

We consider the sequence

s=d7]. 0 c 26,

s = @] a2 p) ey ana s = a L @[] p Ll ]y L
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are both in #(G) whence S € (%2(G)), but obviously S ¢ %(G). Thus Z({a, b})
and A(G) are not seminormal.
2.LletG=Hg ={E,I,J,K,—E, —I,—J, —K} be the quaternion group with the
relations
1IJ=-JI=K, JK=—KJ =1, and KI=—-IK =,

and set Gy = {I, J}. By Theorem 3.2, Z(G) is not Krull and by Proposition 3.3,
P (Gy) is not Krull. However, we assert that 2(Gy) is seminormal.

First, we are going to derive an explicit description of #(Gy). Since E =
(—E)(—E) = (KK)(II) = )))){D), it follows that U = I .J2 ¢ B(Gy).
Assume that U = U, - U, with Uy, U, € &/ (Gy) and |U;| < |U,|. Then |U,| €
{2, 3}, but U does not have a subsequence with product one and length two or
three. Thus U € @/ (Gy) and similarly we obtain that I©! . JI¥ € &7 (Gy). Since
D(Gp) < D(G) = 6, it is easy to check that

A (Go) = (W, J141 (121, ji21 plé1 g1 pi2l, gidly
This implies that
B(Go) = (1M . J: k =1 =0o0rk, [ € Ny are both even with k 4 1 > 4}.

In order to show that Z(Gy) is seminormal, let x € q(#(Gy)) be given such
that x™1, xB1 € %(G,). We have to show that x € Z(Gy). Since x™!, xB € #(Gy) C
F (Gp) and .Z (Gy) is seminormal, it follows that x € .7 (Gy). If x = I'¥ with k € Ny,
then 1% € B(Gy) implies that 4 | 3k, hence 4 | k, and thus x € #(Gy). Similarly,
if x = JW € B(Gy) with | € Ny, then x € Z(Gy). It remains to consider the case
x = 1M . J1 with k, I € N. Since xP3 = [BK . B3I ¢ (Gy), it follows that k, [ are
both even, and thus x € % (Gy). Therefore, (Gy) is seminormal.

3.2 Transfer Homomorphisms

A well-established strategy for investigating the arithmetic of a given monoid H is
to construct a transfer homomorphism 6 : H — B, where B is a simpler monoid than
H and the transfer homomorphism 6 allows to shift arithmetical results from B back
to the (original, more complicated) monoid H. We will use transfer homomorphisms
in Sect. 4 in order to show that properties of the monoid of G-invariant monomials
can be studied in a monoid of zero-sum sequences (see Propositions 4.7 and 4.9).

Definition 3.5 A monoid homomorphism 6: H — B is called a transfer homo-
morphism if it has the following properties:

(T1) B=6(H)B* and 6~1(B*) = H*.
(T2) IfueH, b,ceB and 6(u) = bc, then there exist v, w € H such that
u=vw, 6(v)B* = bB* and 6(w)B* = cB*.
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We will use the simple fact that, if 6 : H — B and §’: B — B’ are transfer homo-
morphisms, then their composition 6" 0 6 : H — B’ is a transfer homomorphism too.
The next proposition summarizes key properties of transfer homomorphisms.

Proposition 3.6 Let 0: H — B be a transfer homomorphism and a € H.

1. ais an atom of H if and only if 6 (a) is an atom of B.
2. Ly(a) = LB(Q(a)), whence G(J/Zk(H)) = #(B) and G’I(L%/k(B)) = .M. (H).
3. If 0 is degree preserving, then Dy(H) = Dy (B) for all k € N.

Proof 1. and 2. follow from [40, Proposition 3.2.3]. In order to prove 3., note that
for all k € N we have

Di(H) = supflaly: a € 4 (H)} = sup{|0(a)|p: 6(a) € 4 (B)}
= sup{|b|p: b € A (B)} = Dir(B).

The first examples of transfer homomorphisms in the literature start from a Krull
monoid to its associated monoid of zero-sum sequences which is a Krull monoid
having a combinatorial flavor. These ideas were generalized widely, and there are
transfer homomorphisms from weakly Krull monoids to (simpler) weakly Krull
monoids (having a combinatorial flavor) and the same is true for C-monoids.

Proposition 3.7 Let H be a Krullmonoid, ¢ : H — .7 (P) be a cofinal divisor homo-
morphism with class group G = € (@), and let G* C G denote the set of classes con-
taining prime divisors. Let 6: .F(P) — Z(G*) denote the unique homomorphism
defined by g(p) = [plforallp € P, and set 6 = 6o ¢: H—> 2B(G*).

1. 0 is a transfer homomorphism.

2. Fora € H, we set |a| = |¢p(a)| and for S € HB(G*) we set |S| = |S| 7. Then
la| = 10(a)| foralla € H, 0 (4 (H)) = A (G*) and 0~ (M} (G*)) = 4 (H)
forallk € N. Furthermore, €(H) = e(G*), n(H) = n(G*), andDy(H) = D;(G*)
forallk e N.

Proof 1. follows from [40, Sect.3.4]. By definition, we have |a| = |0(a)| for all
a € H. Thus, the assertions on Dy (H) follow from Proposition 2.7, and the remaining
statements can be derived in a similar way.

The above transfer homomorphism 0 : H — Z(G*) constitutes the link between
the arithmetic of Krull monoids on the one side and zero-sum theory on the other side.
In this way, methods from Arithmetic Combinatorics can be used to obtain precise
results for arithmetical invariants describing the arithmetic of H. For an overview of
this interplay see [37].

There is a variety of transfer homomorphisms from monoids of zero-sum
sequences to monoids of zero-sum sequences in order to simplify specific struc-
tural features of the involved subsets of groups. Below we present a simple example
of such a transfer homomorphism which we will meet again in Proposition 4.9
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(for more of this nature we refer to [74] and to [40, Theorem 6.7.11]). Let G be
abelian and let Gy C G be a subset. For g € Gy we define

e(Go, &) = ged ({v4(B): B € AB(Gy)}),
and it is easy to check that (for details see [43, Lemma 3.4])

e(Go, g) = ged ({v4(A): A € o/ (Gy)})
= min ({V4(A): Vg(A) > 0,A € o (Gy)})
= min ({V4(B): V¢(B) > 0, B € #(Gy)})
= min ({k € N: kg € (Go\{g})}) = ged ({k € N: kg € (Go\{g})}).
Proposition 3.8 Let G be abelian and Gy, G, Gy C G be subsets such that Gy =

G W Gy. For g € Gy we set e(g) = e(Gy, g) and we define G = {e(g)g: g € G|} U
G;. Then, the map

0: B(Gy) —> B(Gy)
B = H g[vg(B>] — H(e(g)g)[vg(B)/e(g)] H g[vg(B)]

2€Gy g€G g€Gy
is a transfer homomorphism.

Proof Clearly, 6 is a surjective homomorphism satisfying 6 =1 (1 #G,) = {1 # Gy }-
In order to verify property (T2) of Definition 3.5, let B € #(Gy) and Ci, C, € Z(Gy)
be such that 6(B) = C; - C,. We have to show that there are By, B, € %#(Gy) such
that B = B; + By, 8(B}) = C}, and 6(B;) = C,. This can be checked easily.

3.3 The kth Davenport Constants: The General Case

Let Gyp C G be a subset, and k € N. Recall that (G) = max{ord(g): g € G}. If G
is nilpotent, then G is the direct sum of its p-Sylow subgroups and hence e(G) =
Iem{ord(g): g € G} = exp(G). Let

e E(Gy) be the smallest integer £ € N such that every sequence S € .7 (Gy) of length
|S| > € has a product-one subsequence of length |G|.

e S(Gy) denote the smallest integer £ € N such that every sequence S € .#(Gy) of
length |S| > ¢ has a product-one subsequence of length e(G).

The Davenport constants, together with the Erd6s—Ginzburg—Ziv constant s(G),
the constants n(G) and E(G), are the most classical zero-sum invariants whose study
(in the abelian setting) goes back to the early 1960s. The kth Davenport constants
Dy (G) were introduced by Halter-Koch [50] and further studied in [40, Sect.6.1]
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and [30] (all this work is done in the abelian setting). First results in the non-abelian
setting were achieved in [15].

If G is abelian, then W. Gao proved that E(G) = |G| 4+ d(G). For cyclic groups
this is the Theorem of Erd6s—Ginzburg—Ziv which dates back to 1961 [40, Proposi-
tion 5.7.9]. W. Gao and J. Zhuang conjectured that the above equality holds true for
all finite groups [82, Conjecture 2], and their conjecture has been verified in a variety
of special cases [3, 33, 34, 53]. For more in the non-abelian setting see [79, 80].

We verify two simple properties occurring in the assumptions of Propositions 2.7
and 2.8.

o If S € Z#(G) and gy € 7 (S), then h:gg1 € Gisaprimein .#(G)and h-S €
B(G).
e Clearly, 15 € #(G) is a prime element of Z(G).

Therefore, all properties proved in Propositions 2.7 and 2.8 for Dy (H) and d; (H) hold
for the constants Dy (G) and d;(G) (the linearity properties as given in Propositions
2.7.2 and 2.8.2.(b) were first proved by Freeze and W.A. Schmid in case of abelian
groups G [30]). We continue with properties which are more specific.

Proposition 3.9 Let H < G be a subgroup, N <G be a normal subgroup, and
k,€ e N.

1. di(N) +de(G/N) < diye—1(G).

2. di(G) < dg,w)+1(G/N).

3. di(G)+1 <[G:H|(d(H) +1).

4. di(G) + 1 < k(d(G) + D).

5. Di(G) < [G:H]|Dy(H).

Proof 1.LetS = (g/N)+---- (g;N) € A (G/N) with |S| = s = d;(G/N) and let
T=hg«---- hy € A (N)witht = di(N). We consider the sequence W =g « - - - +
gsohye---e h, € #(G) and suppose that it is divisible by Sy «--- - SqgeTpe---e
T, where S;, Tj € Z(G)\{1.7 @)}, supp(S) N {g1, ..., &} #Vand Ty ---- - Ty|hy -

---+h, forall i € [1,a] and all j € [1, b]. For i € [1, a], let S; € Z(G/N) denote
the sequence obtained from S; by replacing each g, by g,N and by omitting the
elements of S; whichliein {#,, ..., i;}. ThenS), ..., S, € Z(G/N)\{1 ) }andS$) -
ceee S_a | S whencea < £ — 1. By construction, we have b < k — 1 whence a + b <
k+e—1,We i, (G),and |W|=s+1t=di(N)+d(G/N) < dp1-1(G).

2. We set m = dg,(v)+1(G/N) + 1. By (1), we have to show that every sequence
S over G of length |S| > m is divisible by a product of k nontrivial product-
one sequences. Let f: G — G/N denote the canonical epimorphism and let S €
Z (G) be a sequence of length |S| > m. By definition of m, there exist sequences
Sty Sqa+1 such that Sy----- Savy+1 1S and £(Sy), ..., f(Sq,y+1) are
product-one sequences over G/N. Thus, for each v € [1, dy(N) + 1], there are
elements i, € N such that h, € 7(S,). Then T =hy - --- - hg,(Vy+1 1S a sequence

mdanna@dmi.unict.it



The Interplay of Invariant Theory with Multiplicative Ideal Theory ... 67

over N, and it has k nontrivial product-one subsequences 71, ..., T whose prod-
uct Ty« -+ Ty divides T. Therefore we obtain k nontrivial product-one sequences
whose product divides S.

3. We set m = [G: H] and start with the following assertion.
A. If S € Z(G) with |S| > m, then IT(S) NH # .

Proof of A. Let S =gy +---- gn € 7 (G) with |S| = n > m. We consider the left
cosets g1 H, g1g2H, ..., g1 ...gnH.If one of these cosets equals H, then we are done.
If this is not the case, then there are k, £ € [1, m] with k < £ such that g;...gH =
81---8k8k+1 - - - 8¢H which implies that gg4;...g, € H. O(Proof of A)

Now let S € .% (G) be a sequence of length |S| = [G: H](dy(H) + 1). We have to
show that S is divisible by a product of k nontrivial product-one sequences. By A, there

are dy(H) + 1 sequences Si, ..., Sq,m)+1 and elements hy, ..., hq,)+1 € H such
that Sy - --- - Sa,+1 | S and h, € 7 (S,) foreach v € [1, dy(H) + 1]. By definition,
the sequence hy - -- - - hg,my+1 € F (H) is divisible by a product of k nontrivial

product-one sequences. Therefore S is divisible by a product of k nontrivial product-
one sequences.

4. Let S € .%#(G) be a sequence of length |S| = k(d(G) + 1). Then S may be
writtenas aproductS = Sy + - - Sy where Sy, ..., Sy € #(G)with|S,| = d(G) + 1
for every v € [1, k]. Then each S, is divisible by a nontrivial product-one sequence
T,, and hence, S is divisible by 7} « - - - - Ty. Thus by (1) we infer that d;(G) + 1 <
k(d(G) + 1).

S.LetA=gy----- gt € B(G) with gy ...g¢ =1 and £ > [G : H]Dy(H). We
show that £ > Dy(G). We set d = Dy(H) and consider the left H-cosets C; =
g1...gH foreachj € [1, £]. By the pigeonhole principle there exist 1 <ij < --- <
igy1 <€ suchthat C;, =--- =C;,,,. We set hy = g; 41 ...8i,, foreachs e [l,d]
and hgy1 = 8iyy+1---8¢81---8i—1. Clearly hy, ..., hgyy € H, and g;---g, =1
implies A ---hgy; =1 whence hy«---- hgy1 € $B(H). The inequality d + 1 >
D (H) implies that Ay « -+ -« hgpy = Sy -+ Sk+1, where lg(H) # S; € #(H) for
i €[1,k+ 1].LetT; € .%(G) denote the sequence obtained from S; by replacing each
occurrence of iy by g; 41+ ---+ g, fors € [1,d]and hgyy by giy 41+ g8
coregi_1.ThenTy, ..., Tiy1 € B(G)andA =g+ -+ -+ ge=Tp+---- T}y 1, which
implies that £ > Dy (G).

Much more is known for the classical Davenport constants D;(G) = D(G) and
d; (G) = d(G). We start with metacyclic groups of index two. The following result
was proved in [39, Theorem 1.1].

Theorem 3.10 Suppose that G has a cyclic, index 2 subgroup. Then

|G| — 1 if G is cyclic

D(6) =d©) +|G] and G =] 1161 irG is noneyclic,

where G' = [G, G] is the commutator subgroup of G.
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The next result gathers upper bounds for the large Davenport constant (for d(G)
see [36]).

Theorem 3.11 Let G’ = [G, G] denote the commutator subgroup of G.

1. D(G) = d(G) +2|G'| — 1, and equality holds if and only if G is abelian.

2. If G is a non-abelian p-group, then D(G) < %IGL

3. IfGis non-abelian of order pq, where p, q are primes withp < g, then D(G) = 2¢q
andd(G) =qg+p — 2.

4. If N <« G is a normal subgroup with G/N = C, ® C, for some prime p, then

1
d(G) = (dWN)+2)p -2 < ;IGI +p-2

5. If G is noncyclic and p is the smallest prime dividing |G|, then D(G) < %|G|.
6. If G is neither cyclic nor isomorphic to a dihedral group of order 2n with odd n,
then D(G) < 3|G|.

Proof All results can be found in [48]: see Lemma 4.2, Theorems 3.1, 4.1, 5.1, 7.1,
7.2, and Corollary 5.7.

Corollary 3.12 The following statements are equivalent:

(a) G is cyclic or isomorphic to a dihedral group of order 2n for some odd n > 3.

(b) D(G) =GI.

Proof If G is not as in (a), then D(G) < %|G| by Theorem 3.11.6. If G is cyclic,
then D(G) = |G| by Lemma 3.1.3. If G is dihedral of order 2n for some odd n >
3, then the commutator subgroup G’ of G has order n and hence D(G) = |G| by
Theorem 3.10.

3.4 The kth Davenport Constants: The Abelian Case

Throughout this subsection, all groups are abelian and will be written additively.

Wehave G=C,, &---®C,,,withr e Npand 1 <n;| ... |n, r(G) =risthe
rank of G and n, = exp(G) is the exponent of G. We define

d*(G) = Z(ni —1).
i=1

If G = {0}, then r = 0 = d*(G). An s-tuple (ey, . .., e,) of elements of G\ {0} is said
tobe a basis of Gif G = (e;) ® - - - D (e;). First, we provide a lower bound for the
Davenport constants.
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Lemma 3.13 Let G be abelian.
1. Dr(G) = 1+ di(G) for every k € N.
2. d*(G) + (k — 1) exp(G) < di(G).

Proof 1.Letk € N. By Proposition 2.8.1, we have 1 + d;(G) < Di(G). Obviously,
the map

v M(G) — M (G\{1}, givenby ¥ (S) = (=0 (5))-S,
is surjective and we have [ (S)| = 1+ |S| for every S € .#;'(G). Therefore, we
have 1 4+ d;(G) = Dy (G).

2. Suppose that G=C, ®--- D C,,, with re Ny and 1 <n| ... |n. If
(e1, ..., e.) is a basis of G with ord(e;) = n; forall i € [1, r], then

,
S = e£n,.(k71)] Heani*IJ
i=1

is not divisible by a product of k nontrivial zero-sum sequences whence d*(G) +
(k — 1) exp(G) = IS] = di(G).

We continue with a result on the kth Davenport constant which refines the more
general results in Sect. 2.5. It provides an explicit formula for d; (G) in terms of d(G)
(see [40, Theorem 6.1.5]).

Theorem 3.14 Let G be abelian, exp(G) = n, and k € N.
1. Let H < G be a subgroup such that G = H & C,. Then

d(H) +kn — 1 < di(G) < (k — Dn + max{d(G), n(G) —n — 1}.

In particular, if d(G) = d(H) +n — 1 and n(G) < d(G) + n+ 1, then d;(G) =
d(G) + (k — Dn.

2. If r(G) <2, then di(G) = d(G) + (k — Dn.

3. If Gisap-group and D(G) < 2n — 1, then di(G) = d(G) + (k — Dn.

For the rest of this section, we focus on the classical Davenport constant D(G).
By Lemma 3.13.2, there is the crucial inequality

d*(G) < d(G).

We continue with a list of groups for which equality holds. The list is incomplete
but the remaining groups for which d*(G) = d(G) is known are of a similar special
nature as those listed in Theorem 3.15.3 (see [76] for a more detailed discussion).
In particular, it is still open whether equality holds for all groups of rank three (see
[76, Sect.4.1]) or for all groups of the form G = C,, (see [47]).
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Theorem 3.15 We have d*(G) = d(G) in each of the following cases:

1. G is a p-group or has rank r(G) < 2.

2. G=K & Cyy wherek,m e N, p € P a prime, m a power ofpand K < G is a
p-subgroup with d(K) < m — 1.

3. G= C,zn &® C,y wherem € {2,3,4,6} andn € N.

Proof For 1. see [40] (in particular, Theorems 5.5.9 and 5.8.3) for proofs and histor-
ical comments. For 2. see [37, Corollary 4.2.13], and 3. can be found in [5] and [76,
Theorem 4.1].

There are infinite series of groups G with d*(G) < d(G). However, the true rea-
son for the phenomenon d*(G) < d(G) is not understood. Here is a simple obser-
vation. Suppose that G =C,,, @ --- ® C,, with 1 <n| ... |n,, I C[1,r], and let
G = @i Cy,. It d*(G") < d(G'), then d*(G) < d(G). For series of groups G which
have rank four and five and satisfy d*(G) < d(G) we refer to [42, 44]. A standing
conjecture for an upper bound on D(G) states that d(G) < d*(G) + r(G). However,
the available results are much weaker [6], [40, Theorem 5.5.5].

The remainder of this subsection is devoted to inverse problems with respect to
the Davenport constant. Thus the objective is to study the structure of zero-sum free
sequences S whose lengths |S| are close to the maximal possible value d(G).

If G is cyclic of order n > 2, then an easy exercise shows that § is zero-sum free
of length |S| = d(G) if and only if S = g!"~!! for some g € G with ord(g) = n. After
many contributions since the 1980s, S. Savchev and F. Chen could finally prove a
(sharp) structural result. In order to formulate it we need some more terminology. If
g € G is a nonzero element of order ord(g) = n and

S=(mg) - (n¢g), where £e€Ny and ny,...,n; €[1,n],

we define n n
nl ... ne
ISllg = ——.

Obviously, S has sum zero if and only if ||S]|, € Ny, and the index of S is defined as
ind(S) = min{||S|l,: g € G with G = (g)} € Qxo.

Theorem 3.16 Let G be cyclic of order |G| =n > 3.

1. If S is a zero-sum free sequence over G of length |S| > (n + 1)/2, then there exist
g € Gwith ord(g) = n and integers 1 = my, ..., ms € [1, n — 1] such that

e S=(mg) .- (ms18)
o mp+ - +mg < nand X(S) ={vg: v e[l,m +~~-—|—m‘5‘]}.

2. IfU € J(G) has length |U| = | 5] + 2, then ind(U) = 1.
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Proof 1. See [71] for the original paper. For the history of the problem and a proof
in the present terminology see [37, Chap. 5.1] or [49, Chap. 11].

2. This is a simple consequence of the first part (see [37, Theorem 5.1.8]).

The above result was generalized to groups of the form G = C, @ Cy, by S.
Savchev and F. Chen [72]. Not much is known about the number of all minimal
zero-sum sequences of a given group. However, the above result allows to give a
formula for the number of minimal zero-sum sequences of length £ > | 7] + 2 (this
formula was first proved by Ponomarenko [66] for £ > 2n/3).

Corollary 3.17 Let G be cyclic oforder |G| = n > 3, andlet{ € [L%J + 2, n] Then

the number of minimal zero-sum sequences U € < (G) of length £ equals @ (n)p;(n),
where ® (n) = |(Z/nZ)*| is Euler’s Phi function and p(n) is the number of integer
partitions of n into £ summands.

Proof Clearly, every generating element ¢ € G and every integer partition n =
my + - - - + my gives rise to a minimal zero-sum sequence U = (m;g) + - - - + (meg).
Conversely, if U € o7 (G) is of length |U| = ¢, then Theorem 3.16.2 implies that
there is an element g € G with ord(g) = n such that

U=@mg): - (meg) where my,...,my € [l,n—1]withn =m; + --- + my.

(%)
Since G has precisely @ (n) generating elements, it remains to show that for every
U € o7(G) of length |U| = ¢ there is precisely one generating element g € G with
IUllg = 1.Let U be as in (), and assume to the contrary that there area € [2,n — 1]
with ged(a, n) = L and m}, ..., m; € [1, n] such that m} + - - - + mj, = n and

U= (m(ag)) - (m}(ag)).
Letd € [2,n — 1] be such that aa’ = 1 (mod n). Since

n=my+ -+ mp = Vg(U) + aVeg (U) + 2(8 — Vg (U) — Vg (U))
=20 —V,(U) + (@ — 2)V4(U) and

n=my+ -+ my = adV(U) 4+ Vag (U) +2(£ — Vo (U) = Vo (U))
=20+ (d — 2)Vg(U) — Vye (U),

it follows that

(a—Dn=n+ (a—2)n
> 20 = Vg (U) + (a = 2)Vyqg(U) + (@ = 2)(2L + (d' — 2)Vg(U) — Ve (U))
=(a— D20+ ((a—2)(d —2)— Vv, (U),

whence a =2,d = "er—l ord =2,a= % because ¢ > 5] + 2. By symmetry,
we may assume that a = 2. Then V,(U) > 20 —n > 2|_§J +4 —n > 3, and thus

n>avy(U) > 3%, a contradiction.
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The structure of all minimal zero-sum sequences of maximal length D(G) has
been completely determined for rank two groups [31, 35, 68, 75], for groups of the
form G = C, & C; @ Cy, withn > 2 [76, Theorem 3.13], and for groups of the form
G = C;‘ @ C,, with n > 70 [8, Theorems 5.8 and 5.9].

4 Multiplicative Ideal Theory of Invariant Rings

After gathering basic material from invariant theory in Sect.4.1 we construct an
explicit divisor theory for the algebra of polynomial invariants of a finite group (see
Sect.4.2). In Sect.4.3 we present a detailed study of the abelian case as outlined in
the Introduction. In Sect.4.4 we associate a BF-monoid to a G-module whose kth
Davenport constant is a lower bound for the kth Noether number.

4.1 Basics of Invariant Theory

Let n = dimp(V) and let p: G — GL(n, F) be a group homomorphism. Consider
the action of G on the polynomial ring F[xi, ..., x,] via F-algebra automorphisms
induced by g-xj = >, p(g™! )jix;. Taking a slightly more abstract point of depar-
ture, we suppose that V is a G-module (i.e., we suppose that V is endowed with
an action of G via linear transformations). Choosing a basis of V, V is identified
with ", the group GL(n, IF) is identified with the group GL(V) of invertible linear
transformations of V, and F[V] = F[x, ..., x,] can be thought of as the symmetric
algebra of V*, the dual G-module of V, in which (xi, ..., x,) is a basis dual to the
standard basis in V. The action on V* is given by (g - x)(v) = x(p(g~")v), where
g € G,x € V*, v € V. Note that, if I is infinite, then F[V] is the algebra of polyno-
mial functions V — T, and the action of G on [F[ V] is the usual action on functions
V — F induced by the action of G on V via p. Denote by F(V) the quotient field
of F[ V1], and extend the G-action on F[V] to F(V) by

S h
*J2

g for fi,f/» e F[V] and g € G.
Hhoog-f

We define

F(V)C ={f e F(V): g-f =fforallg e G} CF(V) and F[V]® =F(V)°NF[V].
Then F(V)¢ C F(V) is a subfield and F[V]® C F[V] is an F-subalgebra of F[V],
called the ring of polynomial invariants of G (the group homomorphism p : G —

GL (V) giving the G-action on V is usually suppressed from the notation). Since every
element of F(V) can be written in the form fu‘{1 with f; € F[V] and f> € F[V]°,
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it follows that F(V)¢ is the quotient field of F[V]¢. Next, we summarize some
well-known ring theoretical properties of F[V]“ going back to E. Noether [64].

Theorem 4.1 Let all notations be as above.

1. F[V]I6 c F[V]isan integral ring extension and F[V1© is normal.

2. F[V] is a finitely generated F[V1%-module, and F[V1° is a finitely generated
F-algebra (hence in particular a noetherian domain).

3. F[VIC is a Krull domain with Krull dimension dimp (V).

Proof 1. To show that F[V]¢ is normal, consider an element f € F(V)¢ which is
integral over F[V]°. Then f is integral over F[V] as well, and since F[V] is normal,
it follows that f € F[V]NF(V)¢ = F[V]°.

To show that F[V]9 c F[V] is an integral ring extension, consider an element
f € F[V] and the polynomial

oy = [[(X — gf) e FIVIIX]. (2)

geG

The coefficients of @, are the elementary symmetric functions (up to sign) evaluated
at (gf)gec» and hence, they are in F[V]°. Thus f is a root of a monic polynomial
with coefficients in F[V1°.

2. For i € [1, n], we consider the polynomials @,,(X) (cf. (2)), and denote by
A C F[V]¢ C F[V] the F-algebra generated by the coefficients of Dy, ..., D, . By
definition, A is a finitely generated F-algebra, and hence, a noetherian domain. Since
X1, ..., X, areintegral over A, F[V] = A[xy, ..., x,,] is afinitely generated (and hence
noetherian) A-module. Therefore, the A-submodule F[V]¢ is a finitely generated A-
module, and hence, a finitely generated F-algebra.

3.By 1. and 2., F[V]€ is a normal noetherian domain, and hence a Krull domain
by Theorem 2.1.2. Since F[V]¢ C F[V] is an integral ring extension, the Theo-
rem of Cohen—Seidenberg implies that their Krull dimensions coincide, and hence
dim(F[V]%) = dim(F[V]) = dimp(V).

The algebra F[V] is graded in the standard way (namely, deg(x;) =--- =
deg(x,) = 1), and the subalgebra F[V]¢ is generated by homogeneous elements.
For [F-subspaces S, T C F[V] we write ST for the F-subspace in F[V'] spanned by
all the products st (s € S, t € T), and write Sk = §...S (with k factors). The factor
algebra of F[V] by the ideal generated by ]F[V]SE is usually called the algebra of
coinvariants. It inherits the grading of IF[ V] and is finite dimensional.

Definition 4.2 Letk € N.

1. Let Bi(G, V) be the top degree of the factor space IE"[V]E/(F[V]?F)"“, where
F[V1¢ is the maximal ideal of F[V ]¢ spanned by the positive degree homogeneous
elements. We call
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B (G) = sup{B(G, W) : W is a G-module over [}

the kth Noether number of G.
2. Letb(G, V) denote the top degree of the factor algebra F[V]/(F[V1)*F[ V] and
set
bi(G) = sup{br(G, W) : W is a G-module over [F}.

In the special case k = 1 we set
B(G, V) = p1(G, V), B(G) = Bi1(G), b(G, V) =bi(G, V), and b(G) = b1 (G),

and B(G) is the Noether number of G. If {f1, ..., f»} and {hy, ..., h;} are two min-
imal homogeneous generating sets of F[V Y, then m = [ and, after renumbering if
necessary, deg(f;) = deg(h;) for all i € [1, m] [61, Proposition 6.19]. Therefore by
the Graded Nakayama Lemma [61, Proposition 8.31] we have

B(G, V) = max{deg(f;): i € [1, m]},

where {f1, ..., f} is a minimal homogeneous generating set of F[V]C. Again by the
Graded Nakayama Lemma, b(G, V) is the maximal degree of a generator in aminimal
system of homogeneous generators of F[V] as an F[V]°-module. If char(F) { |G,
then by [11, Corollary 3.2] we have

Bi(G) =b(G)+1 and B(G,V) <b(G,V)+1, (3)

where the second inequality can be strict. If G is abelian, then B (G, V) and by (G, V)
will be interpreted as kth Davenport constants (see Proposition 4.7).

The regular G-module Vi, has a basis {e, : g € G} labeled by the group elements,
and the group action is given by g - e, = ey, for g, h € G. More conceptually, one can
identify Vi, with the space of F-valued functions on G, on which G acts linearly via
the action induced by the left multiplication action of G on itself. In this interpretation,
the basis element e, is the characteristic function of the set {g} C G. It was proved in
[73] that, if char(IF) = 0, then B(G) = B(G, Vie). If I is algebraically closed, each
irreducible G-module occurs in Vi, as a direct summand with multiplicity equal to
its dimension.

Theorem 4.3 1. [fchar(F) 1 |G|, then B(G) < |G|.
2. Ifchar(F) | |G|, then B(G) = oo.

Proof 1. The case char(F) = 0 was proved by E. Noether [63] in 1916, and her
argument works as well when the characteristic of I is greater than |G|. The general
case was shown independently by P. Fleischmann [25] and J. Fogarty [28] (see also
[62, Theorem 2.3.3] and [56]. For 2. see [70].

Bounding the Noether number has always been an objective of invariant theory
(for recent surveys we refer to [60, 81]; degree bounds are discussed in [10, 17, 26,
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54, 78]; see [ 16] for algorithmic aspects). Moreover, the main motivation to introduce
the kth Noether numbers B, (G) [11-13] was to bound the ordinary Noether number
B(G) via structural reduction (see Sect.5.1).

4.2 The Divisor Theory of Invariant Rings

Let G € GL(V) and x € Hom(G, F*). Then
F[VI* ={f e F[V]: g-f = x(g)f forall g € G}
denotes the space of relative invariants of weight x, and we set

FIVIe™ = ) FIvIox
x€Hom(G,F*)

Clearly, we have F[V]¢ c F[V]9™ c F[V], and to simplify notation, we set
H = (FIVIO\{0Drea, D = FIVI“\{0Drea, and E = F[VI\{ODrea-

Since F[V] is a factorial domain with F*® as its set of units, E = .7 (P) is the free
abelian monoid generated by P = {F*f: f € F[V]is irreducible}. The action of G
on F[V] is via F-algebra automorphisms, so it induces a permutation action of G
on E and P. Denote by P/G the set of G-orbits in P. We shall identify P/G with
a subset of E as follows: assign to the G-orbit {f}, ..., f.} the element f| ...f, € E
(here fi, ..., f, € P are distinct).

We say that a nonidentity element g € G C GL(V) is a pseudoreflection if a
hyperplane in V is fixed pointwise by g, and g is not unipotent (this latter condition
holds automatically if char (IF) does not divide |G|, since then a nonidentity unipotent
transformation cannot have finite order). We denote by Hom’(G, F*) < Hom(G, F*)
the subgroup of the character group consisting of the characters that contain all
pseudoreflections in their kernels. For each p € P, choose a representative p € F[V]
in the associate class p = F*p. We have X(F[V]) = {pF[V]: p € P} because F[V]
is factorial. We set V; = V,,: Q(F[V]*) = F(V)* — Z, and for a subset X C F(V)
we write V,(X) = inf{v,(f): f € X\{0}}. The ramification index of the prime ideal
PF[V] over F[V1C is e(p) = v,(F[VIN F[V]1°). The ramification index e(p) can
be expressed in terms of the inertia subgroup

I,={geG:g-f—fepF[V] forall feF[V]}.
Since V* is a G-stable subspace in F[V], the inertia subgroup /, acts trivially on

V*/(V* N pF[V]). On the other hand I, acts faithfully on V*. So if I, is nontriv-
ial, then V* NpF[V] # 0, implying p € V*. Clearly I, must act trivially on the
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hyperplane ¥ (p) = {v € V: p(v) = 0}, and hence acts via multiplication by a char-
acter 8, € Hom(/,, F*) on the one-dimensional factor space V/ 7 (p). So ker(8,) is
a normal subgroup of /, (necessarily unipotent hence trivial if char(F) { |G|) and
I, = ker(8,)Z decomposes as a semi-direct product of ker(8,) and a cyclic subgroup
Z consisting of pseudoreflections fixing pointwise ¥ (p). So Z = I,/ ker(8,,) is iso-
morphic to a finite subgroup of [F°.

The next Lemma 4.4 is extracted from Nakajima’s paper [58].

Lemma 4.4

1. We have the equality e(p) = |Z|.
2. V,(F[V]9%) < e(p) for all x € Hom(G, F*).
3. V,(F[V]9%) = 0 for all x € Hom’(G, F*).

Proof 1. By [59, 9.6, Proposition (i)], we have that e(p) = Vv, (pF[V] NF[VIP),
the ramification index of the prime ideal pIF[V'] over the subring of I,-invariants.
Thus, if 1, is trivial, then e(p) = 1, and of course |Z| = 1. If I, is nontrivial, then
as it was explained above, p is a linear form, which is a relative I,-invariant with
weight 8;1 ,hence p¥#! is an I,-invariant, implying v, pF[V] N F[V]") < |Z|. On the
other hand F[V ] is contained in F[V]%, and the algebra of invariants of the cyclic
group Z fixing pointwise the hyperplane 7 (p) is generated by p'! and a subspace of
V* complementary to Fp. Thus v, pF[VINF[V]?) > v, pF[VINF[V]%) = |Z],
implying in turn that e(p) = |Z|.

2.Takeanh € F[V]¢ withe(p) = v, (h). Note thatv, (h) = v, (h) and v, (F[V] %)
= p(]F[V]G*X) holds forallg € G - p, since F[V]% % is a G-stable subset in F[V]. Set
S = {é:f e F[V], teF[V]®\pF[V]}. This is a G-stable subring in q(F[V]) con-
taining F[V]. Consider $* = SN q(F[V])*, where qF[V])* = {s € q(F[V]): g -
s = x(g)s forall g € G}. Then v,(§*) = Vq(IF[V]G*X) for all g € G - p, since for
any denominator ¢ of an element f; of § we have v, () = 0. Now suppose that
contrary to our statement we have e(p) < vp(]F[V]G’X), and hence v, (h) < v,(5%)
for all ¢ € G - p. In particular this means that F[V]9* # {0}. Then v,(h~'S*) > 0
holds for all ¢ € G - p. Now S is a Krull domain with X(S) = {¢S: ¢ € G - p}, thus
h=18% C § (see the discussion after Theorem 2.1), implying that SX C AS. Clearly
hS N S* = hS*, so we conclude in turn that S* C ASX. Iterating this we deduce
{0} # S* C N%2,h"S, a contradiction.

3. It is well known that F[V]%% = {0} (see the proof of A4. below). Write v =
V,,(IF[V]G’X). Take f € F[V]9% with V,(f) = v, say f = p"h, where h € [F[V]. Note
that both f and p are relative invariants of ,, hence so is h. Therefore g - h € F*h,
and p |ppvy (g - A — h) for all g € I,, implying that & is an I,-invariant. Any x €
Hom?(G, F*) contains I, in its kernel (the unipotent normal subgroup ker(§,) of 1,
has nonon-trivial characters atall, and Z = I,/ ker(8,) consists of pseudoreflections).
Thus f is I-invariant as well. Therefore p is I,-invariant, so its weight 6, is trivial.
Consequently, the order |Z]| of §, in Hom(/,, IF*) divides v. We have e(p) = |Z]| by
1., and on the other hand v < e(p) by 2., forcing v = 0.
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For arelative invariant f, we denote by w(f) the weight of f. This induces a homo-
morphismw: D — Hom(G, [F*) assigning to[F*f € D the weight w(f) of the relative
invariant f. Clearly, w extends to a group homomorphism w: q(D) — Hom(G, F°).
The kernel of w consists of elements of the form (F*A)~'F*f, where f, h € F[V]¢*
for some character x. Now f/h belongs to F(V)©, which is the field of fractions
of F[V1Y, so there exist fi, hy € F[V]¢ with f/h = f, /h;, implying (F*h)~'F*f =
(F'hl)‘llF'fl € q(H). Thus ker(w) = q(H). Therefore, w induces a monomorphism
w: q(D)/q(H) — Hom(G, F°).

Theorem 4.5 Let G C GL(V), H = (F[V]°\{0)req, and D = (F[V %N\ {0}) eq.

1. The embeddings F[V]°\{0} < F[V]G*rel\{()} i) F[V]® are cofinal divisor

homomorphisms.

2. D is factorial, P/G C E is the set of prime elements in D, and € (¢) is a torsion
group.

3. The monoid Dy = {gcd,(X): X C H finite} C D is free abelian with basis
(¢°9: g € P/G)}, where e(q) = min{v,(h): g |[p h € H}, and the embedding
H — Dy is a divisor theory.

4. We have Dy = {f € D: w(f) € Hom®(G, F*)} and w lqDo)/qH) € [F[V]°) =
qDy)/q(H) — Hom’(G, F*) is an isomorphism.

Theorem 4.5 immediately implies the following corollary which can be found in
Benson’s book [4, Theorem 3.9.2] and which goes back to Nakajima [58] (see also
[27] for a discussion of this theorem).

Corollary 4.6 (Benson-Nakajima) The class group of F[V1° is isomorphic to
Hom’(G, F*), the subgroup of the character group consisting of the characters that
contain all pseudoreflections in their kernels.

Proof (of Theorem 4.5) 1. Since F[V]¢ =F(V)° NF[V], the embedding v o
¢: F[V]° — F[V] is a divisor homomorphism, and hence ¢ is a divisor homo-
morphism. Furthermore, if the quotient of two relative invariants lies in F[V'], then
it is a relative invariant whence v is a divisor homomorphism. In order to show that
the embeddings are cofinal, let0 # f € F[V]be given. Then f* = ngGgf e F[V]¢
and f | f*, so the embedding ¥ o ¢ is cofinal and hence ¢ and v are cofinal.

2. Suppose that {f}, ..., f,} C F[V] represents a G-orbit in P. Then g - (f; ...f.)
is a non-zero scalar multiple of f; ... f,, hence f; ...f, € F[V19 ™. This shows that
P/G C Eisinfact contained in D. Conversely, take an irreducible element F*f in the
monoid D (so f is a relative invariant). Take any irreducible divisor f; of f in F[V].
Since g - f € *f, the polynomial g - f] is also the divisor of f. Denoting by f1, .. ., f;
polynomials representing the G-orbit of F*f; in P, we conclude that f; . . . f, divides f
in F[V], hence F°f; . ..f, divides F°f in D as well, so F*f; .. .f, = F*f. This implies
that D is the submonoid of E = .% (P) generated by P/G.

In order to show that %’ (¢) is a torsion group, let f € D be given. We have to find
anm € Nsuchthatf™ € H. Clearly, this holds with m being the order in Hom(G, F*)
of the weight of the relative invariant corresponding to f.
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3. Since % (p) is a torsion group, Proposition 2.2 implies that the embedding
H < Dy is a divisor theory, and that Dy is free abelian with basis {¢°? : ¢ € P/G},
where e(q) = min{v,(h): q |p h € H} (note thatif g € P/G is the G-orbitof p € P,
then v, (1) = v, (h), where the latter is the exponent of p in h € E = .7 (P)).

4. It remains to prove the following three assertions.

Al. Dy ={f € D: w(f) € Hom"(G, F*)}.
A2. w(Dy) = Hom’(G, F*).
A3. w |q(D0)/q(H) : Q(D())/Q(H) — w(Dy) is an iSOHlOI‘phiSHl.

Proof of A1. Set D° = {f € D: w(f) € Hom®(G, F*)}. We show first Dy C D°. Let
x be a character of G, and assume that x (g) 7~ 1 for some pseudoreflection g € G.
Let f be a relative invariant with w(f) = x. Then for any v with gv = v we have
FfO) =f(g"v) = (g ) = x(g)f v), hence f(v) =0. So [ [rrvy f, where [ is a
nonzero linear form on V that vanishes on the reflecting hyperplane of g. Denot-
ing by I =1, ..., representatives of the G-orbit of F*/, we find that the rela-
tive invariant ¢ = [; ... [, divides f. Thus gcdp{f € D | w(f) = x} # 1. Now sup-
pose that for some F*k € Dy we have that w(k) does not belong to Hom’(G, F*).
By definition of Dy there exist Ay, ..., h, € D with gedpy(hy, ..., h,) =1 and
khy, ..., kh, € H.Clearly w(h;) = w(k)™' ¢ Hom®(G, F*), hence by the above con-
siderations gcd, (hy, ..., h,) # 1, a contradiction.

Next we show D° C Dy. Let d be an element in the monoid D°. By Lemma 4.4.3
for any prime divisor p € P of d there exists an &, € D such that w(h,) = w(d)™!
and p {g h,. Denote by m > 1 the order of w(d) in the group of characters. Clearly
d" € H and dh, € H. Moreover, gcdp(d",dh, :p € P, plgd)=d.

Proof of A2. The statement follows from A1, as soon as we show that F[V]%x £
0 for all x € Hom(G, F*). For any character x € Hom(G, F*) the group G =
G/ ker(x) is isomorphic to a cyclic subgroup of [F*, hence its order is not divisible by
char(IF). Moreover, G acts faithfully on the field 7 = F(V)*"0, with T¢ = F(V).
By the Normal Basis Theorem, T as a G-module over T is isomorphic to the regular
representation of G, hence contains the representation x as a summand with mul-
tiplicity 1. This shows in particular that 7¢ contains a relative invariant of weight
x. Multiplying this by an appropriate element of 7¢ NF[V] = F[V]® we get an
element of F[V]9%. So all characters of G occur as the weight of a relative invariant
in F[V].

Proof of A3. Since w: q(D)/q(H) — Hom(G, F*®) is a monomorphism, the
map W |qwmy)/qi) : ADo)/A(H) — w(q(Dy)) is an isomorphism. Note finally that
w(q(Do)) = qw(Dy)) = w(Dy).

As already mentioned, not only the class group but also the distribution of prime
divisors in the classes is crucial for the arithmetic of the domain. Moreover, the class
group together with the distribution of prime divisors in the classes are characteristic
(up to units) for the domain. For a precise formulation we need one more definition.

Let H be a Krull monoid, Hy.q < % (£?) a divisor theory, and let G be an abelian
group and () g be a family of cardinal numbers. We say that H has characteristic
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(G, (mg)4eq) if there is a group isomorphism @ : G — ¢'(H) such that m, = | &2 N
@(g)|. Two reduced Krull monoids are isomorphic if and only if they have the same
characteristic [40, Theorem 2.5.4]. We pose the following problem.

Problem 1 Let G be a finite group, I be a field, and V be a finite dimensional
F-vector space endowed with a linear action of G. Determine the characteristic of
F[V]C.

Let all assumptions be as in Problem 1 and suppose further that G acts trivially
on one variable. Then F[V]¢ is a polynomial ring in this variable and hence every
class contains a prime divisor by [29, Theorem 14.3].

4.3 The Abelian Case

Throughout this subsection, suppose that G is abelian, F is algebraically closed,
and char(F) 1 |G].

The assumption on algebraic closedness is not too restrictive, since for any field
IF the set F[V]¢ spans the ring of invariants over the algebraic closure F as a vector
space over F. The assumption on the characteristic guarantees that every G-module is
completely reducible (i.e., is the direct sum of irreducible G-modules). The dual space

V* has a basis {xi, ..., x,} consisting of G- e1genvectors whence g - x; = Xi( (g)x;
foralli e [1, n]/gvhere Xls -y Xn € Hom(G F*). We set G= Hom(G, F*), GV =
{x1,..., xn} C G,andnotethatG = G.Recall that acompletely reducible H-module

W (for a not necessarily abelian group H) is called multiplicity free if it is the direct
sum of pairwise non-isomorphic irreducible H-modules. In our case V is multiplicity
free if and only if the characters yi, ..., x, are pairwise distinct.

It was B. Schmid [73, Sect. 2] who first formulated a correspondence between a
minimal generating system of IF[V]¢ and minimal product-one sequences over the
character group (see also [24]). The next proposition describes in detail the structural
interplay. In particular, Proposition 4.7.2 shows that all (direct and inverse) results on
minimal zero-sum sequences over 6‘/ (see Sects. 3.3 and 3.4) carry over to o7 (MY).

Proposition 4£ LetM C Flxy, ..., x,] be the multiplicative monoid of monomials,
v M — Z(Gy) be the unique monoid homomorphism defined by v (x;) = x; for
alli € [1, n], and let MS C M denote the submonoid of G-invariant monomials.

1. F[V1C has M€ as an F-vector space basis, and F[V1° is minimally generated as
an F-algebra by o/ (M©).

2. The homomorphism ¥ : M — f(/G\V) and its restriction V| yo: M® — %(6‘/)

are degree-preserving transfer homomorphisms. Moreover, M© is a reduced

finitely generated Krull monoid, and o/ (M%) = ! (%(6”).

Y | po is an isomorphism if and only if V is a multiplicity free G-module.

4. B(G, V) =Dy (M%) = Di(Gy) and Br(G) = Di(G) forall k € N.

w
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Proof 1. Each monomial spans a G-stable subspace in F[V'], hence a polynomial is
G-invariant if and only if all its monomials are G-invariant, so M spans F[V]¢. The
elements of MY are linearly independent, therefore F[V]C can be identified with the
monoid algebra of M G over IF, which shows the second statement.

2.M and (?;V) are free abelian monoids and ¥ maps primes onto primes. Thus
VM- ZF (GV) is a surjective degree-preserving monoid homomorphismanditis a
transfer homomorphism. Letr: F (G) — Gbe the monoid homomorphism defined
by m(x) = x forall x € G. Then ker(m) = %(G). Taking into account that for a
monomial m € M G acts on the space Fm via the character (1 (m)), we conclude
that for a monomial m € M we have that m € MY if and only if ¥ (m) € 93(@\/).
This implies that the restriction ¥ | y¢ of the transfer homomorphism v is also a
transfer homomorphism. Therefore M is generated by .« (M) = ' (o (6V)).
Since &/ (av) is finite, and v has finite fibers, we conclude that the monoid M G is
finitely generated. Since M is factorial and F[V1°¢ c F[V] is saturated by Theorem
4.5, it follows that

MNagM® c MNFVINQEF[VI®) c MNF[V]® =Mm©

whence MS C M is saturated and thus M is a Krull monoid.

3. V is amultiplicity free G-module if and only if xy, ..., x, are pairwise distinct.
Since y: M — 3“(6‘/) maps the primes xi, . . ., x,, of M onto the primes x, ..., X»
of F (6V) ¥ is an isomorphism if and only if i, ..., x, are pairwise distinct.

4. Letk € N andMG MO\{1}. ThenMG\(MG)k+1 M(M©). Since 1 | o :
MC — B@Gy) is degree -preserving transfer homomorphism, Proposition 3.6.3
implies that D;(MS) = Di(Gy). Since F[V]C is spanned by MO, FIVIEH ! is
spanned by (Mf)k“. Therefore, the top degree of a homogeneous G-invariant not
contained in (IE"[V]E)"+1 coincides with the maximal degree of a monomial in
Mf_\(Mf)"Jrl = M (M%). Thus Bx(G, V) = Dy(M). For the kth Noether number
Br(G) we have

Bi(G) = sup{Br(G, W) : W is a G-module over F}
= sup{Dk(aw) : W is a G-module over F} = Dk(a)

o~

because for the regular representation Ve, we have EVmg =G.

Recalling the notation of Theorem 4.5, we have

H=F[V]I°\{0Drea and Do={ged(X): X C H finite} C D = (F[V]°™\{0})eq.
D

Furthermore, M C F[V] = F[xy, ..., x,] is the monoid of monomials, M® = M N
F[V]°, and we can view M as a submonoid of H and then M = M N H. Since
M C H is saturated, M = q(M) N H, and
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aM)/qMC) = qM)/qM NH) = qM)/(@Q(M) N q(H))
= q(M)q(H)/q(H) C q(D)/q(H),

we consider q(M)/q(M°) as a subset of q(D)/q(H).

Proposition 4.8 Let all notation be as above and set My = M N D

1. My C Dy is divisor closed whence My is free abelian, and </ (My) =M N
o (Do) = (x50, .., xetny,

2. We have e(x;) = min{k € N: Xik e(xlj#i})

3. Hom(p(G), F*) is generated by {xf(xl), coey XSO and ]F[x‘f(x‘), Rl
F[V19, where G, denotes the subgroup of p(G) generated by the pseudoreflec-
tions in p(G).

4. The embedding M® — M, is a divisor theory,

W lqoay)/qure) - € (M) = q(Mo)/q(M®) — Hom(p(G), F*)

is an isomorphism, and w(€ (MP)*) = {x°™, ..., xco).

Proof 1. If the product of two polynomials in F[V] has a single non-zero term,
then both polynomials must have only one non-zero term. Thus, if ab € M for some
a, b € D, then both a and b belong to M. Hence M C D is divisor closed implying
that My C Dy is divisor-closed. Therefore <7 (M) = M N <7 (Dy).

By Theorem 4.5.3, <7 (Dy) = {¢°?: q € </ (D)}. The divisor closedness of M
in D implies that if ¢°? € M, then g € M N ./ (D) = o/ (M) = {x1, ..., X,}. Thus
M N o/ (Dy) = (X, ... xeowy,

2. Fori € [1, n], we have

e(x;) =min{vy (h): x; |p h,h € H} = min{v,,(m): x; |p m,m € MG},

where the second equality holds because for all # € H we have V,,(h) = min

{Vy,(m): m ranges over the monomials of 4}. Note that a monomial m = []}_, x{"
lies in M€ if and only if []_, Xi[“"] is a product-one sequence over G if and only
i.f;(l.‘f')}z [Tz % - Thus min{v,, (m): x; [p m,m € M®} = minfk € N: x} € (x; |
Jj#1)}.

3. By Theorem 4.5.4, Hom’(p(G), F*) = w(Dy) and hence Hom’(p(G), F*)
is generated by w(</(Dy)). Thus by 1., it remains to show that (w(<7(Dy))) =
(w(e/ (My))). Since &7 (My) C o7 (Dy), it follows that (w(7 (Dy))) D (w( (My))).
To show the reverse inclusion, let a € o7 (Dy). For any monomial m occurring in a,
we have w(m) = w(a). By Theorem 4.5.4, Dy = {f € D: w(f) € Homo(,o(G), F*)}
whence m € M N Dy = My and clearly w(m) € (w(</(M))).

Recall that each monomial in F[V] spans a G-invariant subspace. Thus f € F[V]
is Gy-invariant if and only if all monomials of f are G-invariant. Furthermore, a
monomial m is G -invariant if and only if w(m) contains G in its kernel; equivalently
(by the characterization of Dy) m € M N Dy = M. Thus F[V]°" is generated by
a7 (M) and hence the assertion follows from 1.
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4. Since M C D, My C Dy and M® C H are divisor closed and since the embed-
ding H C Dy is a divisor theory (Theorem 4.5.4), M® < M, is a divisor homo-
morphism into a free abelian monoid. Let m € My. Then m € Dy and there is a
finite subset Y C H such thatm = gedp (V). Let X C Do N M = M be the set of all
monomials occurring in some y € Y. Then m = gedp, (X) = gedy,, (X), where the
last equality holds because My C Dy is divisor closed.

Restricting the isomorphism

W lqDo)/qH) € (FIV1°) = q(Do)/q(H) — Hom’(p(G), F*)
from Theorem 4.5, we obtain a monomorphism

W lgoay quee): €M) = d(Mo)/qM®) — Hom"(p(G), F*).
By 1. and 3., the image contains the generating set { xe(m, ey X200} of the group

Hom’ (p(G), F*) and hence the above monomorphism is an isomorphism. The last
statement follows from 1. by wW(€ (M%)*) = w(</ (My)).

Proposition 4.9 Let M C F[xy, ..., x,] be the multiplicative monoid of monomials,
and M® C M the submonoid of G-invariant monomials.

1. Every class of € (F[V1°) contains a prime divisor:
2. We have the following commutative diagram of monoid homomorphisms

H HB(6 (H)) - B(Hom"(p(G), F*))
BGy) w2
2 \MG
0>
MC B(EM)*)

where

e 0, and 0, are transfer homomorphisms of Krull monoids as given in Proposi-
tion 3.7.

e w) is the extension to the monoid of product-one sequences of the group
isomorphism W |qpy)/q) given in Theorem 4.5.4

e W, is the extension to the monoid of product-one sequences of the restriction
to € (MC)* of the group isomorphism w lqo) /qme) given in Proposition 4.8

e  is given in Proposition 4.7.

o v will be defined below (indeed, v is a transfer homomorphism as given in
Proposition 3.8).

3. If@v = G, then every class of € (M) contains a prime divisor.
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Proof 1. By Proposition 4.7.1, F[V ]9 is the monoid algebra of MY over F. Thus, by
[7, Theorem 8], every class of F[V]¢ contains a prime divisor.

2. In order to show that the diagram is commutative, we fix an m € MC. We
consider the divisor theory MY < M, from Proposition 4.8 and factorize m in M,
say m = [, (xf(x"))a’ where a, ..., a, € Ny. Since w(x{™) = x™ for all i €

[1, n], it follows that
(W2 0 62)(m) = (}{“)lal. ... (x)lal ¢ B(Hom® (p(G), F*)).

Next we view m as an element in H and consider the divisor theory H < Dj. Since
My C Dy is divisorclosed, m = [i_, (x{“")* is a factorization of m in Dy. Therefore
(w1 060))(m) = (w0 6)(m).

By definition of v, we infer that

Iﬁ(m) — Xl[e()ﬂ)al] R X'Ee(x,,)a,,]'

We define a partition of E;V = G U Gy, where G, = {x;: x; = x; for some distinct
i,j €[1,n]} and G; = Gy\G,. Let v: B(Gy) — BHom®(p(G), F*)) be defined
as in Proposition 3.8 (with respect to the partition Gy = G; W G,). By Proposition
4.8.2, e(x;) = 1 if x; € Gy, and e(x;) equals the number e(y;) in Proposition 3.8 if
Xxi € Gi. Therefore it follows that

v(y(m)) = (Xf(x]))[a'J ..... (X;(Xu))[a”]’

and hence the diagram commutes.

3. In a finite abelian group all elements are contained in the subgroup generated
by the other elements, with the only exception of the generator of a 2-element group.
Therefore unless G is the 2-element group and the non-trivial character occurs with
multiplicity one in the sequence xj « - - -« Xn- all the e(x;) = 1 by Proposition 4.8.3,
and the elements x; are all prime in My, so they represent all the divisor classes, as
i varies in [1, n]. In the missing case we have F[V]° = F[x, ..., x,_1, x2] (after a
renumbering of the variables if necessary), hence both class groups are trivial, and
x1 and x% are prime elements in the unique class.

Thus Proposition 4.9.1 gives a partial answer to Problem 1. Using that notation it
states that m, > 1 for all g € € (F[V]°).

Example 4.10 The set € (M)* may be a proper subset of €' (M), and consequently
the monoid homomorphism v : %(@;) — %(Homo(,o(G), [F*)) is not surjective in
general.

1. Indeed, let G be cyclic of order 3, g € G with ord(g) = 3, and the action on
F[xy, x2, x3]is given by g - x; = wx;, where w is a primitive cubic root of 1. Then x; =
X2 = X3 = X, 50 e(x1) = e(xz) = e(x3) = 1, implying W(€'(M®)*) = {x} (each of
the x; is a prime element in the class x), whereas W(€' (M%) = {x, x>, x> = 1},
the 3-element group. Thus Z(Gy) = {x¥: k € Ny}, and v(Z(Gy)) is the free
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abelian monoid .% ({x*}) generated by x> = 1 € G. The polynomials x> 4 x,x3 and
xf + x%x3 are irreducible, they are relative invariants of weight x2 and x>, so they
represent prime elements of Dy in the remaining classes x> and x3 = 1.

2. To provide an example with a multiplicity free module, let G be cyclic
of order 5, g € G with ord(g) = 5, and the action on F[xj, x;, x3] is given by
g X = wX|, §-X» = WXy, g - X3 = wx3, Where w is a primitive fifth root of 1.
Then setting x = x;, we have x» = x2, x3 = x> and W(% (M%) = (x) is the 5-
element group, so V is multiplicity free. Still we have e(x;) = e(x;) = e(x3) = 1,
so w(E(MS)*) = {x, x*, x>} (and x1, x,, x3 are the prime elements of M, in these
classes). The remaining classes x* and x> = 1 contain the prime elements of Dy
represented by x3 + x1x3 and x; + xx3.

4.4 A Monoid Associated with G-Modules

Throughout this subsection, suppose that char(F) 1 |G|.

In this subsection, we discuss a monoid associated with representations of not nec-
essarily abelian groups which in the case of abelian groups recovers the monoid of
G-invariant monomials. Decompose V into the direct sum of G-modules:

V=Vi®---0V, 4)

and denote by p;: G — GL(V;) the corresponding group homomorphisms. Then (4)
induces a decomposition of F[V] into multihomogeneous components as follows.
The coordinate ring F[V] is the symmetric algebra Sym(V*) = .2, Sym”"(V*).
Writing F[V], = Sym® (V]) ® ... ® Sym® (V) we have Sym"(V*) = ®y=n
F[V]4, and hence F[V] = @uen;F[V],. The summands F[V], are G-submodules
in F[V], and F[V],F[V], C F[V]wts, so F[V] is a Njj-graded algebra. Moreover,
F[V]C is spanned by its multihomogeneous components F[V]¢ = F[V]° N F[V],.
For f € F[V], we call a the multidegree of f. We are in the position to define

A(G, V) ={a € Nj: F[V]J # {0}} )

the set of multidegrees of multihomogeneous G-invariants. We give precise informa-
tion on A(G, V) in terms of quantities associated to the direct summands V; of V.
Fori € [1, r] denote by c¢; the greatest common divisor of the elements of A(G, V;),
and F; the Frobenius number of the numerical semigroup A(G, V;) C Ny, so F; is
the minimal positive integer N such that Z(G, V;) contains N + kc; for all k € Nj.

Proposition 4.11

1. #(G, V) C Ny is a reduced finitely generated C-monoid.
2. Foreachi € [1,r]and all a € N, satisfying a; > b(G, V;) + F; we have
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ae B(G,V) ifandonlyif cie;+ae B(G,V). (6)

3. Foreachi € [1, r] we have ¢; = |p;(G) NF*idy,|.

Proof 1. Take a, b € (G, V), so there exist non-zero f € IF[V]aG and h € ]F[V]f.
Now 0 # fh € IF[V]((;_,,, hence a + b € A(G, V). This shows that Z(G, V) is a
submonoid of Ny. Moreover, the multidegrees of a multihomogeneous F-algebra
generating system of F[V]¢ clearly generate the monoid %(G, V). Thus (G, V)
is finitely generated by Theorem 4.1.

To show that Z(G, V) is also a C-monoid, recall that by Proposition 2.6.3 a
finitely generated submonoid H of Nj is a C-monoid if and only if each standard
basis element ¢; € Nj has a multiple in 4. Now this condition holds for Z(G, V),
since by Theorem4.1.2F[V;]¢ C F[V]° contains ahomogeneous element of positive
degree for each i € [1, r].

2. By symmetry it is sufficient to verify (6) in the case i = 1. Suppose a €
(G, V), so there is a non-zero G-invariant f € Sym® (V) @ --- ® Sym® (V).
Decompose Sym*! (V) = @j W; into a direct sum of irreducible G-modules. This
gives a direct sum decomposition Sym* (V) ® --- ® Sym* (V) = @j(Wj ®
Sym®(Vy) ® - - - ® Sym® (V¥)). It follows that Sym® (V") contains an irreducible
G-module direct summand W such that W ® Sym®(V;) ® - - - ® Sym“ (V) con-
tains a non-zero G-invariant. By definition of (G, V|) we know that F[V;] is gen-
erated as an F[V;]% module by its homogeneous components of degree < b(G, V).
Therefore, there exists a d < b(G, V) such that the degree d homogeneous compo-
nent of F[V] contains a G-submodule U = W, and a; € d + %4(G, V). Now for
any homogeneous 4 € F[V;]° we have hU ® Sym®?(V)) ® --- ® Sym* (V¥)) C
F[V](+deg(hy.ar.....a,y contains a non-zero G-invariant, since it is isomorphic to
W @ Sym® (V) ® - - - ® Sym® (V). It follows that (k,az,...,a,) € B(G,V)
for all k € d + A(G, V}), in particular, for all k € {d + Fy,d + Fy +c¢1,d + F1 +
26‘1 e }

3.Leti € [1, r], and to simplify notation set W = V;, ¢ = ¢;, and ¢ = p;. Recall
that F[W]* = F[W]? for some finite subgroups A, B C GL(W) implies that A =
B. Indeed, the condition implies equality F(W)A = F(W)? of the corresponding
quotient fields, and so both A and B are the Galois groups of the field extension F(W)
over F(W)4 = F(W)Z, implying A = B. Now denote by Z C GL(W) the subgroup
of scalar transformations Z = {widy : @ = 1}, so Z is a central cyclic subgroup of
GL (W) of order c. Clearly every homogeneous element of F[ W] whose degree is a
multiple of ¢ is invariant under Z. It follows that FIW]° c F[W%, hence denoting by
G the subgroup ¢ (G)Z of GL(W), we have F[W1¢ = F[W]¢. It follows that ¢ (G) =
G,ie.Z C ¢(G), and so ¢ = |Z| divides the order of ¢ (G) N F*idy . Conversely, if
Aidy belongs to p(G), then every element of F[W]¢ must be invariant under the
scalar transformation Aidy, whence all homogeneous components of F[W]C have
degree divisible by the order of A, so the order of the cyclic group ¢ (G) N F*idy
must divide c.

In general Z(G, V) is not a Krull monoid. To provide an example, consider the
two-dimensional irreducible representation V' of the symmetric group Sz = Dg. Its

mdanna@dmi.unict.it



86 K. Cziszter et al.

ring of polynomial invariants is generated by an element of degree 2 and 3, hence
B(G, V) =(2,3) C (Ng, +), which is not Krull.

Proposition 4.12 For every k € N we have Dy (A(G, V)) < B (G, V).

Proof Let k € N. Take a € #(G, V) such that |a| > B¢(G, V). By (5) a multi-
homogeneous invariant f € F[V]¢ exists. As deg(f) = |al > B(G, V) it follows
that f = Zf]:l fi1 ... fixs1 for some non-zero multihomogeneous invariants f; ; of
positive degree. Denoting by a;; € Nj the multidegree of f;;, we have that a =
a1+ -+ a1, where0 # a;j € (G, V). This shows thatalla € Z(G, V) with
lal > Bx(G, V) factor into the product of more than k atoms, implying the desired
inequality.

Remarks 1.Let G be abelian and suppose that IF is algebraically closed. Then we may
take in (4) a decomposition of V into the direct sum of 1-dimensional submodules
and so V/*, is spanned by a variable x; as in Sect.4.3. Then F[V], is spanned by
the monomial x{" - - -x% and a € (G, V) holds if and only if the corresponding
monomial is G-invariant. So in this case Z(G, V) can be naturally identified with
MC and the transfer homomorphism v | 3¢ of Proposition 4.7 can be thought of as
a transfer homomorphism A(G, V) — ,%'(E;V), which is an isomorphism if V is
multiplicity free. However, this transfer homomorphism does not seem to have an
analogues for non-abelian G (i.e., the study of Z(G, V) can not be reduced to the
multiplicity free case), as it is shown by the example below.

2. The binary tetrahedral group G = A4 = SL;(IF3) of order 24 has a two-
dimensional complex irreducible representation V such that F[V]° is minimally
generated by elements of degree 6, 8, 12 (see for example [4, Appendix A]), hence
B(G,V)={0,6,8,12, 14,16, 18, ...}. On the other hand under this representa-
tion G is mapped into the special linear group of V, so on V @ V the function

. X
maping ((x1, x2), (1, y2)) — det xl Y1
2 Y2

implying that (1, 1) € #A(G, V @ V). This shows that the transfer homomorphism
T: N(z) — Ny, (a1, @) — a; + a, does not map A(G,V @ V) into B(G, V), as
(1,1)=2 ¢ B(G, V).

is a G-invariant of multidegree (1, 1),

Recall that the multigraded Hilbert series of F[V1° in r indeterminates 7 =
(Ty,...,T,) is

HEFVI®, T) =D dime(F[VI)T{" - T, and hence

aeNj
AB(G, V) ={a e Nj: thecoefficient of 7% in H(F[V1°, T)is nonzero }.
By this observation Proposition 4.12 can be used for finding lower bounds on the

Noether number B(G, V), thanks to the following classical result of Molien (see for
example [4, Theorem 2.5.2]):
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Proposition 4.13 Given a G-module V.=V, @ ... ® V, over C, let p;(g) € GL(V;)
be the linear transformation defining the action of g € G on V;. Then we have

1 ! 1
HC[VI®,T) = — )
(VI 1) |G|;Edet(id%_0i(g)'n)

Example 4.14 (see pp. 54-55 in [62]) Consider the alternating group As and its 3-
dimensional representation over C? as the group of symmetries of an icosahedron.
The Hilbert series then equals

1+77
(1—T2)(1 = TO(1 —T)

whence it is easily seen that (As, C*) = (2, 6, 10, 15) and consequently B(As) >
D(Z%(As, C*)) = 15. Note that this lower bound is stronger than what we could get
from B(G) > maxycg B(H), since B(H) < |H| < 12 for any proper subgroup H
OfAs.

5 Constants from Invariant Theory and Their
Counterparts in Arithmetic Combinatorics

In Sect.5.1 we compare known reduction lemmas for the Noether number with
reduction lemmas for the Davenport constants achieved in previous sections. We
demonstrate how to use them to determine the precise value of Noether numbers and
Davenport constants in new examples. In Sect. 5.2 we consider an invariant theoretic
analogue of the constant n(G) (for the definition of 1(G) see the discussions before
Proposition 2.8 and Lemma 3.1).

Throughout this section, suppose that char(F) 1 |G]|.

5.1 The Noether Number Versus the Davenport Constant

In the non-abelian case no structural connection (like Proposition 4.7) is known
between the G-invariant polynomials and the product-one sequences over G. Nev-
ertheless, a variety of features of the kth Noether numbers and the kth Davenport
constants are strikingly similar, and we offer a detailed comparison.

Recall that Si(G) =b(G)+1 ((3)) and that di(G)+ 1 < Di(G)
(Proposition 2.8.1).
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1. The inequalities

(@ Br(G) =kB(G) (b) d(G)+1=kd(G)+1) () Di(G) =kD(G)
(7

2. Reduction lemma for normal subgroups N < G:
(@) Br(G) < Bpun(N) (b) dk(G) < dg,w)+1(G/N) (®)
3. Reduction lemma for arbitrary subgroups H < G withindex [ = [G : H]:

(@) Br(G) < Bu(H) < 1B (H) (b) di(G) + 1 < I(d(H) + 1) (c) Di(G) < IDr(H)
)

4. Supra-additivity: for a normal subgroup N < G we have
(@) brir—1(G) = bi(N) + b,(G/N) if G/N is abelian (10)
(b) ditr—1(G) = di(N) +d,(G/N)
5. Monotonicity: for an arbitrary subgroup H < G we have
(@) Br(G) = B(H) (b)) di(G) = di(H) () Di(G) = De(H) (11)

6. Almost linearity in k: there are positive constants C, C’, C”, ko, k|, k; depending
only on G such that

(@) Be(G) = ko (G) + C for all k > ko if char(F) = 0 (b) di(G) = ke(G) + C’

12)
forall k > k), and (c) D¢(G) = ke(G) + C” forall k > k{
7. The following functions are nonincreasing in k:
(@) Br(G)/k if char(F) =0 (b) Di(G)/k (13)

The inequality (7) (a) is observed in [12], (b) is shown in Proposition 3.9.4,
whereas (c) is observed in the beginning of Sect.2.5.

For the proof of (8) (a) see [12, Lemma 1.5] and for part (b) see Proposition 3.9.2.
Note that the roles of N and G/N are swapped in the formulas (a) respectively (b),
but in the abelian case they amount to the same.

The first inequality in part (a) of (9) is proved in [12, Corollary 1.11] for cases
when (i) char(F) = 0 or char(F) > [G : H]; (ii) H is normal in G and char(F) {
[G : H]; (iii) char(IF) does not divide |G]. It is conjectured, however that it holds in
fact whenever char(F) 1 [G : H] (see [55]). By [11, Lemma 4.3], we have B (H) <
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1B, (H) for all positive integers k, [, implying the second inequality in part (a). Parts
(b) and (c) of (9) appear in Proposition 3.9 (3. and 5.).

Part (a) of (10) appears in [13, Theorem 4.3 and Remark 4.4] while part (b) is
proved in Proposition 3.9.1.

Parts (b) and (c) of (11) are immediate from the definitions, while part (a) fol-
lows from an argument of B. Schmid [73, Proposition 5.1] which also shows that
B (G, Indf,V) > Br(H, V) forall k > 1 (see [13, Lemma 4.1]).

Part (a) of (12) is proved in [11, Proposition 4.5] (the constant o (G) will be
discussed in Sect.5.2, and for (12) (b) and (c) we refer to Proposition 2.7.2 and
Proposition 2.8.2.

Part (a) of (13) is proved in [11, Sect.4] and for (13) (b) we refer to Proposi-
tion 2.7.3.

Furthermore, for a normal subgroup N < G we have

(@) B(G) = B(G/N)B(N) (b) D(G) =DW)D(G/N), (14

where in (b) we assume that N N G’ = {1}. Here part (a) is originally due to B.
Schmid [73, Lemma 3.1] and it is an immediate consequence of (7) (a) and (8) (a)
while part (b) is proven in [39, Theorem 3.3].

The above reduction lemmas on the Noether numbers are key tools in the proof
of the following theorem.

Theorem 5.1 Letk € N.

1. Br(Ag) =4k + 2 and ﬁ(A~4) = 12, where Ay is the alternating group of degree 4
and Ay is the binary tetrahedral group.

2. If G is a non-cyclic group with a cyclic subgroup of index two, then

2 if G = Dicyy, m > 1;

1 otherwise.

1
Br(G) = EIGIk + [

where Dicay, = (a, b : a® = 1,b* = a™, bab™" = a™ ') is the dicyclic group.

1
B(G) > 3 |G| ifand only if G has a cyclic subgroup of index at most two or

G is isomorphic to C3 ® C3, Co & C2 ® Ca, Ay or Ag

Proof For 1. see [12, Theorem 3.4 and Corollary 3.6], for 2. see [13, Theorem 10.3],
and 3. can be found in [12, Theorem 1.1].

It is worthwhile to compare Theorem 5.1.3 with the statement from [65] asserting
thatd(G) < % |G| unless G has a cyclic subgroup of index at most two. If G is abelian,
then Lemma 3.13 and Proposition 4.7 imply d(G) + 1 = 8(G) = D(G). Combining
Theorems 3.10 and 5.1 we obtain that all groups G having a cyclic subgroup of index
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at most two satisfy the inequality d(G) + 1 < B(G) < D(G). Moreover, for these
groups B(G) = d(G) + 1, except for the dicyclic groups, where 8(G) = d(G) + 2.
On the other hand, it was shown in [14] that for the Heisenberg group H,; of order
27 we have D(H»7) < B(Hyy).

Problem 2 Study the relationship between the invariants d(G), 8(G), and D(G).
In particular,

e Characterize the groups G satisfying d(G) + 1 < B(G).
e Characterize the groups G satisfying 8(G) < D(G).

In the following examples we demonstrate how the reduction results presented at
the beginning of this section do work. This allows us to determine Noether numbers
and Davenport constants of non-abelian groups, for which they were not known
before.

Example 5.2 Let p, g be primes such thatg | p — 1.

1. Consider the non-abelian semi-direct product G = C, x C,. A conjecture
attributed to Pawale [81] states that B(C, x C;) = p + g — 1 and many subsequent
research was done in this direction [12, 17]. Currently it is fully proved only for
the cases ¢ = 2 in [73] and g = 3 in [10] whereas for arbitrary ¢ we have only
upper bounds in [12], proved using known results related to the Olson constant of
the cyclic group of order p. Theorem 3.11.3 implies that d(G) + 1 =p + ¢ — 1 and
hence d(G) + 1 coincides with the conjectured value for 8(G).

2. In view of the great difficulties related to Pawale’s conjecture it is quite remark-
able that we can determine the exact value of the Noether number for the non-abelian
semi-direct product C,, x C,. Indeed, this group contains an index p subgroup iso-
morphic to C; & C,, hence B(Cyy X Cy) < B,(C, @ Cy) by (9). By Proposition 4.7
4. wehave 8,(C, ® C,) = D,(C, ® C,), and finally, D,(C, ® C,) = pq + g — 1 by
Theorem 3.14. Thus we have (C,, % C,;) < pq + g — 1. The reverse inequality also
holds, since B(C,, x C,) contains a normal subgroup N = C,, with G/N = C,, so
by (10) and (3) we have B(C,; x Cy) > B(Cpy) + B(Cy) — 1 = pg+ g — 1. So we
have B(Cyy X Cy) =pg+q — 1.

Next we determine the small Davenport constant of this group. Since C,, is a
normal subgroup and the corresponding factor group is C,, we have by Proposi-
tion 3.9.1 that d(C,; x C,) = d(Cpy) + d(C,) = p 4 g — 2. The reverse inequality
d(Cyy x Cy) < p+ g —2 follows from Theorem 3.11.4, since C,, x C, contains
also anormal subgroup N = C,, suchthat G/N = C, ® C,. Consequently, by Lemma
3.1.2.(a) we have

D(Cpy xCyp) =d(Cpg xCp) +1=pg+q—1.
Example 5.3 The symmetric group S4 has a normal subgroup N = C, @ C, such

that S4/N = Dg. We know that 8(Dg) = 4 (say by Theorem 5.1 2.). Thus by (8) and
Theorem 3.14 we have 8(S4) < Bgpn)(C2 ® C2) =Dy(C, B C) =2-4+1=09.
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Now let V be the standard 4-dimensional permutation representation of S4 and
sign : S4 — {Z£1} the sign character. It is not difficult to prove the algebra isomor-
phismF[V ® sign]S4 = ]F[V]fgm ) A4]F[V](S)‘£‘1d where Ay is the Vandermonde deter-
minant in 4 variables, F[V]3_ is the span of the even degree homogeneous compo-
nents of F[V]%, and ]F[V](S)‘C‘l . 18 the span of the odd degree homogeneous components
of F[V]%. Moreover, the algebra ]F[V]fgen ® AﬂF[V]ijM is easily seen to be mini-
mally generated by o5, (712, 0103, 04, 032, 0144, 03 A4, where o; is the ith elementary
symmetric polynomial. As aresult f(Ss, V ® sign) = deg(0344) =3+ (3) = 9.So0
we conclude that 8(S4) = 9 (and not 10, as it is claimed on p. 14 of [57]).

Example 5.4 Let G be the group generated by the complex Pauli matrices

01 0 —i 1 0

1 0)° i 0)° 0 —-1)°
This is a pseudoreflection group, hence the ring of invariants on V = C? is generated
by two elements, namely C[x, y]¢ = C[x* 4 y*, x*y?]. Moreover, b(G, V) is the sum
of the degrees of the generators minus dim (V') (again because G is a pseudoreflection
group, see [9]),s0b(G, V) = 6.Itfollows by (3) that B(G) = b(G) + 1 > b(G, V) +
1=17.

On the other hand, G is a non-abelian semi-direct product(Cs & C,) % C,. There-

fore G has a normal subgroup N such that N = G/N = C, & C; and thus

B(G) < Bpocy)(C2® C) =D3(Cr @ Cr) =T7.

So we conclude that 8(G) = 7.

5.2 The Constants o (G, V) and n(G, V)

Definition 5.5 1. Let o (G, V) denote the smallestd € Ny U {oo} such that F[V]¢
is a finitely generated module over a subring IF[f1, . . ., f,] such that max{deg(f;) : i
€ [1, r]} = d. We define o (G) = sup{o (G, W): W is a G-module}.

2. LetS C F[V]° be the F-subalgebra of F[V ] generated by its elements of degree

at most o (G, V). Then n(G, V) denotes the maximal degree of generators of
IF[V]E as an S-module.

One motivation to study o (G, V) and (G, V) is that by a straightforward induc-
tion argument [11, Sect.4] we have

Br(G, V) = (k — Do (G, V) +n(G, V).

By [11, Proposition 6.2], 0 (C, x C,) = p (this is also true in characteristic ¢, see
[18, Proposition 4.5]).
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If F is algebraically closed, then, by Hilbert’s Nullstellensatz, o (G, V) is the
smallest d such that there exist homogeneous invariants of degree at most d whose
common zero locus is the origin. It is shown in Lemmas 5.1, 5.4 and 5.6 of [11]
(some extensions to the modular case and for linear algebraic groups are given in
[18]) that

e 0(G) <o(G/N)a(N)ifN <G,
e 0(H)<0(G)<[G:Hlo(H)ifH < G;
e 0(G) = max{o (G, V): V is an irreducible G-module}.

Proposition 5.6 Let G be abelian.

1. 0(G) =exp(G) = e(G).
2. n(G) = sup{n(G, W): W is a G-module}.

Proof For 1.see[11, Corollary 5.3]. To prove 2.,let T € ﬁ(a) with |[T| = n(G) — 1
such that 7" has no product-one subsequence U with |U| € [1, e(G)]. Let V be the
regular representation of G, and denote by S the subalgebra of F[ V] generated by its
elements of degree at most 0 (G) = €(G). Now ¥ : M — & (6) is an isomorphism
(see the proof of Proposition 4.7.3.). Thus ¥~ !(T) € M is not divisible by a G-
invariant monomial of degree smaller than €(G). Since both S and F[ V] are spanned
by monomials, it follows that ¢ ~'(T) € M is not contained in the S-submodule of
IF[V]JGr generated by elements of degree less than deg(yr ‘/1\(T)). This shows that for
the regular representation V of G we have (G, V) > n(G).

On the other hand let W be an arbitrary G-module, and m € M a monomial with
deg(m) > n(G). Then 1 (m) has a product-one subsequence with length at most
e(G) = 0(G), hence m is divisible by a G-invariant monomial of length at most
o (G) (see the beginning of the proof of Proposition 4.7.2). This shows the inequality
n(G, W) < n(a). Taking into account the isomorphism G = G we are done.

For the state of the art on 1(G) (in the abelian case) we refer to [22, 23], [40,
Theorem 5.8.3]. Proposition 5.6 inspires the following problem.

Problem 3 Let G be a finite non-abelian group. Is sup{n(G, W): W is a G-module}
finite? Is it related to n(A(G)) (see Sects.2.5 and 3.1)?
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Ring and Semigroup Constructions

Marco D’Anna

Abstract In this paper we present a survey on some ring constructions, recently
introduced and studied, and we show how to produce some analogous semigroup
constructions. Moreover, we describe how to translate at semigroup level some ring
properties of these constructions; in particular, we will focus on the Gorenstein
property and to its semigroup counterpart, the symmetry.

MSC 20M14 - 13H10 - 13A30 - 14H20

1 Introduction

Let R be a commutative ring with unity and let M be an R-module; the idealization,
also called trivial extension, is a classical construction introduced by Nagata (see
[24, page 2], [20, Chap. VI, Sect.25] and [18]) that produces a new ring containing
an ideal isomorphic to M. Recently, D’ Anna and Fontana introduced the so-called
amalgamated duplication:

RxI={(r,r+i)|reR, icl)CRXR;

(see [8, 9], studied also in, e.g. [2, 10, 23]), that, starting with a ring R and an
ideal I, produces a new ring that, if M = I, has many properties coinciding with
the idealization. On the other hand, while the idealization is never reduced, the
duplication can be reduced, but is never an integral domain. Looking for a unified
approach to these two constructions, D’Anna and Re in [11] observed that it is
possible to present both of them as quotients of the Rees algebra modulo particular
ideals. This observation leaded to the joint paper by Barucci, D’ Anna, Strazzanti ([4]),
where the authors study a more general construction, that produces a ring which,

M. D’ Anna ()

Dipartimento di Matematica e Informatica, Universita di Catania, Viale A. Doria 6,
95125 Catania, Italy

e-mail: mdanna@dmi.unict.it

© Springer International Publishing Switzerland 2016 97
S. Chapman et al. (eds.), Multiplicative Ideal Theory and Factorization Theory,

Springer Proceedings in Mathematics & Statistics 170,

DOI 10.1007/978-3-319-38855-7_4

mdanna@dmi.unict.it



98 M. D’Anna

in some cases, is an integral domain. More precisely, given a monic polynomial
t> + at + b € R[t] and denoting with %, the Rees algebra associated to the ring R
with respect to the ideal I, i.e. Z = €, ., ["t", the authors define and study the
quotient ring

n>0

R |(I*(1? + at + b)),

where (I2(t> + at + b)) is the contraction to A, of the ideal generated by 2 +at+
b in R[t]. We will denote such ring by R(1)4.p.

Meanwhile D’ Anna, Finocchiaro and Fontana proposed another possible gener-
alization of the duplication: let R and U be commutative rings with unity, let J be
anideal of U and let f : R — U be a ring homomorphism. In this setting, we can
define the following subring of R x U:

Rx/J={r, fr)+j)|reRr, jel}

called the amalgamation of R with U along J with respect to f (see [13—15], studied
also in, e.g. [17, 29]). This construction is a generalization of the amalgamated
duplication and other classical constructions (such as the A + X B[X] construction,
the D + M construction) can be studied as particular cases of the amalgamation. On
the other hand, the amalgamation R x/ J is related to a construction proposed by
D.D. Anderson in [1] and motivated by a classical construction due to Dorroh [16],
concerning the embedding of a ring without identity in a ring with identity.

The level of generality chosen for the amalgamation is due to the fact that it
can be studied in the frame of pullback constructions. This point of view allows to
provide easily an ample description of the properties of R x/ J, in connection with
the properties of R, J and f.

For all these constructions, we can consider the particular cases when the ring
we are starting with is an algebroid branch (so it has an associated value semigroup,
which is a numerical semigroup). The rings obtained using the constructions cited
above are algebroid curves (or branches) whose associated semigroup can be obtained
with a corresponding semigroup construction, that can be defined independently by
the ring case. Two of these semigroup constructions are described in [8], in the case
of amalgamated duplication, and in [12], when the quotient of the Rees algebra is a
domain.

In this paper, after presenting in Sect. 1 a survey on the ring constructions cited
above, in Sect.2 we will focus on the semigroup constructions. In particular, after
presenting the definitions of semigroup duplication and numerical duplication we
will give the new definition of semigroup amalgamation; then we will see how these
semigroup constructions correspond to ring constructions if we start from an alge-
broid branch (Sect.3.1), providing the proofs of the new results (see Theorem 3.5
and Proposition 3.6). Finally, we will focus on the symmetry of the semigroups we
are dealing with, which is the counterpart of the Gorenstein property for rings (see,
for the semigroup amalgamation, Proposition 3.10).
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2 Survey on Ring Constructions

In this section we intend to present some algebraic properties of the rings obtained
with the ring constructions introduced above. First we will study the properties of
the elements in the family of quotients of the Rees algebra (obtaining also, as a by-
product, the corresponding results for the amalgamated duplication); then we will
investigate the same properties for the amalgamation.

Let R be acommutative ring with unity and / a proper ideal of R; the amalgamated
duplication (or simply duplication) of R with respect to [ is defined as Rx [ =
{(ry,r4+i)|reR, i el}CRxR;itis not difficult to see that RxI =R P [
endowed with the multiplication (r, i) (s, j) = (rs, rj + si + ij). On the other hand
the Nagata’s idealization, or simply idealization, of R with respect to an ideal / of
R, denoted by R x I (that could be defined for any R-module M) is defined as the
R-module R & I endowed with the multiplication (r, i)(s, j) = (rs, rj + si).

Let now ¢ be an indeterminate. The Rees algebra (also called Blow-up algebra)
associated to R and [ is defined as the following graded subring of R[¢]:

Ry =P 1"t" S RI1].

n>0

It is possible to prove that, if f(¢#) € R[t] is a monic polynomial of degree k > 0,
then f()R[t1NZ. = {f(t)g(t) : g(t) € I*'%.}. Denoting this ideal by (I* £ (1)),
itis clear that each element of the factor ring ., /(I* f (¢)) is represented by a unique
polynomial of Z, of degree < k.

Now if we choose particular polynomials of degree 2 we can obtain both the
idealization and the duplication:

Proposition 2.1 ([4, Proposition 1.4]) We have the following isomorphisms of rings:
(1) %v/(IPt) = Rx 1
(2) By)(T*t* =) =R I

The previous proposition makes natural to consider the family
R(Dap = %+ /(I (1 +at + b)),

where a,b € R. As R-module R(I),» = R @ I and the natural injection R —
R(I), 5 is a ring homomorphism; however, 0 @ I in general (if b # 0) is not an
ideal of R(I), 5, although this happens for both idealization and duplication.

We recall some relevant properties of the rings of the form R(/),  that do not
depend on the choice of the polynomial.

Proposition 2.2 ([4, Proposition 1.3]) The ring extensions R € R(I),, < R[t]/
(t* + at + b)) are both integral and the three rings have the same Krull dimension.
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Using the chain of inclusions R € R([),, C R[t]/(t2 + at + b) and the fact that
these extensions are integral, we can get information on Spec(R([),,,) with respect
to Spec(R).

Proposition 2.3 ([4, Proposition 1.9]) For each prime ideal P of R, there are at most
two prime ideals of R(I)4p, lying over P. Moreover, if t* + at + b is irreducible on
R/m for any maximal ideal m of R, then there is exactly one prime ideal of R(1)q.
lying over P.

Remark 2.4 (1) The primes of R[t]/(t*> + at + b) (and so also those of R(I),)
lying over P depend on the factorization of t> +at + b in Q(R/P)[t] (where
Q(R/P) denotes the field of fractions of R/P). For particular a and b, this
factorization may not depend on P. For example, in the case of the idealization,
the equality 1> = ¢ - ¢, implies that there is only one prime lying over P, both in
R[t]/(t?) and in the idealization. As for the case of the duplication, the equality
t> —t =t - (t — 1), implies that there are two primes in R[¢]/(¢> — t) lying over
P, namely (P, t) and (P, t — 1). Contracting these primes to the duplication we
get the same prime if and only if P O I (see, e.g. [9]).

(2) The proof of the previous proposition implies that a sufficient condition for
R(I),.» to be an integral domain is that R is an integral domain and t> + at + b
is irreducible in Q (R)[¢]. Under particular assumptions on R, it is possible to
prove the existence of such polynomials (see next Proposition2.7).

Proposition 2.5 ([4, Proposition 1.11]) The following conditions are equivalent:

(i) R is a Noetherian ring;
(ii) R(I)4p is a Noetherian ring for all a, b € R;
(iii) R(I),p is a Noetherian ring for some a, b € R.

Assume that R is local, with maximal ideal m. Then it is known that both R x I and
R x I are local with maximal ideals m @ I (in the first case under the isomorphism
Rx1I = R & I). More generally:

Proposition 2.6 ([4, Proposition2.1]) R is local if and only if R(I), is local. In
this case the maximal ideal of R(I)q.p is m @ I (as R-module).

It is also clear that, if (R, m) is local and if we denote by M the maximal ideal of
R(I)ap,thenk = R/m = R(I),p/M.

If R is a local Noetherian integral domain, we can always find integral domains
in the family of rings R({)4.p.

Proposition 2.7 ([4, Proposition 2.5 and Corollary 2.6]) Let R be a local Noetherian
integral domain with dim R > 1, let Q(R) be its field of fractions and let I C R be
an ideal. Then there exist infinitely many elements r € R such that R(I)y _, is an
integral domain.

For the local Noetherian case we are interested in studying the Cohen—Macaulay
(briefly CM) property and the Gorensteinness.
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Proposition 2.8 ([4, Proposition2.7]) Assume that R is a local ring. Then the fol-
lowing conditions are equivalent:

(i) Risa CM ring and I is a maximal CM R-module.
(ii) R(I)ap is a CM R-module.
(iii) R(I)qp is a CM ring.
(iv) R is a CM ring and each regular R-sequence of R is also an R(I), -regular
sequence.

Theorem 2.9 ([4, Theorem 3.2 and Corollary 3.3]) Let R be a local ring of dimension
d = 1 and let I be a proper ideal of R. Then, for every a, b € R, the ring R(I), is
Gorenstein if and only if R is a CM ring and I is a canonical ideal of R.

The previous theorem can be stated and proved in higher dimension (see [5]).
Notice also that this result is a generalization of analogous results given for idealiza-
tion and amalgamated duplication (see [8, 18, 26, 27]).

In the remaining part of this section, after showing why the rings of the form
R x/ J can be obtained as pullbacks, we will investigate for them the same algebraic
properties just presented above for the quotients of the Rees algebra.

Let f : R — U be a ring homomorphism and J an ideal of U. As stated in the
introduction, the amalgamation of R with U along J with respect to f is defined as
the following subring of R x U':

R/ J={r,fr)+j)|reRr, jel}.

We recall that, if« : R — C, B :U — C are ring homomorphisms, the subring
D:=oax,pB:={(r,u) e RxU|a(r)=pwu)} of R x U is called the pullback
(or fiber product) of « and B.

The fact that D is a pullback can also be described by saying that the triplet
(D, pr, py) is a solution of the universal problem of rendering commutative the

diagram built on « and 8

D -, R

p”l al
v c

where p, (respectively, p, ) is the restriction to o x . B of the projection of R x U.

Proposition 2.10 ([13, Proposition4.2]) Let f : R — U be a ring homomorphism
and J be anideal of U. If w : U — U/ J is the canonical projection and f := 7 o f,
then R/ J = f Xy T

It is possible to characterize those pullbacks that give rise to amalgamated alge-
bras. Recall that a ring homomorphism r : B — A is called a ring retraction if
there exists a ring homomorphism ¢ : A — B, such that r ot = idy4. In this situa-
tion, ¢ is necessarily injective, r is necessarily surjective, and A is called a retract
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of B. Now, if we consider the amalgamation, we have that R is a retract of R x/ J.
More precisely, p, : Rx/ J — R, (r, f(r) + j) > r,is aretraction, since the map
t:R— R/ J,r— (r, f(r)), is aring embedding such that p, o = idg.

Proposition 2.11 ([13, Proposition4.7]) Let R, U, C,«, B8, p,, p, be as in the
above definition of fiber product. Then, the following conditions are equivalent.

(i) pp o x.pB — Risaring retraction.
(ii) There exist an ideal J of U and a ring homomorphism f : R — U such that
ax.B=R x/J.

Let us give some straightforward consequences of the definition of amalgamated
algebra R x/ J.

Proposition 2.12 ([13, Proposition5.1]) Let R, U, J and f as above.

(1) The natural ring homomorphism defined by (r) := (r, f(r)), for allr € R is
an embedding, making R x/ J a ring extension of R.

(2) Let I be an ideal of R and set I x/J = {(, f@)y+jpliel,jeJ}). Then
I x/J isanideal of R x/ J and we have the following canonical isomorphism:

Rx/J _R
Ix/J I’

(3) Let  p,:Rx/J—R and p,:Rx'J—U be the natura
I projections of R/ J € R x U into R and U, respectively. Then p, is surjec-
tive and Ker(p,) = {0} x J, while p,(R x/J)= f(R)+ J and Ker(p,) =
F7) x {o).

(4) Lety : RS J — (f(R) + J)/J be the natural ring homomorphism, defined
by(r, f(r) + j) — f(r)+ J.Theny is surjective and Ker(y) = f~1(J) x J.
Thus, there exists a natural isomorphism

Rx/J ~ f(R+J
I xJ — J '

Itisclearthatif U = R and f = idg, we obtain the duplication. However with this
construction we can obtain rings with many different properties. For example, notice
that, in general, the embedding ¢ : R <— R x/ J, is not an integral extension; in
particular, the description of Spec(R x/ J) and of dim(R x/ J) is quite complicated
and we can obtain many different situations depending on the choice of R, U, J, and
f (for a complete study of this problem see [14]).

Let us see when the ring R x/ J is a domain or when it is reduced; the subring
f(R) 4+ J € U plays an important role.

Proposition 2.13 ([13, Proposition5.2]) With the notation of Proposition2.12,
assume J # {0}. Then, the following conditions are equivalent.

(i) Rw/ Jisan integral domain.
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(ii) f(R) + J is an integral domain and f~'(J) = {0}.

Inparticular, if U is an integral domain and f ' (J) = {0}, then R x/ J is an integral
domain.

Note that, if R x/ J is an integral domain, then R is also an integral domain, by
Proposition2.12(1).

Proposition 2.14 ([13, Proposition5.4]) We preserve the notation of
Proposition2.12. The following conditions are equivalent.

(i) Rw' Jisa reduced ring.
(ii) R is a reduced ring and Nilp(U) N J = {0}.

Notice that the previous proposition implies that the property of being reduced for
R x/ J is independent of the nature of f. Moreover, if R and f(R) + J are reduced
rings, then R »/ J is a reduced ring.

The next proposition provides an answer to the question of when R x/ J is a
Noetherian ring.

Proposition 2.15 ([13, Proposition 5.6]) The following conditions are equivalent.

(i) R~/ J isa Noetherian ring.
(ii) R and f(R) + J are Noetherian rings.

This result has a moderate interest because the Noetherianity of R x/ J is not
directly related to the data (i.e. R, U, f and J), but to the ring f (R) + J. Therefore,
in order to obtain more useful criteria for the Noetherianity of R x/ J, we specialize
Proposition2.15 in some relevant cases.

Proposition 2.16 ([13, Proposition5.7]) With the notation of Proposition2.12,
assume that at least one of the following conditions holds:

(1) J is a finitely generated R-module (with the structure naturally induced by f);
(2) J is a Noetherian R-module (with the structure naturally induced by f);

(3) f(R) + Jis Noetherian as R-module (with the structure naturally induced by f);
(4) f is a finite homomorphism.

Then R w/ J is Noetherian if and only if R is Noetherian.
In particular, if R is a Noetherian ring and U is a Noetherian R-module (e.g. if
f is a finite homomorphism), then R w/ J is a Noetherian ring for all ideals J of U.

We now concentrate on the local case.

Proposition 2.17 ([15, Corollary2.7]) R x/ J is a local ring if and only if R is a
local ring and J is contained in the Jacobson radical of U. In particular, if wis the
unique maximal ideal of R, then m/J is the unique maximal ideal of R =/ J.
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Assuming that R x/ J is local and Noetherian, it is possible to investigate when
R x/ J is a Cohen-Macaulay (briefly CM) ring or a Gorenstein ring. Throughout
the rest of this section we are assuming that R is Noetherian, local, with maximal
ideal m, that J is an ideal of U contained in its Jacobson radical and that J is finitely
generated as an R-module.

In this situation we know that the amalgamated algebra R x/ J is a Noetherian
local ring, with maximal ideal m /J. Moreover, the canonical mapt: R — RNx Iy
is a finite ring embedding, since J is finitely generated as an R-module, and thus
dim(R) = dim(R x/ J). Moreover Ann(R x/ J) = (0), hence the dimension of
R~/ J as R-module (or, equivalently, dim(R/Ann(R x/ J)), since Rx/ J is a
finite R-module) equals the Krull dimension of R x/ J.

Remark 2.18 ([15, Remark5.1]) We observe that, under the previous assumptions,
R x/ J is a CM ring if and only if it isa CM R-module if and only if J is a maximal
CM R-module.

In order to study when R x I J is a Gorenstein ring, we need to look at R endowed
with a natural structure of an R x/ J-module. The next proposition holds in general,
without assuming the additional hypotheses on R stated above.

Proposition 2.19 ([15, Proposition5.3]) Consider the natural map A : f~'(J) —
Hompg, (R, R xf J), where A(x) := Ay : R = R/ J isthe R x/ J-linear map
defined by ), (r) := (rx,0), foreachr € Randx € f~'(J). Then, A is an R-linear
embedding and A is surjective if and only if Ann ¢(g)4.;(J) = (0).

Now we are able to give a sufficient condition and a necessary condition for the
ring R x/ J to be Gorenstein.

Remark 2.20 ([15, Remark 5.4]) If R is a local Cohen—Macaulay ring, with maximal
ideal m, having a canonical module isomorphic (as an R-module) to J, then R x rr
is Gorenstein.

Proposition 2.21 ([15, Proposition 5.5]) Assume that R is a local Cohen—Macaulay
ring and that Ann ¢gy,.;(J) = (0). If R w/ J is Gorenstein, then R has a canonical
module isomorphic to f~'(J).

With extra assumptions on the ideal f~'(J) and on the ring f(R) + J, we can
obtain the following characterization of when R x/ J is Gorenstein as a consequence
of [25, Theorem4].

Proposition 2.22 ([15, Proposition5.7]) Assume that R is a CM ring, f(R) + J is
(S1) and equidimensional, J # 0 and that f~'(J) is a regular ideal of R. Then, the
following conditions are equivalent.

(i) R~/ J is Gorenstein.
(ii) f(R)+ J isa CM ring, J is a canonical module of f(R) + J and f’l(J) isa
canonical module of R.
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3 Semigroup Constructions

In this section we present three semigroup constructions and then we show how they
correspond to (particular cases of) the ring constructions presented in the previous
section.

We always start with a numerical semigroup S, that is a submonoid of N, such that
IN'\ §| < co. Wewill denote by .% = .% (S§) its Frobenius number, i.e. the maximum
integer not belonging to S.

What we obtain with the first and the third construction will be a subsemigroup
of N?. We will show that the result of these constructions will be a good subsemi-
group of N2, in the sense of [3] (where can be found the general definition of good
subsemigroups of N*). We specialize the definition for the case h = 2.

Definition 3.1 Let W C N? be a monoid; we say that W is a good semigroup if it
satisfies the following properties:

(1) Ife, B € W, then min(e, 8) = (min{cy, 81}, min{ay, B2}) € W.

) If e, B € W, o # B and o; = fB; for some i € {1, 2}, then there exists ¢ € W
such that &; > o; = B; and ¢; = min{«;, B;} for j #i.

(3) There exists § € N? such that W D § + N2,

These properties are always satisfied by value semigroups of algebroid curves and
are a consequence of the properties of discrete valuations (see [3]).

The first construction we present was introduced in [8] and, starting with a numer-
ical semigroup S, it produces a subsemigroup of N2, Let E C S be a semigroup ideal
(i.e. E € S such that e + s € E, for every e € E and s € S). Notice that we have
IN'\ E| < oo and, denoting by .#(E) the maximum integer not belonging to E
(called Frobenius number of E), ¥ (E) > .

We define the semigroup duplication (or simply duplication) S x E € N? of §
with respect to E as the following subset of N2:

o citheru =veS
(u,v)eS X E+— eoru<v,uek,vel
eorv<u,vekE, ues.
It is easy to see that § x E is a semigroup. Moreover it is a good semigroup. This
fact can be checked directly or it can be deduced from the fact that S x E is the
value semigroup of an algebroid curve with two branches, as it will be shown in the
next subsection (see Theorem3.3). An alternative definition is the following: if we
set D = {(s,s) : s € S}, then
SXE=DU(E x EYU{min(e,B): ¢ € D, B € E X E}

(it is not difficult to check the equivalence of the two definitions).
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In the next subsection we will see that the semigroup duplication corresponds to
the amalgamated duplication, when the ring R we are starting with is an algebroid
branch.

IfS=(3,57 =1{0,3,5 —}and E = (6) + S = {6, 9, 11, —}, the semigroup
S X E is depicted in Fig. 1 (where the elements of D U (E x E) are marked as dots,
while the elements obtained taking the minimums are depicted with circles).

The second construction we describe is the so-called numerical duplication (intro-
duced and studied in [12]; see also [28]).

Let E C Sbeanidealof S.Weset2-S§S :={2s: s € Stand2-E :={2t:t € E}
(notice2 - S #2S =S+ Sand2-E #2FE = E + E).Leth € S be an odd integer.
Then we define the numerical duplication, S xPE, of S with respect to E and b as
the following subset of N:

SX’E=2-SU@Q-E+b).

Itis straightforward to check that S x?E is anumerical semigroup. Infact 0 =2 -0 €
S x?E; moreover, since .Z (E) > .7 (S), every integer n > 2.% (E) + b belongs to
S ” E; finally, the conditions b € S and E ideal of S immediately imply that S x”E
is closed with respect to the sum.

We will see that this construction correspond to the domain case (for algebroid
branches) in the family of quotients of the Rees algebra.

£tS=(3,57 ={0,3,5 —}and E = (6) + S ={6,9, 11, —}, choosing b =
3, we get the following numerical semigroup

Sx*E = {0,6, 10,12, 14, 15, 16, 18, 20, 21,22, 24, —}.
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Finally, we present a new construction that will correspond to the amalgama-
tion. Let § and T be two numerical semigroups and let g : S — T be a semigroup
homomorphism. It is easy to see that g has to be the multiplication by a positive
integer ¢ such that cs € T, for every s € S. Let E be an ideal of T'; then we set
D = {(s,cs) : s € S} and we define the amalgamation of S with T along E with
respect to g the following subset of N

Sx$E=DU (g "(E) x E)yU{min(et, B) : « € D, B € (g (E) x E)}.

In order to check that it is a good subsemigroup of N, it would be necessary a case
by case argument; otherwise, this fact can be deduced from the fact that Sx8 E is the
value semigroup of an algebroid curve with two branches, as it will be shown in the
next subsection.

Notice that the projections of S}8E are S and g(S) U E; this last one is itself a
numerical semigroup, as it is easy to check.

IfSs=(2,3=1{0,2,3,—-}, T=(3,4={0,3,4,6,—>}and E=3)+T =
{3,6,7,9, —}, then, if we choose g as the multiplication by 2, g~ '(E) = (3) +
S = {3,5, —} and the semigroup S x¢ E is depicted in Fig.2 (where the elements
of DU (g7 (E) x E) are marked as dots, while the elements obtained taking the
minimums are depicted with circles).

In order to better handle the elements of S x¢ E we will need a lemma, that gives
a description of its elements analogue to the first definition of duplication.

Lemma 3.2 Let (s, 1) € S X (g(S)U E), witht # cs. Then (s, t) € Sx8 E if and
only if one of the following condition holds:

(1) if t <cs,thent € E;
(2) if t > cs, thens € g’l(E) and, eithert € E, ort = c§, for some s € S, § > s.

Proof Let (s,1) € S8 E. If (s,1) € g~ (E) x E, then it is clear that one of the
two conditions is satisfied. If (s, #) is obtained as a minimum, then, either (s, t) =
min((s, cs), (s', 1)) (with (s, cs) € D and (s, t) € g~'(E) x E) and we get the first
condition, or (s, 1) = min((s, t), (5, c5)) (with (5, c5) € D and (s', 1) € g~ '(E) x
E) and we get the second condition.

Conversely, if one of the two conditions is satisfied, it is easy to check that either
(s,1) € g '(E) x E or it is obtained as a minimum of an element of D and one of
g W(E) x E.

3.1 Algebroid Branches

In this subsection we apply the ring constructions described in the first section to
curve singularities and we show how, taking the corresponding value semigroups,
we get the semigroup constructions defined in this section.
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Following Zariski’s terminology (see e.g. [30]), by an algebroid curve (with &
branches) we mean a one-dimensional reduced ring of the form

R =k[[x1,....,x,]l/(PrO -0 Pp),
where xi, ..., x, are indeterminates over the field k (that we assume to be alge-
braically closed and of characteristic 0) and Pj, ..., P, are prime ideals of height

n—1in k[[xy, ..., x,]]. The ring R; = k[[xy, ..., x,]]/P; is the i-th algebroid
branch of the curve. If we consider the completion (with respect to the topology
induced by its maximal ideal) of the local ring at a singular point (that we can
assume to be the origin) of an algebraic curve over an algebraically closed field, we
get an algebroid curve.

Under these hypotheses the quotient field of R; (i = 1, ..., h is isomorphic to the
field of formal Laurent series k((#;)) and its integral closure is isomorphic to k[[#;]]
and it is a finite R; module. The total ring of fractions of R is Q(R) = k((#;)) X

- X k((ty)) and the integral closure of R in Q(R) is R=ZK[[n]] x -+ x k[[1:]]
(cf. [3]). Let v; be the usual valuation on k((z;)), i.e. the order of a series; hence,
looking at any element r € Q(R) as an element of k((#1)) X --- X k((#;)), we define
v(r) = (i(ry), ..., vp(rp)). If we set v(R) :={v(r): r € R, r ¢ Z(R)} (where
Z(R) is the set of the zero divisors of R) we get a good subsemigroup of N” (cf.
[3]). More generally, if / is a regular fractional ideal of R (i.e. / contains a non zero
divisor of Q(R)) we define its value set as v(I) :={v(i): i €I, i ¢ Z(Q(R))}
(where Z(Q(R)) is the set of the zero divisors of Q(R)). If R is an algebroid branch
(i.e. h = 1), S = v(R) is a numerical semigroup.

A particular case of algebroid branches is given by the semigroup rings of the form
R =k[[t* : s € S]] (where S is a numerical semigroup). In this case the correspon-
dence between ring properties and semigroup properties is more strict than the general
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case. For example, if E is a semigroup ideal, the monomial ideal I = (¢ : e € E)
is an ideal of R such that v(/) = E.

In order to consider the value of any element of R we can define v; (0) = oo, with
the following conventions: m < oo andm + oo = 0o, for every integer m. With these
assumptions, the value semigroup of an algebroid curve with two branches will be a
subsemigroup W of (N U {oo})? and the same properties of Definition 3.1 hold, with
the obvious generalizations if one component of the elements &, 8 € W equals oo.

Now consider an algebroid branch R and a regular ideal /. If we consider the ring
R x 1, it is again a one-dimensional reduced local ring. More precisely we have:

Theorem 3.3 ([8, Theorem4.1, Corollary 4.2, Proposition4.5]) Let R be an alge-
broid branch and let I # (0) be a proper ideal of R. Then R % I is an algebroid
curve with 2 branches both isomorphic to R. Moreover the value semigroup of R x I
isv(RXI)=v(R)xv(I).

In particular, since for every numerical semigroup S and every ideal E C S we can
find an algebroid branch R (e.g. the numerical semigroup ring) such that v(R) = §
and an ideal I C R such that v(/) = E, we get that the construction S x E always
produces a good subsemigroup of N2,

Starting again from an algebroid branch R, we consider now R(I), —,, choosing
r in such a way that R(I)o _, is an integral domain.

Theorem 3.4 ([4, Theorem3.6]) Let R be an algebroid branch and let I # (0) be a
properideal of R; letr € R, suchthatb = v(r) is odd. Then R(I)o,—, is an algebroid
branch and its value semigroup is v(R) x2v(1).

Finally, we consider the case of amalgamation. Let R = k[[xy, ..., x,]]/P and
U =k[[y1, ..., yull/Q be algebroid branches and f : R — U be an homomor-
phism. Let J # (0) be aproperideal of U. In this case, since R and U are both integral
domains, it follows immediately, by Proposition2.13 that R x/ J is reduced. More-
over, since they are both local we also get by Proposition2.17, that R x/ J is local.
Consider now R as subring of k[[#]] and U as subring of k[[u«]]; let g(u) be the image
of any non-zero element in R; then k[[g(u)]] C f(R) C f(R)+J C U C k[[ull;
since the inclusion k[[g(u#)]] C k[[«]] is finite, then also the inclusion f(R) C U is
finite. Hence, in particular, by Proposition2.16, R x/ J is Noetherian; moreover, J
is a finite generated R-module, hence dim(R x/ J) = dim(R) = 1.

Theorem 3.5 Under the assumptions stated above, R x/ J is an algebroid curve
with two branches.

Proof By the discussion above we know that R x/ J is one-dimensional, local,
Noetherian and reduced. So it is enough to show that it can be presented as a quotient
of a power series ring over k, modulo the intersection of two prime ideals of co-
height 1.

Let ¢ : k[[x1, ..., x,]] — k[[t]] be the composition of the homomorphisms
k[[x1,...,x,]] — Rand R < R = k[[t]].
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Analogously, let ¢, : k[[y1, ..., ym]] —> k[[u]] be the composition of the homo-
morphisms k[[y;, ..., yu]] — U and U — U = k[[u]].

Let g; = f(x;) (fori =1,...,n) be the images of x; in U and let {l_zj D j=
1,...,r} be aminimal set of generators of J as R-module, with g; and /; elements
of k[[y1, - .., yml]. If we identify R with its image in k[[#]] and f (R) and J with their
images in k[[u]], respectively, then f(R) = k[[¢2(81), - - ., 2(gn)]], since, if F € R,
with F € k[[xi, .. xn] then f(¢i(F)) = f(F) = F(g2(81), ..., ¢2(gx)), and
J = f(R)pa(hy) + -+ f(R)py(h,)as f(R)-module. Let zy, ..., z, be new inde-
terminates and deﬁne the following homomorphisms:

‘(p] : k[[x17"'axn7zla”'azr]] — E
X — o)

Zj — 0

WZ: k[[x1»~--axn»zla~~-azr]] — ﬁ
Xi > (&)

z; > @(hj)

We have that Imy; = R and, since J is an ideal of U, Imy, = f(R) 4+ J (in
fact, if F € k[[x1,...,Xn, 21, ..., 2-]], we can write uniquely F = Fy + F,, where
Fi € k[[xy, ..., x,]] and F, contains only terms in which some z; appears; by defin-
ition we obtain: V2 (F1) = Fi($2(g1), ..., ¥2(g,)) = f(F1) € f(R) and ¥ (F>) €
W2 (z1)s ..o, Y2(2r)) = (@2(hy), ..., ¢2(h,)) C J; the other inclusion is trivial). In
particular, both the ideals Keri; are prime ideals of co-height 1. Now define the
following homomorphism:

Q2 k[[xX1, . X0, 215 .-, 2-]] — RxU
F(xi, oo Xn, 215000, 20) > (1 (F), 2(F))

We have that Ker$2 = Keryr; N Keryr, and, therefore,
Im22 = k[[xy, ..., X0, 21, ..., 2-]]/Ker§2

is an algebroid curve with 2 branches. Hence to conclude the proof we need to show
that R/ J = Im§2.

Since Rx/ J ={(r, f(r)+j | r € R, j € J}, as sub-R-module of R x U C
RxU, itis generated by (1, 1), (0, ¢2(h1)), ..., (0, @2(h;)); hence R x/ J C Img2.

Conversely, we know that Im£2 C Imi/; x Imwz (R x f(R)+ J);let(r,s) €
R x (f(R) + J) be an element of Im£2; hence there exists F € k[[xy, ..., X,
Z1, ..., 2-]1] such that ¥; (F) = r and ¥, (F) = s. We need to show thats — f(r) €
J; as above, we write uniquely F = F| + F,, where F; € k[[x1,...,x,]] and F>
contains only terms in which some z; appears. By definition we obtain: ¥ (F;) =
¢1(F1), ¥1(F,) = 0 and, as above,
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Va(F1) = Fi(ga(g1), .-, ¥2(gn) = f(F1) = f(pi(F1))

and Y2 (F2) € (Y2(y1), - ... 2 (yr)) = (@2(1), ..., @2(hy)) S J.
Itfollowsthats — f(r) = Yo(F) — f(Y1(F)) = ¥2(F1) + ¥2(F2) — f(¥1(F1)
= fl@i(F) + ¥ (F2) — f(@1(F1)) = ¥2(F) € J, thatis Im2 € R/ J.

Proposition 3.6 Let R =k[[t*: s € S|, U=k[[u': teT]land J = (u®: e €
E); assume that cs € T, for all s € S and let f : R —> U be the homomorphism
defined by f(F(t)) = F(u®). Then v(R x/ J) = Sx8 E, where g:S—> Tisthe
multiplication by c.

In particular, the construction S X8 E always produces a good subsemigroup of

N2,

Proof Let v| be the usual discrete valuation on k((¢)) and v, be the usual discrete
valuation on k(()). Let (r, f(r) + j) € Rx/ J and set vi(r) = a and v»(j) = b €
E. Ifvy(f(r)) =ca < b, thenv(r, f(r)+ j) = (a,ca) € SXSE.

If vo(f(r)) = ca > b, then v(r, f(r) + j) = (a, b). By Lemma3.2 we need to
check condition (1). If a ¢ g~'(E), picka’ € S, a’ > a, such that ca’ is bigger than
Z(E). Hence a’ € g~'(E) and condition (1) of Lemma3.2 is satisfied.

Finally, we consider the case ca = b. If v,(f(r) + j) = ca there is nothing to
prove. So assume that d = v, (f(r) + j) > ca. Again by Lemma3.2, to show that
(a,d) € S »® E weneed to check condition (2). Since ca = b,a € g~ (E);ifd ¢ E,
then the expression of f(r) + j as a power series in u has, as summand of lower
order, a monomial appearing in f (r); therefore its order has to be of the formd = ca,
with a < a € S; hence condition (2) of Lemma 3.2 is satisfied and we have proved
the inclusion v(R x/ J) € S xS E.

To prove the reverse inclusion we use again Lemma3.2. Consider an element
(a,b) € S8 E.If b = ca then (a, b) = v(t*, f (%)) = v(t*, u°*).If b # ca, one of
the two conditions of the lemma are satisfied.

In the first case b < ca; then (a, b) = v(t¢, f(t%) + u®) = v(t?, u® + uc®).

In the second case, b > ca and a € g’l(E), i.e. ca € E or equivalently u* € J;
this implies that (1%, 0) € da.If b € E, thenu® € J, (0,u”) € R~/ J and (a, b) =
v((t%,0) + (0, u?)) € v(Rx/ J).

Otherwise, if b = ca, forsome d > a, (t%, u?) € Rx/ J and (a, b) = v((t%, 0) +
%, ub) e R/ J.

The proof is complete.

3.2 Symmetry

In this subsection we study the symmetry of the semigroups obtained with the three
constructions previously described. One possible strategy is to study the Goren-
steinnes of the corresponding algebroid curve (or branch), while the other is to prove
it directly.
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As a matter of fact, let us recall that, if R is an algebroid curve, it is a one-
dimensional reduced ring, then it is CM. Moreover, since R is a local complete
reduced ring, by [19, Satz6.21], R always has a canonical module wg which can be
identified with a fractional ideal in Q(R); moreover, since the invertible fractional
ideals of R are principal, by [19, Satz2.8], we have that, if wg is a canonical ideal of
R, for each nonzero divisor z € Q, zwg is a canonical ideal and, if wg and w}, are
two canonical ideals of R, then there exists a non-zero divisor z € Q(R) such that
wg = zw}. In particular, we can always assume that wgz C R or, when it is needed,
that R C wg € R.

For a numerical semigroup S, with Frobenius number .%, if s € S, then F — s ¢
S. When the converse is true, that is

XES— F —x¢8,

the semigroup S is said to be symmetric; by [22] the Gorenstein algebroid branches
are characterized as those algebroid branches that have a symmetric value semigroup.
Moreover, if we set K(S) :={x € Z: f(S) —x ¢ S} (notice that K(S) = § if and
only if § is symmetric), then it is proved in [21, Satz 5] that a fractional ideal I of R,
such that R € I C R, is a canonical module for R if and only if v(I) = K (S). More
generally, a canonical ideal of S is an ideal of the form x + K (S) (where x € N)
and a proper ideal of R is a canonical ideal of R if and only if its value set v([) is a
canonical ideal of v(R). Both these results can be generalized to the case of algebroid
curves with more than one branch, giving proper definitions of symmetric semigroup
and of K (S) (see [6, 7]).

As for the first two constructions, since the rings R % I and R(/)o,_, are members
of the same family of quotients of the Rees algebra, by Theorem 2.9, it is enough to
prove the Gorensteinness of one of them. In the second case (that is for the algebroid
branch R([)g,—,), this is equivalent to the fact that v(R) xbv(1) is symmetric.

The symmetry for numerical duplication has been characterized in [12]:

Proposition 3.7 ([12, Proposition 3.1]) The numerical semigroup S XPE is symmet-
ric if and only if E is a canonical ideal of S.

The next corollaries are now straightforward.

Corollary 3.8 [4, Corollary3.3] The rings R(I), , are Gorenstein if and only if 1
is a canonical ideal of R. In particular, this statement holds for the amalgamated
duplication.

Corollary 3.9 The subsemigroup S ®E of N? is symmetric if and only if E is a
canonical ideal of S.

We finish the paper studying the symmetry for the amalgamation S x¢E. Using
Propositions 2.22 and 3.6, we get immediately the following characterization.
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Proposition 3.10 The semigroup S & E is symmetric if and only if g7\ (E) is a
canonical ideal of S and E is a canonical ideal of g(S) U E.

The previous proposition can be proved also directly. Since in this paper we defined
the semigroup amalgamation S x¢ E independently by the ring amalgamation, for
the sake of completeness we give also the numerical proof.

Recall that g : S — T is the multiplication by ¢ and that g(S) U E is a subsemi-
group of 7. We need also to recall the definition and a characterization of symmetry
for good subsemigroups of N2.

Let W € N? be a good semigroup; let § = §(W) be the minimum element of
N? such that W D § + N? and define y = & — (1, 1). We also set A(a) = {(«a1, b) :
b > a} U{(a,ar) : a > ar}. Then W is said to be symmetric if

aeEW = Ay —a)NW =0

(it is clear that the vector y plays the role of the Frobenius number). Let W, and W,
be the two projections of W; we have that W is symmetric if and only if

(Win{0,1,....6 — 1} +1{b <b: (61,D) € W}
+IWoN{0,1,...,8 — 1} +1{a <81 : (a,d) e W}
=81+ 6
(for more details see [6, 7]).
We also recall that, for an ideal E of a numerical semigroup S, we have the
inequality |{e € E : e < #(E)}| <IN\ S| and that the equality holds if and only if

E is a canonical ideal of S (see [12]).
Now we can give the proof of Proposition 3.10.

Proof Set W = S x8 E; we know that W, = S and W, = g(S) U E. Moreover § =
(W) =(F (g UE)+1,.Z(E)+1).
Then W is symmetric if and only if
ISN{0, 1, ..., Z(g " (E)N}+
b <F(E)+1: (F(g YE)) +1,b) € W}|+
(g(SYUE)N{0,1,..., F(E)}+
fa <F (@ Y E)+1: (a, FE)+1) e W} =
F(g(E)+ 1+ .ZE)+1.

By definition of S x¢ E, we have

b < Z(E)+1: (F(g(E)+1,b)eW}|=|{becE: b<.F(E)+1}|
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Ha < Z(g " (E)+1: (a, F(E)+1) e W}
=laeg (E):a<Z(g (E)+ 1}

It follows that

and

ISN{0,...., F(g " (ENH+Ha < F(g " (E)+1:(a, F(E)+1) e W}

=1SN{0,1,...., F(@ "EN}+faecg (E):a < F(g(E)) + 1}
<ISN{0,1,..., Z(g " (EN} +IN\ S| = ZF(g (E) +1

the equality holds if and only if g~!(E) is a canonical ideal of S.

Analogously,

and

I(g(SYUE)NAO, ..., F(E)}+
b < F(E)+1:(F(g (E)+1,b) e W}| < F(E) + 1

the equality holds if and only if E is a canonical ideal of g(S) U E.

Now the thesis follows immediately.

References

(o]

10.

11.

12.

. D.D. Anderson, Commutative rings, in Multiplicative Ideal Theory in Commutative Algebra:

A Tribute to the Work of Robert Gilmer, ed. by J. Brewer, S. Glaz, W. Heinzer, B. Olberding
(Springer, New York, 2006), pp. 1-20

. A. Bagheri, M. Salimi, E. Tavasoli, S. Yassemi, A construction of quasi-Gorenstein rings. J.

Algebra Appl. 11(1) (2012). doi:10.1142/50219498811005361

. V. Barucci, M. D’ Anna, R. Froberg, Analytically unramified one-dimensional semilocal rings

and their value semigroups. J. Pure Appl. Algebra 147, 215-254 (2000)

. V. Barucci, M. D’Anna, F. Strazzanti, A family of quotients of the Rees algebra. Commun.

Algebra 43(1), 130142 (2015)

. V. Barucci, M. D’ Anna, F. Strazzanti, Gorenstein and almost Gorenstein property for a family

of quotients of the Rees algebra, preprint

. A. Campillo, F. Delgado, K. Kiyek, Gorenstein property and symmetry for one-dimensional

local Cohen-Macaulay rings. Manuscripta Math. 83, 405-423 (1994)

. M. D’Anna, The canonical module of a one-dimensional reduced local ring. Commun. Alg.

25, 2939-2965 (1997)

. M. D’Anna, A construction of Gorenstein rings. J. Algebra 306(2), 507-519 (2006)
. M. D’Anna, M. Fontana, An amalgamated duplication of aring along an ideal: basic properties.

J. Algebra Appl. 6(3), 443-459 (2007)

M. D’Anna, M. Fontana, The amalgamated duplication of a ring along a multiplicative-
canonical ideal. Arkiv Mat. 45, 241-252 (2007)

M. D’Anna, R. Re, On the amalgamated duplication of a curve singularity along an ideal,
private communication

M. D’Anna, F. Strazzanti, The numerical duplication of a numerical semigroup. Semigroup
forum 87, 149-160 (2013)

mdanna@dmi.unict.it


http://dx.doi.org/10.1142/s0219498811005361

Ring and Semigroup Constructions 115

13.

14.

15.

16.
17.

18.

19.

20.
21.

22.

23.

24.
25.

26.

27.

28.

29.

30.

M. D’Anna, C.A. Finocchiaro, M. Fontana, Amalgamated algebras along an ideal, in Commu-
tative Algebra and Applications, ed. by M. Fontana, S. Kabbaj, O. Olberding, I. Swanson (de
Gruyter, Berlin, 2009)

M. D’ Anna, C.A. Finocchiaro, M. Fontana, Properties of chains of prime ideals in an amalga-
mated algebra along an ideal. J. Pure Appl. Algebra 214, 1633-1641 (2010)

M. D’Anna, C.A. Finocchiaro, M. Fontana, New algebraic properties of an amalgamated
algebra along an ideal, to appear on Commun. Algebra

J.L. Dorroh, Concerning adjunctions to algebras. Bull. Am. Math. Soc. 38, 85-88 (1932)

C. Finocchiaro, Priifer-like conditions on an amalgamated algebra along an ideal. Houst. J.
Math. 40(1), 63-79 (2013)

R. Fossum, Commutative extensions by canonical modules are Gorenstein rings. Proc. Am.
Math. Soc. 40, 395-400 (1973)

J. Herzog, E. Kunz, Kanonische Modul eines Cohen-Macaulay Rings, vol. 238, Lecture Notes
in Mathematics (Springer, Berlin, 1971)

J. Huckaba, Commutative Rings with Zero Divisors (M. Dekker, New York, 1988)

J. Jager, Langeberechnungen und kanonische Ideale in eindimensionalen Ringen. Arch. Math.
29, 504-512 (1977)

E. Kunz, The value-semigroup of a one-dimensional Gorenstein ring. Proc. Am. Math. Soc.
25, 748-751 (1970)

H.R. Maimani, S. Yassemi, Zero-divisor graphs of amalgamated duplication of a ring along an
ideal. J. Pure Appl. Algebra 212, 168-174 (2008)

M. Nagata, Local Rings (Interscience, New York, 1962)

T. Ogoma, Fiber products of Noetherian rings. Adv. Stud. Pure Math. 11, 173-182 (1987).
Commutative Algebra and Combinatorics, ed. by M. Nagata, H. Matsumura

I. Reiten, The converse of a theorem of Sharp on Gorenstein modules. Proc. Am. Math. Soc.
32, 417-420 (1972)

J. Shapiro, On a construction of Gorenstein rings proposed by M. D’Anna. J. Algebra 323,
1155-1158 (2010)

F. Strazzanti, One half of almost symmetric numerical semigroups, to appear on Semigroup
Forum

J. Wook Lim, D.Y. Oh, S-Noetherian properties on amalgamated algebras along an ideal. J.
Pure Appl. Algebra 218(6), 10751080 (2014)

O. Zariski, Studies in equisingularity. Am. J. Math. 87, 507-536 (1965)

mdanna@dmi.unict.it



New Distinguished Classes of Spectral
Spaces: A Survey

Carmelo A. Finocchiaro, Marco Fontana and Dario Spirito
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118 C.A. Finocchiaro et al.

1 Introduction and Preliminaries

Let X be a topological space. According to [35], X is called a spectral space if there
exists aring R such that Spec(R), with the Zariski topology, is homeomorphic to X.
Spectral spaces can be characterized in a purely topological way: a topological space
X is spectral if and only if X is T (this means that for every pair of distinct points of
X, at least one of them has an open neighborhood not containing the other), quasi-
compact, admits a basis of quasi-compact open subspaces that is closed under finite
intersections, and every irreducible closed subspace C of X has a (unique) generic
point (i.e., there exists one point x¢c € C such that C coincides with the closure of
this point) [35, Proposition 4].

In the present survey paper, we present several new classes of spectral spaces
occurring naturally in multiplicative ideal theory. Before doing this, we introduce,
for convenience of the reader, some background material.

1.1 Semistar Operations

Let D be an integral domain with quotient field K. Let F (D) [respectively, F(D);
f(D)] be the set of all nonzero D-submodules of K [respectively, nonzero fractional
ideals; nonzero finitely generated fractional ideals] of D (thus, f(D) € F(D) C
F(D)). - -

A semistar operation on D is a map x: F(D) — F(D), E — E*, such that,
forevery z € K, z # 0, and for every E, F € F(D), the following properties hold:
(*x1) E C E*; (x2) E C F implies E* C F*; (x3) (E*)* = E*; (x4) ZE)* =z-E™.
If D = D*, then the map *|(p) : F(D) — F (D) is called a star operation on D.

Semistar operations were introduced by Okabe and Matsuda in 1994 [46] (although
this kind of operations were considered by J. Huckaba in 1988, in the setting of rings
with zero divisors [38, Sect. 20]), producing a more general and flexible concept than
the earlier notion of a star operations which in turn were defined by Krull [40-42]
and used, among others, by Gilmer [32, Sect. 32].

A star operation, in Krull’s original terminology, was called “prime operation”
(Strich-Operation or '-Operation, in German [40, 41]). The notion of semiprime
operation and the relation with that of semistar operation has been investigated in [14]
(see also [51]). Semiprime operations include various examples of specific closures,
used mainly in the Noetherian setting, the most important of which is probably tight
closure, originally defined in [36]. (See [13] for a survey on closure operations.)
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1.2 Riemann—Zariski Spaces

Let K be a field and let A be any subring of K. Let Zar(K|A) denote the set of all
the valuation domains of K that contain A as a subring. In the special case where
A := D is an integral domain with quotient field K, we simply set

Zar(D) := Zzar(K|D) = {V | V is a valuation domain overring of D}.

O. Zariski [52] introduced a topological structure on the set Z := Zar(K|A) by
taking, as a basis for the open sets, the subsets By :={V € Z | V D A[F]}, for F
varying in the family of all finite subsets of K (see also [53, Chap. VI, Sect. 17, p.
110]). This topology is called the Zariski topology on Z and the set Z, equipped with
this topology (denoted also by Z?#3%), is usually called the Riemann—Zariski space
of K|A (sometimes also called abstract Riemann surface or generalized Riemann
manifold of K|A).

In 1944, Zariski [52] proved a general result that implies the quasi-compactness of
Z#3*  and later it was proven that Z*2* is a spectral space, in the sense of M. Hochster
[35] (for the case of the space Zar (D) see [12, Theorem 4.1]). More precisely, in
[11, Theorem 2] (respectively, in [17, Corollary 3.4]) the authors provide explicitly
aring Rp (respectively, Rk 4) having the property that Spec(Rp) (respectively,
Spec(Rkg|4))is canonically homeomorphic to Zar (D) (respectively, to Zar (K|A)),
both endowed with the Zariski topology (see also [37]).

Recently in [21] the Zariski topology on Zar (D) was explicitly extended on the
larger space Overr(D) of all overrings of D, by taking, as a basis of open sets the
collection of the sets of the type Overr(D[F]), for F varying in the family of all
finite subsets of K (see also [53, p. 115]). Clearly, in this way, Zaxr(D) becomes a
subspace of Overr (D).

1.3 The Inverse Topology on a Spectral Space

Let X be a topological space and let Y be any subset of X. We denote by C1(Y)
the closure of Y in the topological space X. Recall that the topology on X induces a
natural preorder <y on X (simply denoted by <, if no confusion can arise), defined
by settingx <x yify € C1({x}).Itis straightforward that <y is a partial order if and
only if X is a T space (e.g., this holds when X is spectral). The set Y9°" := {x € X |
y € C1({x}), for some y € Y}iscalled closure under generizations of Y. Similarly,
using the opposite order, the set Y*P := {x € X | x € C1({y}), forsome y € Y} is
called closure under specializations of Y. We say that Y is closed under generizations
(respectively, closed under specializations)if Y = Y 9" (respectively, Y = Y *P). For
two elements x, y in a spectral space X, we have:

x=y & {FFCHIET o P2
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120 C.A. Finocchiaro et al.

Suppose that X is a spectral space; then, X can be endowed with another topology,
introduced by Hochster [35, Proposition 8], whose basis of closed sets is the collection
of all the quasi-compact open subspaces of X. This topology is called the inverse
topology on X . For a subset Y of X, let C1™™V(Y) be the closure of Y, in the inverse
topology of X; we denote by X*"V the set X, equipped with the inverse topology.
The name given to this new topology is due to the fact that, given x,y € X, x €
c1i®v({y}) if and only if y € C1({x}), i.e., the partial order induced by the inverse
topology is the opposite order of the partial order induced by the given spectral
topology [35, Proposition 8].
By definition, for any subset Y of X, we have

Cc1i™v(Y) = ﬂ{U | U open and quasi-compactin X, U D Y}.

In particular, keeping in mind that the inverse topology reverses the order of the given
spectral topology, it follows [35, Proposition 8] that the closure under generizations
{x}9°" of a singleton is closed in the inverse topology of X, since

{x}9°" = c1™V({x}) = ﬂ{U | U C X quasi-compact and open, x € U}.

On the other hand, it is trivial, by the definition, that the closure under specializations
of a singleton {x}°P is closed in the given topology of X, since {x}°® = C1({x}).

2 Ultrafilter Topology and Spectral Spaces

The characterization of spectral spaces given in [35, Proposition 4] is often not easy
to handle. In particular, it might be arduous to verify that a space is spectral using
direct arguments involving irreducible closed subspaces.

The main result of the present section (Theorem 2.8) provides a criterion for
deciding when a topological space is spectral, based on the use of ultrafilters. To
introduce this statement, we need some basic and preliminary results on various
topological structures that can be considered on the prime spectrum of a ring.

It is well known that the prime spectrum of a commutative ring endowed with
the Zariski topology is always Ty, but almost never T, nor T (it is T, or Hausdorff
only in the zero-dimensional case, cf. for instance [45, Théoreme 1.3]). Thus, in the
general case, it is natural to look for a Hausdorff topology 7 on Spec(R) such that
the following properties are satisfied at the same time:

e 7 is finer than the Zariski topology;
e (Spec(R), T) is compact (i.e., quasi-compact and T,, using the terminology of

[33D).

A classical answer to the previous question is given in [33, (7.2.11)], even in the
more general setting of the underlying topological space of a scheme, by considering
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New Distinguished Classes of Spectral Spaces: A Survey 121

the constructible topology (see [10], [4, Chap. 3, Exercises 27, 28 and 30]) or the
patch topology [35].

As in [49], we introduce the constructible topology by a Kuratowski closure ope-
rator: if X is a spectral space, we set, for each subset Y of X,

c1eems(Y):={UU(X\V) | U and Vopen and quasi-compact in X,
UUX\V)DY}.

We denote by X°°"° the set X, equipped with the constructible topology. For
Noetherian spectral spaces, the clopen subsets of the constructible topology are pre-
cisely the constructible subsets after C. Chevalley [10], i.e., the finite unions of locally
closed subspaces. It is straightforward that the constructible topology is a refinement
of the given topology (it is the coarsest topology on X for which the quasi-compact
open subspaces are clopen) and it is always Hausdorff. Finally, by [17, Remark 2.2],
we have C117V(Y) = (C1°°$(Y))?e™. It follows that each closed set in the inverse
topology is closed under generizations and, from [17, Proposition 2.6], that a quasi-
compact subspace Y of X closed for generizations is inverse closed. On the other
hand, the closure of a subset Y in the given topology of X, C1(Y), coincides with
(C1e°m8(Y))®P [17, Remark 2.2].

In the following result we collect some well-known classical properties of
Spec(R), equipped with the constructible topology.

Theorem 2.1 (cf. [4, Chap.3, Exercises 27, 28 and 30], [26, Proposition 5],
[45, Théoreme 2.2], [47, Proposition 5] and [48]) Let R be a ring. We denote
by Spec(R)*3" (respectively, Spec(R)°°") the set Spec(R), endowed with the
Zariski topology (respectively, the constructible topology). The following properties
hold.

(1) Spec(R)°°" is compact, Hausdorf{f and totally disconnected (and, by definition,
the topology is finer than the Zariski topology).

(2) Spec(R)°°™ = Spec(R)??" if and only if R is zero-dimensional.

(3) Assume that Spec(R)?*®" is a Noetherian space. Then, a subset of Spec(R) is
clopen in Spec(R)°°"® if and only if it is constructible, according to Chevalley
(see [9, 10] and [33, (2.3.11) and (2.4.1)]) (i.e., it is a finite union of locally
closed subsets of Spec(R)*3").

(4) Let {Xy | f € R} be a collection of algebraically independent indeterminates
over R, let I be the ideal of the polynomial ring R[{Xy | f € R}] generated
by the set {fZXf - f ]‘X%r — Xy | f € R}, and consider the ring T(R) :=
R[{X, | f € R}1/1. Then, the following statements hold.

(4.a) T(R) is absolutely flat (or, von Neumann regular, i.e., for each a € T(R)
there exists x € T(R) such that ax®> = a), called the absolutely flat cover of
R.

(4.b) The canonical embedding v : R — T(R) is an epimorphism in the category
of rings. Furthermore,  is an isomorphism if and only if R is absolutely flat.
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122 C.A. Finocchiaro et al.

(4.c) The canonical continuous map *: Spec(T(R))**" — Spec(R)®",
induced by i, is an homeomorphism. In particular, the topological space
Spec(R)c°"S is spectral.

In [26] a new description of Spec(R)“°"® is presented, by using a new tool:
convergence by ultrafilters.

For the reader’s convenience, we recall now some basic facts about ultrafilters
(for further properties see, for example, [43]). Let X be a nonempty set. A nonempty
collection % of nonempty subsets of X is called an ultrafilter on X if the following
axioms hold:

o IfY, Zc%,thenYNZcY%.
elfYeandY CZCX,thenZ e .
e IfY C XtheneitherY € ZZ or X\Y € %.

It is easy to see that, for each x € X, the collection %, :={Y C X | x € Y}isan
ultrafilter on X, called the trivial (or principal) ultrafilter generated by x . Every finite
set admits only trivial ultrafilters. The existence of nontrivial ultrafilters on infinite
sets is guaranteed by the Axiom of Choice. Precisely, it is proved under ZFC that, if
JF is anonempty collection of subsets of X with the finite intersection property, then
there exists an ultrafilter %/ on X such that 7 € %.

Now, let R be a ring, let ¥ be a nonempty subset of Spec(R) and let 7 be an
ultrafilter on Y. Foreach f € R weset V(f) := {P € Spec(R) | f € P}.Itiseasy
to show that the set Py 9, := Py :={f € R | V(f) NY € %} is aprime ideal of R
[8, Lemma 2.4], called the ultrafilter limit point of Y, with respect to % . According
to [26, Definition 1], a nonempty subset ¥ of Spec(R) is ultrafilter closed if, for
any ultrafilter %7 on Y, we have Py, € Y. We assume that the empty set is ultrafilter
closed. The following result relates the constructible topology and the convergence
by ultrafilters.

Theorem 2.2 (cf. [26, Theorem 8]) Let R be a ring and let Y C Spec(R). Then,
the following conditions are equivalent.

(i) Y is closed, with respect to the constructible topology.
(ii) Y is ultrafilter closed.

In [15, Sect.2], the convergence by ultrafilters, presented in [26], is extended in
a more general setting. Precisely, let X be a nonempty set and F be a nonempty
collection of subsets of X. If Y is a nonempty subset of X and % is an ultrafilter on
Y, we define

Yr(%) ={xeX|[VFeF,xeF < FNYe%1}

and call it the F-ultrafilter limit set of Y, with respect to X .

Example 2.3 (cf. [15, Example 2.1(2)]) Let R be aring, let P denote the collection
of the principal open subset of Spec(R), i.e.,
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P = (D(f) = (P € Spec(R) | f ¢ P} | f € R}.

If % is an ultrafilter on a subset Y of Spec(R), then Yp (%) = { P}, where Py,
denotes, as before, the ultrafilter limit point of ¥, with respect to % .

Example 2.4 Let K be afield and let A be any subring of K . In the space Zar(K|A),
let
B :={Br := Zar(K|A[F]) | F C K, F finite},

denote the standard basis for the open sets for the Zariski topology on Zar(K|A).
If Z is a nonempty subset of Zar(K|D) and % is an ultrafilter on Z, it is easy to
show that the subset

Zy ={x e K | Zar(K|A[x))NZ € U}

is still a valuation domain of K (cf. [8, Lemma 2.9] and [16, Proposition 3.1]), called
the ultrafilter limit point of Z, with respect to % . Then we have Zg(%) = {Z}.

The next goal is to extend the notion of ultrafilter closure given for the prime
spectrum of a ring in a general setting.

Let X be a nonempty set, F a nonempty collection of subsets of X, and fix a
nonempty subset ¥ of X. We say that Y is F-stable under ultrafilters if, for any
ultrafilter %7 on Y, we have Y=(%) C Y.

Let P be as in Example 2.3. It is easily seen that a subset of the prime spectrum
of a ring is P-stable under ultrafilters if and only if it is ultrafilter closed, that is, it
is closed in the constructible topology (by Theorem 2.2).

Proposition 2.5 (cf. [15, Propositions 2.6, 2.11, 2.13 and Theorem 2.14]) Let X be
a nonempty set, F be a nonempty collection of subsets of X. Then, the following
properties hold.

(1) The collection of all the subsets of X that are stable under ultrafilters is the
Sfamily of the closed sets for a topology on X, called the F-ultrafilter topology.
We will denote by X* 1t72 the set X, equipped with the F-ultrafilter topology.

(2) If B is the Boolean subalgebra of the power set of X generated by F, then B is
a collection of clopen subsets of X7 u1tra,

(3) For each subset Y of X, the closure of Y in X7 172 i the set

U{Yf(%) | % ultrafilter on Y'}.

(4) The following conditions are equivalent.

(i) X7F9ltra s quasi-compact.
(ii) For any ultrafilter % on X, the ultrafilter limit set X (%) is nonempty.
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Example 2.6 (cf. [15, Remark 2.7]) Let X be a nonempty set.

(1) If B(X) denotes the power set of X, the B(X)-ultrafilter topology is the discrete
topology.

(2) The {X}-ultrafilter topology is the chaotic topology (i.e., the open sets are just
X and 0).

(3) Let R be a ring, X := Spec(R) and P be as in Example 2.3. Then, the P-
ultrafilter topology is the constructible topology on X by [15, Corollary 2.17].

We apply the previous construction when the given set is a topological space and
the collection of subsets F is a basis for the topology.

Proposition 2.7 (cf. [15, Proposition 3.1]) Let (X, 7) be a nonempty topological
space and B be a basis of open sets of X. Then, the following statements hold.

(1) The B-ultrafilter topology is finer than or equal to the topology T .

(2) If (X, T) is a Ty space, then XB~" is q Hausdorff and totally disconnected
space.

(3) Assume now that (X, T) is Ty and thar XB~"u2 g compact. Then, the B-
ultrafilter topology is the coarsest topology for which B is a family of clopen
sets. Moreover, (X,T) is a spectral space and the constructible topology on
(X, T) is precisely the B-ultrafilter topology.

Note that part (3) of the previous proposition generalizes [26, Theorem 8] and
[16, Theorem 3.4].

By using Propositions 2.5(4), 2.7(3) and keeping in mind [35, Corollary to Propo-
sition 7], we can deduce new characterizations of spectral spaces and hence new
criteria, based on ultrafilters, to decide if a given topological space is spectral.

Theorem 2.8 (cf. [15, Corollary 3.3]) For a nonempty topological space X, the
following conditions are equivalent:

(i) X is a spectral space.
(ii) There exists a basis B for the open sets of X such that X®~"" is a compact
and Hausdorff space.
(iii) X is a Ty space and there is a basis B for the open sets of X such that, for any
ultrafilter % on X, the ultrafilter limit set X (%) is nonempty.
(iv) X is a Ty space and there is a subbasis S for the open sets of X such that, for
any ultrafilter % on X, the ultrafilter limit set X (%) is nonempty.

The proof of Theorem 2.8 is not constructive, since it is based on the Axiom of
Choice and some of its consequences.

As an application of Theorem 2.8, we now determine some new classes of spectral
spaces. The key point of the proofs resides on the existence of ultrafilter limit points.

Example 2.9 (cf.[15, Proposition 3.5]) Let A C B be aring extension, and let X :=
R(B|A) denote the collection of all the intermediate rings between A and B. We can
make X a topological space, by generalizing the Zariski topology introduced on the
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space of the overrings on an integral domain (see Sect. 1.2) and taking as a subbasis
of open sets the collection

S := {R(BJA[x]) | x € B}.

We claim that X is a spectral space. It is easily seen that X is T¢ because, if C #= D €
X, we can assume, without loss of generality, that there is an element ¢ € C\ D, and
then the open set R(B|A[c]) contains C and does not contain D. By Theorem 2.8,
we have to show that, if 7%/ is an ultrafilter on X, then the ultrafilter limit set X 5 (%)
is nonempty. Consider the subset

Ag = {x € B | R(B|A[x]) € %)

of B. We claim that A4, is a subring of B.

This follows immediately from the definition of an ultrafilter, since, if x,y €
Ag, then each of the sets R(B|A[x — y]), R(B|A[xy]) contain R(B|A[x]) N
R(B|A[y]) € %, and thus R(B|A[x — y]), R(B|A[xy]) € % ,thatis,x — y, xy €
Ay . Furthermore, A4, contains A because, for eacha € A, R(B|Ala]) = X € %.
Therefore, A9 is an element of X. The fact that Ay, € X (%) follows immediately
from the definition of A4 and thus, by Theorem 2.8, X is a spectral space.

In particular, if A := D is an integral domain and B := K is the quotient field of
D, we deduce from the previous example that:

Corollary 2.10 The space Overr (D) of the overrings of an integral domain D,
endowed with the Zariski topology, is a spectral space.

Example 2.11 (cf.[15, Proposition 3.6]) Let A, B and X be as in the previous exam-
ple, and let X’ := R/(B|A) be the subset of X consisting of all the subrings of B
that are integrally closed in B. We claim that, with the subspace topology induced
by that of X, the topological space X’ is spectral.

It is obvious that a subbasis of open sets for the topology of X’ is given by the
family 8’ := {R'(B|A[x]) | x € B}. As in the previous example, the key fact is the
existence in X’ of ultrafilter limit points, with respect to every ultrafilter % on X’.
Indeed, it is not difficult to show that

Al :={x € B|R/(B|Alx]) € %}

is a subring of B containing A that is integrally closed in B. Thus, again by definition,
the ultrafilter limit set X'g, (%) is nonempty, containing A’), . Again, by Theorem 2.8,
we conclude that X’ is a spectral space.

In particular, if A := D is an integral domain and B := K is the quotient field of
D, we deduce from the previous example that:

Corollary 2.12 The subspace Overr;.(D) of Overr (D), consisting of the inte-
grally closed overrings of an integral domain D, endowed with the Zariski topology,
is a spectral space.
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Example 2.13 We preserve the notation of Example 2.9, and let X” := L(B|A) be
the (possibly empty) subspace of R(B|A) consisting of all the local rings T such that
A C T C B. A subbasis for the open sets of X” is clearly the family

S” :={L(B|A[x]) | x € B}

We claim that, if X” is nonempty, then it is spectral. Again, we need to prove that, for
any ultrafilter %/ on X" the ultrafilter limit set X', (%) is nonempty. As before, it is
easy toinferthat A, := {x € B | L(B|A[x]) € %} € R(B|A).It will be immediate
to conclude that A, € X', (%) if we show that A7, is a local ring. We claim that
the unique maximal ideal of A7, is

M:={xeB|{TeX |xeT\UT)} %)

where, as usual, U (T') denotes the set of units of a ring 7. Thus it suffices to note
that U (A7) = A" (% )\M (this follows easily from definitions).

In particular, if A := D is an integral domain and B := K is the quotient field of
D, we deduce from the previous example that:

Corollary 2.14 The subspace Overrio-(D) of Overxr (D), consisting of the local
overrings of an integral domain D, endowed with the Zariski topology, is a spectral
space.

3 Spaces of Semistar Operations

Let D be an integral domain with quotient field K. As in the star operation setting,
to each semistar operation x can be associated a map *, : F (D) — F(D) defined by

E' = JIF'| FCE. FefD)

for every E € F(D). The map *, is again a semistar operation, which coincides
with » on finitely generated modules; moreover, (*,) ;=% If x = *,, We say that
x is a semistar operation of finite type. We call x, the finite-type semistar operation
associated to .

For each T € Overr (D), the map A(r) : F(D) — F(D), defined by EN" :=
ET, for each E € F(D), is an example of semistar operation of finite type on D,
called the semistar extensionto T .

We denote by SStar (D) (respectively, SStars(D)) the set of all semistar oper-
ations (respectively, semistar operations of finite type) on D. The set SStar(D)
can be endowed with a natural partial order X which turns it into a complete lat-
tice: if %, %, are two semistar operations, say that x; X %, if E* C E* for every
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E € F(D). In particular, » < *, and x, is the biggest semistar operation of finite
type smaller than x.

The infimum A of a nonempty family .& of semistar operations can be written
explicitly as follows:

ENs = ﬂ{E* | x €.}, foreach E € F(D).

In particular, if 7 is a nonempty family of overrings of D, then the infimum of
the family of semistar operations {A(7} | T € 7} is denoted by A7.

On the other hand, there is not a general explicit formula for the supremum
V. = N\{o € SStar(D) | » X o for all x € .}, although, if .77 C SStars(D),
then

EVo — U{E*,O*ZO...O*H [ %1, ..., 4y € .7) (1)

where x| o x o - - - 0 %, denotes the usual composition of functions (see [3, p.1628]
and [21, Lemma 2.12]).

A nonzero ideal I of D is called a quasi-x-ideal if [ = I* N D. A quasi-x-prime
is a quasi-+-ideal which is also a prime ideal; the set of all quasi--prime ideals of D
is denoted by QSpec*(D). The set of maximal elements in the set of proper quasi-
*-ideals of D (ordered by set-theoretic inclusion) is denoted by QMax* (D), and it is
a subset of QSpec*(D). By Zorn’s Lemma, it is easy to show that if x is a semistar
operation of finite type then OMax*(D) # @. If every quasi-x-ideal is contained in
a quasi-x-prime, then x is said to be quasi-spectral or semifinite. Every operation
of finite type is not only quasi-spectral, but it has the stronger property that every
quasi-*-ideal is contained in a maximal quasi-x-ideal. Note that a semistar operation
* may be quasi-spectral even if QMax*(D) is empty (see [21, Remark 5.6] for an
example).

A semistar operation « is called spectral if there is a nonempty subset ¥ C
Spec(D) such that x = Az(y), where L(Y) :={Dp | P € Y'}. We set sy := Az
and we call sy the spectral semistar operation associatedto Y C Spec(D).

A semistar operation « is called stable if (E N F)* = E* N F* for every pair
E,F € F(D).

Remark 3.1 Every spectral semistar operation is quasi-spectral (or semifinite) by
[22, Lemma 1.4(5)] and every spectral semistar operation, or more generally every
operation induced by a family of D-flat overrings of D, is stable. However, the
converse does not hold in general [34, Sect. 3, p. 441], but if % is a stable semistar
operation then  is spectral if and only if it is quasi-spectral (see [1, Theorem 4]
and [22, Theorem 4.12(3)]). In particular, a stable semistar operation of finite type
is spectral.

In [21], the set SStar(D) was endowed with a topology (called the Zariski
topology) by declaring open the sets of the form

Vg :={x € SStar(D) | 1€ E*},
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for E € F(D). This topology makes SStar (D) into a quasi-compact, T space with
a unique closed point (the identity semistar operation dp) and a generic point (the
trivial semistar extension Axy). In particular, SStar (D) is never T; (nor T,) unless
D =K.

Proposition 3.2 Let D be an integral domain, let Overr (D) and SStars(D) be
endowed with their Zariski topologies, and let 1 : Overr(D) — SStare(D) be the
injective map defined by .(T) := Ay, foreach T € Overr (D). Then, the following
statements hold.

(1) The map ¢ is a topological embedding [21, Proposition 2.5].

(2) The mapping 7 : SStars(D) — Overr(D), defined by w(x) := D*, for each
* € SStare(D), is a continuous surjection such that 7o v is the identity of
Ooverx (D). In other words, T is a topological retraction.

Note that part (2) of the previous proposition follows from the fact that, for each
subbasic open set B, := Overr(D[x]) of Overr(D), we have 7B, ={x€
SStars(D) | D[x] € D*} = {x € SStars«(D) | 1 € (x~'D)*} = V,-1p.

The following result relates the quasi-compactness of a collection of semistar
operations on the same integral domain with the finite type property of their infimum.

Proposition 3.3 (cf. [21, Proposition 2.7]) Let D be an integral domain and let .
be a quasi-compact subspace of SStars(D). Then, A & is of finite type.

Remark 3.4 Let ./ be asubset of SStar (D) and set ., := {*, | x € '}. Consider
the following properties:

(a) & is quasi-compact in SStar(D);

(b) 5’; is quasi-compact in SStars(D);

() N, is a semistar operation of finite type;
D) Az =(An),.

Then (a) = (b) = (c) < (d).

In fact, it is straightforward that (a) = (b) (see also Proposition 3.10). By Proposi-
tion 3.3, (b) = (c). For (¢) = (d), note that in general N, S N and (A ), < N,
The conclusion follows from the fact that, under (c), (A 7, )f =Nz, Finally, (d) =
(c) is trivial.

Since, for each overring T of an integral domain D, the semistar operation A(r)
is of finite type, we get the following result, just by applying Propositions 3.2 and
3.3.

Corollary 3.5 (cf. [21, Corollary 2.8]) Let D be an integral domain and let T be a
quasi-compact subspace of Overxr (D). Then A is of finite type.

In particular, the previous corollary applies when 7 is locally finite, i.e., if every
nonzero element of D is nonunit in finitely many overrings of the family 7" [21, Corol-
lary 2.10]. However, the finite type property of a semistar operation A, induced by
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a collection 7~ of overrings, does not imply the quasi-compactness of 7, as the fol-
lowing example shows. This example provides a negative answer to the Conjecture
in [21, p. 214].

Example 3.6 Letkbeafield,let X be anindeterminate overk,let D := KIX*, X5, X,
X = k + X*k[[X] and let K := k((X)). Since D is Noetherian and a conductive
domain (i.e., (D:T)# (0) for each T € Overr(D) with T # K, see
[5, Theorem 1]), F(D) = F(D)U{K} = f(D)U{K}, and thus every semistar
operation on D is of finite type. For every a € K, consider the ring T, := D[X? +
aX?] =k + (X% 4+ aX¥k + X*k[[X]], and, for every ACk,let T, :={T, |« €
A}. Then, as observed above, the semistar operation A, is of finite type. However,
if A is infinite (so, for example, if k is infinite and A = k), then 74 is not quasi-
compact. Indeed, the open cover {Overr(T,) | « € A} of T, in Overr(D) has no
finite subcovers, since Overr(T,) N T4 = {T,}.

The following example shows how to use Corollary 3.5 for establishing the failure
of quasi-compactness for some distinguished subspaces of Overr(D).

Example 3.7 Let D be a Noetherian domain of dimension > 2, and let D be the set
of Noetherian valuation overrings of D, i.e., the union of { K } with the set of discrete
valuation overrings of D. If I is a proper ideal of D, then I"? = I, where b :=
Nzar(p) (see, for example, [39, Proposition 6.8.4], after noting that the terminology
used therein is slightly different). In particular, the same holds for every F' € f(D),
so that (Ap) s = b. However, if W € Zar(D)\D (for example, if dim(W) > 2,
where the existence of such a W is guaranteed by [32, Corollary 19.7]), then W
is contained in (at most) one element V of D, so that WV =V, while WV’ = K
for each V/ € D, V' # V. Hence, WP £ W, while WP = W and thus, Ap # b.
Therefore, Ap is not of finite type, and so D is not a quasi-compact subset of
Overr(D) (or of Zar(D)).

Theorem 3.8 (cf. [21, Theorem 2.13]) Let D be an integral domain. Then,
SStars(D) is a spectral space.

The proof uses Theorem 2.8, so it is not constructive. However, if A is a ring such
that Spec(A) >~ SStars(D), we can assume that:

(a) Ayreq (thereducedring associated to A) is an integral domain (since SStars(D)
has a unique generic point),

(b) Areq (and A) is local (since SStars(D) has a unique closed point), and

(¢) dim(A) = dim(A,eq) > |Spec(D)| — 1 (see the following Propositions 4.3
and 4.6).

On the other hand, since the proof of Theorem 2.8 uses in a crucial way the char-
acterization (1) of the supremum of a family of finite-type semistar operations, it
cannot readily be adapted to SStar (D) and so, up to now, we do not know whether
SStar(D) is a spectral space.
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We denote by SStar(D) (respectively, S/S_Egr(D)) the subset of SStar(D)
consisting of all stable semistar operations (respectively, all stable semistar operations
of finite type).

Remark 3.9 (a) If we set SStarg,(D) := {x € SStar(D) | * is spectral} (respec-
tively, SStare, sp(D) := {x € SStars(D) | is spectral}), then by Remark 3.1
SStarsy(D) C SStar(D), and the inclusion might be proper. However, in the
finite type case, we have equality [22, Proposition 4.23(2)], i.e.,

SStare op(D) = SStar(D) N SStars(D) = SStar(D).

(b) Let Loc(D) and Overre;,+ (D) be, respectively, the set of localizations of D
and the set of D-flat overrings of D (and so Loc(D) € Overrsia:(D)). We observe
that the topological embedding ¢ : Overr(D) < SStars(D),considered in Propo-
sition 3.2(1), restricts to a topological embedding ¢z, : Loc(D) — SEEgr(D) (or
to a topological embedding ts;4¢ : Overrsi (D) — S/S_E_a/r(D)).

On the opposite side, themap 7 : SStars(D) — Overr (D) (Proposition 3.2(2))
does not always restrict to a map SEE;I‘(D) — Overrriac (D), since not all inter-
section of localizations of D are D-flat (see for instance [34, Sect. 3, p. 441]).

Given a semistar operation » on D, we can always associate to x two semistar
operations x and x on D defined as follows: for each E € F(D),

E* := |J{(E : I) | I nonzero ideal of D such that I* = D*},
E* := J{(E : J) | J nonzero finitely generated ideal of D
such that J* = D*}.

It is easy to see that * X * < * and, moreover, that * (respectively, %) is the largest
stable (respectively, stable of finite type) semistar operation that precedes x, called
the stable (respectively, the the finite type stable) semistar operation associated
to x. Therefore, x is stable (respectively, stable of finite type) if and only if x = %
(respectively, x = %) [22, Proposition 3.7, Corollary 3.9]. Note that, for each semistar
operation x, we always have * = sy, where Y = QMax™ (D) (cf. [22, p. 182,Propo-
sition 4.3], [24, Proposition 3.4(4)], [25, Remark 10] and, for the star operation case,
[2, Corollary 2.10]).

Proposition 3.10 (cf. [18, Proposition 4.1] _and [21, Proposition 2.4]) Let & Iz
SStar(D) — SStar(D) (respectively, @ :SStar(D) — SStar(D), &:
SStar(D) — SStar(D)) be the map defined by * — *, (respectively, x —> %;

* > *). Then:

(1) The images of ®¢, ® and ® are, respectively, SStars(D), SStar(D) and
Sstar(D).

(2) The maps ® ¢, ® and ® are continuous in the Zariski topology.

(3) The maps ® ¢ ® and @ are topological retractions of SStar (D) onto their
respective images.
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Another point of similarity between finite type, stable, and spectral operations
is given by the open sets needed to generate the Zariski topology, induced by the
Zariski topology of Overr(D). Indeed, if  is of finite type, let E € F (D), and let
* € Vg, thatis, 1 € E*, then there is a finitely generated submodule F € E such that
1 € F*, so that x € V; it follows that

Ve N sstare(D) = | J{vr NsStar«(D) | F C E, F € f(D))

and thus {Vr N SStars(D) | F € f(D)} is a subbasis for the Zariski topology on
SStars(D). Similarly, if * is stable, then 1 € E* if and only if 1 € E* N D* =
(E N D)*. Therefore, the Zariski topology on SStar (D) is generated by the V; N
SStar(D), as I ranges among the integral ideals of D. The same reasoning shows
that{V; N SEE—a/r(D) | J € D, J € f(D)}isasubbasis for the Zariski topology on
S/S_Egr(D). This implies that stable semistar operations are completely determined
by their action inside the ring. In particular, if % : F (D) — F(D) is a stable star
operation, then there is a unique stable semistar operation % : f(D) — f(D) such
that ;’\‘lF(D) = *.

Remark 3.11 Note that the subbasic open sets U; :=V; N SStar(D) = {x €
sstar(D) | 1 € I*}NSStar(D) (respectively, U; :=V; N S/S_Egr(D) ={xe
sstar(D) | 1 € I*} N SStar(D)) of SStar(D) (respectively, of SStar(D)),
where [ is an ideal of D, form a basis of SStar(D) (respectively, SEE_a/r(D)),
since Up NTU» = Upnye (respectively, Up NTyw = Upnyr), for all I’ and 17 ideals
of D.

On the other hand, when considering finitely generated ideals J of D, in general
the TU,’s do not form a basis for the open sets in Sa_a/r(D), since U, NT,» =
Uyinye,and J' N J” is not necessarily finitely generated, even if J' and J” are finitely
generated ideals of D.

Besides the Zariski topology, we can also endow SStar (D) with possibly weaker
topologies induced by the sets considered in the above paragraph.

Proposition 3.12 (cf. [21, Proposition 2.1 and Remark 2.2]) Preserve the notation
of Proposition 3.10, and endow SStar (D) with the topology generated by {Vr |
F € f(D)} (respectively, {V; | I ideal in D}; {v; | J € D, J € f(D)}). Then, @«
(respectively, ®; ®) is the Kolmogoroff quotient of SStar (D) onto SStare(D)
(respectively, SStar(D); SStar(D)), i.e., it is the canonical map to the quotient
by the equivalence relation of “topological indistinguishability” (where two points
of a topological space are topologically indistinguishable if they have exactly the
same neighborhoods).

LetY C Spec(D) be anonempty set defining a spectral semistar operation. Then
its closure, in the inverse topology (denoted by C1*™V(Y), see Sect. 1.3), provides
some useful information about sy.

Proposition 3.13 (cf. [21, Corollaries 4.4 and 5.2, Proposition 5.1] and [22, Lemma
4.2 and Remark 4.5]) Let D be an integral domain and let Y and Z be two nonempty
subsets of Spec(D). The following statements hold.
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(1) sy = sz ifand only if Y9" = Z9°",
(2) sy is of finite type if and only if Y is quasi-compact.
(3) §y = 57 ifand only if C13™(Y) = c1i™V(Z).

(4) 5?1{/ = SclinV(y).

Note that, in general, (sy), is quasi-spectral but not spectral, and it is spectral if
and only if (sy), is stable [22, Proposition 4.23(2)]. In other words, it is possible that
sy < (sy), (see [21, Remark 5.3] and [2, p. 2466]) and thus it is not true in general
that (Sy)f = Scyinv(y)-

The following result provides control of the infimum and the supremum of a
family of spectral operations:

Lemma 3.14 (cf. [18, Lemma 4.3]) Let & be a nonempty set of spectral semistar
operations on an integral domain D. For each spectral semistar operation *, set
A(x) := QSpec* (D). Then, the following statements hold.

(1) Ag is spectral with A(Ag) = J{A®R) | x € D}
(2) If Vg is quasi-spectral, then it is spectral with A(V ) = ({AX) | x € Z}.

Note that the hypothesis that V4 be quasi-spectral in point (2) is necessary: for
example, if A is the ring of all algebraic integers, xp := Smax(a)\(p} and Z 1= {xp |
P e Max(A)} € SStarg,(A), then Vg4 is a semistar operation that closes A and
thus closes every principal ideal of A, while QSpec“? (D) = {(0)}, hence V 4 is not
quasi-spectral. (See [18, Example 4.4] for more details.)

Lemma 3.14(2) provides useful information on the supremum of a family of
spectral semistar operations of finite type, allowing one to prove that the space of
all stable semistar operations of finite type is spectral. The proof of the following
theorem follows closely the one of Theorem 3.8.

Theorem 3.15 (cf.[18, Theorem4.5]) Let D be an integral domain. Then, Sstar(D)
is a spectral space.

Stable semistar operations are closely related to the concept of localizing systems,
in the sense of Gabriel-Popescu (cf. for instance [6, Chap.II], [7, 30, 44, 50]). Recall
that a localizing system on D is a subset F of ideals of D such that:

e if / € F and J is an ideal of D such that / C J, then J € F;
e if / € F and J is an ideal of D such that, for each i € I, (J :p iD) € F, then
JeF.

A localizing system F is said to be of finite type if for each I € F there exists a
nonzero finitely generated ideal J € F such that J C I. For instance, if 7 is an
overring of R, F(T) := {I | I ideal of D, IT = T} is a localizing system of finite
type, while, if V is a valuation domain with a nonzero idempotent prime ideal P, then
ﬁ(P) :={[ | I 'ideal of V and I O P} is a localizing system of V which is not of
finite type [28, Proposition 5.1.12 and Remark 5.1.13]. We denote by L.S(D) (respec-
tively, LS £(D)) the set of all localizing systems (respectively, localizing systems of

mdanna@dmi.unict.it



New Distinguished Classes of Spectral Spaces: A Survey 133

finite type) on D. We can introduce on these sets a natural topology, that we still call
the Zariski topology, whose subbasic open sets are the W; := {F € LS(D) | I € F},
as [ varies among the ideals in D.

Theorem 3.16 (cf.[18, Proposition 3.5,Proposition 4.1(5) and Corollary 4.6]) Let
D be an integral domain. The map X : LS(D) — SStar(D) (respectively, the
map A, : LSg(D) — SEEgr(D)), defined by F +— g, establishes a homeomor-
phism between spaces endowed with the Zariski topologies (respectively, the induced
topologies from the Zariski topologies). In particular, by Theorem 3.15, LS¢(D) is
a spectral space.

4 The Space of Inverse-Closed Subsets of a Spectral Space

Let D be an integral domain. By the results in the previous sections, the spaces
Overr(D), S/S-EEI(D) and SStars(D) are spectral spaces. Since Spec (D) can be
embedded in each of these spaces, they can be seen as peculiar “spectral extensions”
of Spec(D).

In particular, in this section we focus on the canonical embedding Spec(D) —
Sagr(D), in order to generalize this spectral extension to arbitrary rings or to
arbitrary spectral spaces. For this purpose, we need some preliminaries, including
the notions and properties of Sect. 1.3.

We start by observing that the natural injection s : Spec(D) — S/S_Egr(D),
defined by s(P) := s{py = A(p,}, is a topological embedding of topological (spec-
tral) spaces (both endowed with the Zariski topology). Indeed, if J is a finitely
generated ideal of D and U, :=V,; N S/S_t\::a/r(D) ={xesstar(D)|1 e J*}N
S/S_Egr(D) is a generic subbasic open set of S/S_Egr(D), then

s\ (@T@,) = {P € spec(D) |1 € JDp} =D(J).

Remark 4.1 Themaps : Spec(D) — S/S_Egr(D) is the composition of the homeo-
morphism £ : Spec(D) — Loc(D),definedby £(P) := Dp,foreach P € spec(D)
and the topological embedding ¢;.. : Loc(D) — Saa/r(D) (defined in Remark
3.9(b)). Note also that the homeomorphism £ induces an isomorphism of partially
ordered sets (with the ordering induced by the topologies), however the ordering in
Loc(D), induced by the Zariski topology, is the opposite order of the set-theoretic
inclusion.

Givenaspectral space X,let X (X) :={Y C X |Y # ¢, Y =Cc1*™WI)}.IfX =
Spec(R) for some ring R, we write for short X' (R) instead of X (Spec(R)).
We define a Zariski topology on X (X) by taking, as subbasis of open sets, the
sets of the form
UK ={Y e X(X)|Y < @},
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where €2 varies among the quasi-compact open subspaces of X . Note that the previous
subbasis is in fact a basis, since U (Q2) NU(Q) = U N Q') and Q N Q' is a quasi-
compact open subspace of X, for any pair 2, Q' of quasi-compact open subspaces
of X. Moreover, Q2 € U(S2), since a quasi-compact open subset €2 of X is a closed
set in the inverse topology of X. Note also that, when X = Spec(R), for some ring
R, a generic basic open set of the Zariski topology on X (R) is of the form

UDV) ={Y e X(R) | Y < D))}
where J is any finitely generated ideal of R.

The main result in this setting is the following, which provides a description of
the space X' (X) (see [19]).

Theorem 4.2 Let X be a spectral space.

(1) The space X (X), endowed with the Zariski topology, is a spectral space.

(2) LetYy, Y, € X(X). Then, Y; C Y, ifand only if Y1 <xx) Ya.

(3) The canonical map ¢ : X — X (X), defined by p(x) := {x}9°", foreach x € X,
is a spectral embedding (which is also an order-preserving embedding between
ordered sets, with the ordering induced by the Zariski topologies).

(4) X(X) has a unique maximal point (i.e., X).

(5) Let Z be another spectral space and let ¢ : X — X (X) be the spectral embed-
ding defined in (3). Consider a spectral map A : X — Z satisfying the following
condition:

(sup-completion) For each nonempty quasi-compact subspace Y of X,
there exists zy := sup{\(y) | y € Y} (where sup is taken with respect to the
ordering induced by the topology of Z) and if Y’ is another nonempty quasi-
compact subspace of X, with C1i*7(Y') # C13#V(Y), then zy' # zy. More-
over, if VV denotes the set of all nonempty quasi-compact open subspaces 2
of X, then # = {{zq}9°" | Q € W)} is a subbasis for the open sets of Z.

Then, the following properties hold.

(5.a) There exists a spectral embedding N* : X (X) — Z such that \¥ o o = \.

(5.b) If, furthermore, 7 = sup,{\(x) | x € A\~'({z}9°)} for each z € Z, then \* :
X (X) — Z is the unique spectral embedding (in fact, homeomorphism)
such that \X¥ o = \.

Let X be a spectral space and let .)E'(X) ={YCX|Y=Ccl™™(I)} = X(X)U
{#}. The techniques used for proving Theorem 4.2(1) allow also to show that X (X)
(endowed with an obvious extension of the topology of X (X)) is a spectral space.
Moreover, since U (¥) = {#} is open in )2'(X), then we deduce that X’ (X) is a closed
(spectral) subspace of X (X).

As aconsequence of the previous theorem, it is possible to compare the dimensions
of X and X (X) with the cardinality | X| of the spectral space X (see [19]).
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Proposition 4.3 Let X be a spectral space andlet p : X — X (X) be the topological
embedding defined in Theorem 4.2(2). Then,

(1) o(X) =X (X) ifand only if (X, <) is linearly ordered.
(2) dim(X (X)) = |X| — 1 > dim(X). Moreover, in the finite dimensional case,
dim(X (X)) = dim(X) if and only if X is linearly ordered.

While the inequality |X| — 1 > dim(X) is sharp, the more noncomparable ele-
ments the set X contains, the smaller dim(X) is with respect to | X|. For example,
if X is homeomorphic to the prime spectrum of the direct product of n + 1 fields,
n > 1, then dim(X) = 0 while | X| — 1 = n.

Furthermore, if dim(X) is not finite, then clearly dim (X (X)) = dim(X), but we
can easily choose X to be not totally ordered.

We also note that, if ¢ : X — Y is a spectral map of spectral space, the map
X(¢) : X(X) — X (Y) defined by X (¢)(C) := ¢(C)&" for every inverse-closed
subset C of X is again a spectral map. It follows that the assignment X — X (X),
¢ +— X (¢) is a (covariant) functor from the category of spectral spaces into itself
(see [19] for details).

We show next that the map A¥ : X(X) — Z (Theorem 4.2(5.a)) is not unique.
The following example shows in fact that it is possible that there exist two different
spectral maps (with at most one non-injective) A1, A, : X(X) — Z, A1 # A,,such
that Afop = A= A0 .

Example 4.4 Consider the spectral space X := {0, a, b, ¢}, with 0 < a, b, ¢ and
a, b, c not comparable. Let A : X(X) — X (X) be the function defined by

1 en
AC) - [C if C # {a, by,
X if C = {a, b}o=".

The unique basic open set of X' (X) containing {a, b}9°" is U({a, b}9*"), and
clearly we have A" U{a, b}ee)) = U{a}?®™) U U{b}9°™). For any other basic
open setU of X (X), wehave A~ () = U. This shows that A is a nontrivial spectral
map, A # idx(x), such that A({x}9¢") = {x}9°", for each x € X.

The following statement provides an explicit characterization of the space X’ (X)
and follows immediately from Theorem 4.2(5).

Corollary 4.5 Let \: X — Z be a spectral embedding of spectral spaces. Then,
the following conditions are equivalent.

(i) Z is a partially ordered set (under the ordering induced by the topology), for
each z € Z, z = sup,{\(x) | x € A1 ({z}9°7)}, and ) satisfies the condition
(sup-completion).

(ii) Z is homeomorphic to X (X), via a unique homeomorphism A : X(X) — Z
such that A o p = \.
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In the special case where X = Spec(D) for some integral domain D, the spectral
space X (D) :={Y C Spec(D) | ¥ # Y = C1*(Y)} canbe interpretated in terms
of stable semistar operations of finite type (see [19]).

Proposition 4.6 Let D be anintegral domain andlet X (D) := {Y C Spec(D)| @ #
Y = C1i"(Y)}. The map s* : X(D) — SStar(D), defined by s#(¥) := sy for
each Y € X (D), is a homeomorphism with inverse map A : SEE_a/r(D) — X(D),
defined by A(x) := QSpec*(D) for each x stable semistar operation of finite type
on D. Moreover, if ¢ : Spec(D) — X (D) is the topological embedding defined
in Theorem 4.2(3) and s : Spec(D) — S/S-Egr(D) is the topological embedding
defined by P > sp}, for each prime ideal P of D, then s* o p = s.

As a consequence of the previous proposition and Theorem 4.2(1) we reobtain
immediately Theorem 3.15, that is, the space of all stable semistar operations of finite
type on an integral domain is a spectral space.

S A Topological Version of Hilbert’s Nullstellensatz

As a first application of the general construction considered in the previous section,
we give now a topological version of Hilbert’s Nullstellensatz.

Given a ring R, consider the set RA(R) := {I | I ideal of R and I = rad(I)} of
radical ideals of R and, more generally, the set Id(R) := {I | I ideal of R}, endowed
with the hull-kernel topology, defined by taking as a basis for the open sets the subsets

U(xy,x2,...,%x,):={I € IA(R) | x; ¢ I forsome i, 1 <i <n},

where x1, X2, ..., x, € R. We denote by IA(R)™ (respectively, RA(R)™ ) the set of
all the ideals of R (respectively, of all the radical ideals of R), endowed with the
hull-kernel topology (respectively, with the induced topology from the hull-kernel
topology of IA(R)). In this situation, the inclusion maps Spec(R) € RA(R) C
Id(R) become topological embeddings; in other words the hull-kernel topology
induced on Spec(R) coincides with the Zariski topology.

For deepening the study of the topological space RA(R)™ we introduce an ana-
logue, in the inverse topology, of the space X' (R) (Sect.4).

Let X be a spectral space and let C1(Y) denote the closure of a subspace Y in
the given topology of X. For the sake of simplicity, we denote by X’ the spectral
space XV, i.e., the set X endowed with the inverse topology [35, Proposition 8].
Weset X/(X):={Y C X |Y #0, Y =Cl1(Y)} and, for each quasi-compact open
subspaces Q2 of X, we set U'(Q) :={Y € X'(X) | Y NQ =0} =U(XQ'), where
Q= X\Q.

Itis well known that (X V)12 coincides with X (with the given spectral topology)
[35, Proposition 8] hence, mutatis mutandis, we can now apply Theorem 4.2, since
X'(X) = X (X'), and we easily get the following.
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Proposition 5.1 Let X be a spectral space and let X' := XV,

(1) The space X'(X) :={Y CX |Y #@, Y =C1(Y)} is a spectral space, when
endowed with the topology, called the Zariski topology, having as a basis of
open sets, the sets of the form U' (2), where Q varies among the quasi-compact
open subspaces of X.

(2) The canonical map ¢' : X' — X'(X), defined by ' (x) := {x}°P, for each x €
X, is a spectral embedding between spectral spaces.

Suppose now that X := Spec(R) is the prime spectrum of a commutative ring
R, endowed with the Zariski topology. We recall that a basis of open sets of X1V is
the collection of sets {V(J) | J is a finitely generated ideal of R} which makes Xi"v
a spectral space [35, Proposition 8].

Remark 5.2 With the notation introduced above, let ¢’ : X' = Spec(R)*™ «
X (X")%er = X'(X)?°* be the canonical topological embedding defined by ¢’ (x) :=
{x}°P. Then, it is easy to see that the map ¢ := (¢/)*"V : X = (Spec(R) ™) s
X' (X)*™ defined by 1) (x) := {x}9°" is a topological embedding (acting like ¢ as a
set-theoretic map).

The next result provides a topological version of Hilbert Nullstellensatz (see [20]).

Theorem 5.3 Let R be aring and let X'(R) := X’'(Spec(R)) be the spectral space
of the nonempty Zariski closed subspaces of Spec(R) (Proposition 5.1). We can also

consider the space X'(R) as a spectral space endowed with the inverse topology
[35, Proposition 8]. Then, for each C € X'(R), the map:

7+ X'(R)™ — RA(R)"* defined by 7 (C) := [ |{P € Spec(R) | P € C},

is a homeomorphism.

Related to the previous Theorem 5.3, it is possible to prove, with a standard
argument based on Theorem 2.8, that the set of all ideals of a ring is also a spectral
space. More precisely:

Proposition 5.4 (cf. [20]) Let TA(R) be the space of all ideals of a ring R, endowed
with the hull-kernel topology. Then, IA(R) is a spectral space, having RA(R)
(endowed with the hull-kernel topology) as a spectral subspace.

The following Hasse diagram summarizes some of the results proved above.

Id(R)™
X'(Spec(R))= o~ RA(R)™ X (Spec(R))=
Spec(R)** Spec(R)™ ——— Spec(R)*™
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6 The Space of eab Semistar Operations of Finite Type

In the present section, we give another application of Theorem 4.2. More precisely,
we apply the construction of the space X (X) to the case of the Riemann—Zariski
spectral space X := Zar(D) of all valuation overrings of an integral domain D
(endowed with the Zariski topology, see Sect. 1.2).

Let « be a semistar operation on an integral domain D. We say that  is an eab
semistar operation (respectively, an ab semistar operation) if, for every F, G, H €
f(D) (respectively, for every F € f(D), G, H € F(D)) the inclusion (FG)* C
(FH)* implies G* € H*. Note that, if x is eab, then *, is also eab, since * and *,
agree on finitely generated fractional ideals. The concepts of eab and ab operations
coincide on finite-type operations, but not in general [27, 29].

It is easy to see that a valuative semistar operation, i.e., a semistar operation of
the type Ay, where W C Zar(D), is an eab semistar operation. In particular, the
b-operation, where b := Azar(p), 1S an eab semistar operation of finite type, since
Zar(D) is quasi-compact (Corollary 3.5).

To every semistar operation » € SStar (D) we can associate a map x, defined
by
Fr = | JIFG) : G | G € f(D)}

forevery F € f (D), and then we can extend it to arbitrary D-modules E € F(D) by
setting E*2 := | J{F** | F C E, F € f(D)}. The map *, is always an eab semistar
operation of finite type on D. Moreover, x = *, if and only if % is an eab semistar
operation of finite type and, if x is an eab semistar operation, then x, = %, [23,
Proposition 4.5].

Remark 6.1 (a) Let T be an overring of D, and let 7 be a semistar operation on
T. Then, we can define a semistar operation x on D by * := x7 o A7}, i.e., E* 1=
(ET)*" forevery E € F(D).Ifnow F € f(T), then

Fr=={((FG)*: G") | G € f(D)} = U{((FGT)"" : (GT)") | G € f(D)} =
= U(FTH)" : H*") | H € f(T)} = (FT)*"= = Ft1),

Hence, for every E € F(D), E*s = (ET)%= thatis, x; = (x7)a © AT}

(b) W. Krull only considered the concept of an “arithmetisch brauchbar” oper-
ation(for short ab-operation, as above) [41]. He did not consider the concept of
“endlich arithmetisch brauchbar” operation (or, more simply, eab-operation as
above). This concept stems from the original version of Gilmer’s book [31].

(c) Denote by SStary.1(D) (respectively, SStareap(D); SStars, cap(D)) the
set of valutative (respectively, eab; eab of finite type) semistar operations on D.
Every valutative operation is eab, but not every ealb operation is valutative; however,
the two definitions agree on finite-type operations, i.e.,

SStareap(D) N SStarr(D) =: SStarr, eap(D) = SStarya1(D) N SStars(D),
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(see, for instance, [23, Corollary 5.2]). A similar relationship holds between spectral
and stable semistar operations, with the valutative operations corresponding to the
spectral ones and the eab operations to the stable ones, i.e., every spectral semi-
star operation is stable but not every stable semistar operation is spectral, however
SStary, 5p(D) = 55tar(D) N SStars(D) = SStar(D) (Remark 3.9(a)).

Recall also that there are examples of ealb semistar operations which are quasi-
spectral but not valutative [27, Example 15].

Itis not hard to prove the following statement, which is a companion to Proposition
3.10.

Proposition 6.2 (cf. [18, Proposition 5.2]) Let D be an integral domain and let
®, : SStar(D) — SStar(D) be the map defined by x +— *,. Then:

(1) The image of ®, coincides with SStars, cap(D).
(2) The map ® is continuous in the Zariski topology.
(3) The map P, is a topological retraction of SStaxr (D) onto SStars, eap(D).

The relation between valutative operations and subsets of Zar(D) behaves very
similarly to the relation between spectral operations and subsets of Spec (D) (Propo-
sition 3.13).

Proposition 6.3 Let D be an integral domain and let Y and Z be two nonempty
subsets of Zax (D). Then, the following statements hold.

(1) Ay = Az ifand only if Y9 = Z9°™,

(2) Ay is of finite type if and only if Y is quasi-compact [21, Proposition 4.5].
(3) (Ay), = (Az), if and only if C1I"V(Y) = Cc1i™V(Z) [17, Theorem 4.9].
(4) (Ay), = Acainv(yy [17, Corollary 4.17].

Notethat Y9 = {V € Zar(D) | V 2 V,, for some V|, € Y}.Forthe statement (1),
assume first that Ay = Az. Let V be a valuation domain such that V € Y9\ Z9",
Then, forany W € Z, we can pick an element xyy € W\ V. Itfollows that I := (xv_vl
W e Z) C My, where My is the maximal ideal of V. Thus, if V) € Y is such that
Vo € V (such a Vj exists since V € Y9°"), we have I Vy € My, and, in particular,
1 ¢ I, On the other hand, clearly 1 € 1%, a contradiction. The converse it is
straightforward since, for each Y C Zar(D), Ay = Aygen.

Remark 6.4 Since b = Azar(p) 1S a semistar operation of finite type (and this can
be proved completely independently from the topological point of view, see [39,
Proposition 6.8.2] and [21, Remark 4.6]), from Proposition 6.3 we get a new proof
of the fact that Zar (D) is a quasi-compact space (this is a special case of Zariski’s
theorem [53, Theorem 40, p. 113]).

The embedding ¢ : Overr(D) — SStars(D) (Proposition 3.2) restricts to
an embedding Zar(D) < SStary, cap(D), while the image of the restriction
T|sstars, .p(p) Of the canonical map 7 : SStars(D) — Overr(D) (defined by
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* > D*) coincides with Overr;.(D), i.e., with the space of the overrings of D that
are integrally closed in K (since, by a well known Krull’s theorem, every integrally
closed ring can be represented as an intersection of valuation rings [53, Theorem 6,

p. 15]).

Using the b-operation, we can introduce a general version of the classical Kro-
necker function ring, introduced by L. Kronecker in the case of Dedekind domains.
Let X be is an indeterminate over D and let c(h) be the content of a polynomial
h € D[X] (i.e., the ideal of D generated by the coefficients of ). Then, we set:

Kr(D) := Kr(D, b) := {f/g | f.g € DIX], g #0, withe(f)” S ¢(8)"}
= NIVX) | V € zar(D)},

where V (X) denotes the Gaussian (or trivial) extension of V to K (X), i.e., V(X) :=
VIXImvixp. This is a Bézout domain with quotient field K (X), called the
b-Kronecker function ring of D (see [23, Definition 3.2, Corollary 3.4(2) and The-
orem 5.1], [25, Theorem 14] and [32, Theorem 32.11]). It follows immediately that
the localization map Spec(Kr(D)) — Zar(Kr(D)) (defined by P +— Kr(D)p)
is actually an homeomorphism. Moreover, the map ¥ : Zar(D) — Zar(Kr(D))
(defined by V +— V(X)) is a homeomorphism [17, Propositions 3.1 and 3.3], so that
Spec(Kr(D)) realizes Zar (D) as a spectral space [11, Theorem 2].

In particular, the homeomorphism (and so the isomorphism of partially ordered
sets) that we denote by 6, from Spec(Kr(D)) to Zar(D) induces a 1-1
correspondence ©, between the set {Y € Spec(Kr(D)) | ¥ = Y4} (where YV :=
{z € spec(Kr(D)) | z <y, forsome y € Y} = Y9") and the set {WW C zar(D) |
W = W'} (where W' := (W’ € zar(D) | W D W, forsome W € W} = W),
Therefore ©, induces a bijection ® : SStarg,(Kr(D)) — SStary,;(D) defined
by ©(sy) := Ne, ), Where ©,(Y) = {V € zar(D) | M(X) NKr(D) € Y} =: V(Y)
and M (X) is the maximal ideal of V (X).

Theorem 6.5 (cf.[18, Theorem 5.11]) Let D be an integral domain. Then, the bijec-
tion O, restrictedto SStars(D), induces a homeomorphism between SStaxr (Kr(D))
and SStarg, cap(D). In particular, SStare, cap(D) is a spectral space.

Another interpretation of the previous theorem can be given by considering the
spectral space X (X), when X coincides with Zaxr (D). This point of view sheds new
light on the analogies between the spectral spaces SEE_a/r(D) (=SStary, sp(D), by
Remark 3.9(a)) and SStars, ¢ap(D), after recalling that X (D) := X (Spec(D)) is
canonically homeomorphic to SEE_z;r(D) (Proposition 4.6).

Corollary 6.6 Let D be an integral domain. The map
A : X (zar(D)) — SStars, eap(D), defined by A(Y) = Ay,

for each inverse-closed subset Y of Zar(D), is a homeomorphism.
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Proof (Sketch) The proof is based on the following key facts. The space X (Zax (D))
is canonically homeomorphic to X (Kr(D)) [19]. By Proposition 4.6, X (Kr(D)) =~
Sstar(Kr(D)) (= SStare, op(Kr(D))) and finally that the map ©¢, restriction
of ® to SStaryg, sp(Kr(D)), from SStars, 5p(Kr(D)) onto SStare, can(D), 1S a
homeomorphism (for more details [18, Theorem 5.11(2)]). (Il

The following Hasse diagram summarizes the topological embeddings of some

of the spaces considered in the present paper. All spaces are spectral except possibly
the three spaces denoted by .

sstar(D)®
SStary, (D)(®) SStary(D) SStar(D)(®)

[

X(zar(D)) ~ SStary, eas(D) Sstar(D) ~  X(Spec(D))
Overr(D)
Overr;c(D) Overrioc(D)
Zar(D) Loc(D) ~ Spec(D)
References

11.

12.

. D.D. Anderson, Star-operations induced by overrings. Commun. Algebra 16, 2535-2553

(1988)
D.D. Anderson, S.J. Cook, Two star operations and their induced lattices. Commun. Algebra
28, 2461-2475 (2000)

. D.F. Anderson, D.D. Anderson, Examples of star operations on integral domains. Commun.

Algebra 18, 1621-1643 (1990)

M.F. Atiyah, I.G. Macdonald, Introduction to Commutative Algebra (Addison-Wesley, Read-
ing, 1969)

V. Barucci, D. Dobbs, M. Fontana, Conducive integral domains as pullbacks. Manuscr. Math.
54,261-277 (1986)

N. Bourbaki, Algebre Commutative, Chap. 1-2 (Hermann, Paris, 1961)

P.-J. Cahen, Commutative torsion theory. Trans. Am. Math. Soc. 184, 73-85 (1973)

P.-J. Cahen, K.A. Loper, F. Tartarone, Integer-valued polynomials and Priifer v-multiplication
domains. J. Algebra 226, 765-787 (2000)

C. Chevalley, Sur la théorie des variétés algébriques. Nagoya Math. J. 8, 1-43 (1955)

C. Chevalley, H. Cartan, Schémas normaux; morphismes; ensembles constructibles. Séminaire
Henri Cartan 8, Exp. No. 7, 1-10 (1955-1956)

D. Dobbs, M. Fontana, Kronecker function rings and abstract Riemann surfaces. J. Algebra
99, 263-274 (1986)

D. Dobbs, R. Fedder, M. Fontana, Abstract Riemann surfaces of integral domains and spectral
spaces. Ann. Mat. Pura Appl. 148, 101-115 (1987)

mdanna@dmi.unict.it



142

13.

14.

15.
16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.
33.

34.

35.

36.

37.

38.

C.A. Finocchiaro et al.

N. Epstein, A guide to closure operations in commutative algebra, Progress in Commutative
Algebra, vol. 2 (Walter de Gruyter, Berlin, 2012), pp. 1-37

N. Epstein, Semistar operations and standard closure operations. Commun. Algebra 43, 325—
336 (2015)

C.A. Finocchiaro, Spectral spaces and ultrafilters. Commun. Algebra 42, 1496-1508 (2014)
C.A. Finocchiaro, M. Fontana, K.A. Loper, Ultrafilter and constructible topologies on spaces
of valuation domains. Commun. Algebra 41, 1825-1835 (2013)

C.A. Finocchiaro, M. Fontana, K.A. Loper, The constructible topology on spaces of valuation
domains. Trans. Am. Math. Soc. 365, 6199-6216 (2013)

C.A. Finocchiaro, M. Fontana, D. Spirito, Spectral Spaces of Semistar Operations . J. Pure
Appl. Algebra. 220, 2897-2913 (2016)

C.A. Finocchiaro, M. Fontana, D. Spirito, The Space of Inverse-Closed Subsets of a Spectral
Space. (2016) (submitted)

C.A. Finocchiaro, M. Fontana, D. Spirito, On a Topological Version of Hilbert’s Nullstellensatz.
J. Algebra (to appear)

C.A. Finocchiaro, D. Spirito, Some topological considerations on semistar operations. J. Alge-
bra 409, 199-218 (2014)

M. Fontana, J. Huckaba, Localizing systems and semistar operations, in Non-Noetherian Com-
mutative Ring Theory, ed. by Scott T. Chapman, Sarah Glaz (Kluwer Academic Publishers,
Dordrecht, 2000), pp. 169-198

M. Fontana, K.A. Loper, Kronecker function rings: a general approach, in Ideal theoretic
methods in commutative algebra (Columbia, MO, 1999), pp. 189-205. (Lecture Notes in Pure
and Applied Mathematics, vol. 220 (Dekker, New York, 2001))

M. Fontana, K.A. Loper, Nagata rings, Kronecker function rings and related semistar opera-
tions. Commun. Algebra 31, 4775-4805 (2003)

M. Fontana, K.A. Loper, An historical overview of Kronecker function rings, Nagata rings, and
related star and semistar operations, in Multiplicative Ideal Theory in Commutative Algebra:
A Tribute to the Work of Robert Gilmer, ed. by J.W. Brewer, S. Glaz, W. Heinzer, B. Olberding
(Springer, New York, 2006), pp. 169-187

M. Fontana, K.A. Loper, The patch topology and the ultrafilter topology on the prime spectrum
of a commutative ring. Commun. Algebra 36, 2917-2922 (2008)

M. Fontana, K.A. Loper, Cancellation properties in ideal systems: a classification of e.a.b.
semistar operations. J. Pure Appl. Algebra 213, 2095-2103 (2009)

M. Fontana, J. Huckaba, 1. Papick, Priifer domains (M. Dekker, New York, 1997)

M. Fontana, K.A. Loper, R. Matsuda, Cancellation properties in ideal systems: an e.a.b. not a.b.
star operation. AJSE (Arabian Journal for Science and Engineering)-Mathematics 35, 45-49
(2010)

P. Gabriel, La localisation dans les anneaux non commutatifs, in Séminaire Dubreil (sous la
direction de P. Dubreil, M.-L. Dubreil-Jacotin, C. Pisot). Algebre et théorie des nombres, 13
no. 1, Exposé No. 2 (1959-1960), 35 p

R. Gilmer, Multiplicative Ideal Theory. Queen’s Papers in Pure and Applied Mathematics, vol.
I & II (Kingston, Ontario, Canada, 1968)

R. Gilmer, Multiplicative Ideal Theory (M. Dekker, New York, 1972)

A. Grothendieck, J. Dieudonné, Eléments de Géométrie Algébrique I, IHES 1960 (Springer,
Berlin, 1970)

W. Heinzer, M. Roitman, Well-centered overrings of an integral domain. J. Algebra 272(2),
435-455 (2004)

M. Hochster, Prime ideal structure in commutative rings. Trans. Am. Math. Soc. 142, 43-60
(1969)

M. Hochster, C. Huneke, Tight closure, invariant theory, and the Briangon-Skoda theorem. J.
Am. Math. Soc. 3(1), 31-116 (1990)

O. Heubo-Kwegna, Kronecker function rings of transcendental field extensions. Commun.
Algebra 38, 2701-2719 (2010)

J. Huckaba, Commutative Rings with Zero Divisors (M. Dekker, New York, 1988)

mdanna@dmi.unict.it



New Distinguished Classes of Spectral Spaces: A Survey 143

39

40.
41.

42.

43.
44.

45.
46.

47.

48.

49.

50.

51.

52.

53.

C. Huneke, 1. Swanson, Integral Closure of Ideals, Rings, and Modules, vol. 336, London
Mathematical Society Lecture Note Series (Cambridge University Press, Cambridge, 2006)
W. Krull, Idealtheorie (Springer, Berlin, 1935). (2nd edn. 1968)

W. Krull, Beitrige zur Arithmetik kommutativer Integrititsbereiche, I - II. Math. Z. 41, 545—
577, 665-679 (1936)

W. Krull, Gesammelte Abhandlungen/Collected Papers, Hrsg. v. Paulo Ribenboim (Walter de
Gruyter, Berlin, 1999)

T. Jech, Set Theory (Springer, New York, 1997). (1st edn. Academic Press, 1978)

J. Lambek, Torsion Theories, Additive Semantics, and Rings of Quotients. Lecture Notes in
Mathematics, vol. 177 (Springer, Berlin, 1971)

P. Maroscia, Sur les annéaux de dimension zéro. Rend. Acc. Naz. Lincei 56, 451-459 (1974)
A. Okabe, R. Matsuda, Semistar operations on integral domains. Math. J. Toyama Univ. 17,
1-21 (1994)

J.-P. Olivier, Anneaux absolument plats universels et épimorphismes a buts réduits, Sém P.
Samuel, Algebre Commutative, Année, Ex. N. 6 (1967/68)

J.-P. Olivier, Anneaux absolument plats universels et épimorphismes d’anneaux. C.R. Acad.
Sci. Paris 266, 317-318 (1968)

N. Schwartz, M. Tressl, Elementary properties of minimal and maximal points in Zariski
spectra. J. Algebra 323, 698-728 (2010)

B. Stenstrom, Rings and Modules of Quotients. Lecture Notes in Math, vol. 237 (Springer,
Berlin, 1971)

J.C. Vassilev, Structure on the set of closure operations of a commutative ring. J. Algebra 321,
2737-2753 (2009)

O. Zariski, The compactness of the Riemann manifold of an abstract field of algebraic functions.
Bull. Am. Math. Soc 50, 683-691 (1944)

O. Zariski, P. Samuel, Commutative Algebra, vol. 11 (Van Nostrand, Princeton, 1960)

mdanna@dmi.unict.it



Relative Polynomial Closure
and Monadically Krull Monoids
of Integer-Valued Polynomials

Sophie Frisch

Dedicated to Franz Halter-Koch on the occasion of his 70th
birthday.

Abstract Let D be a Krull domain and Int(D) the ring of integer-valued polynomials
on D. For any f € Int(D), we explicitly construct a divisor homomorphism from
[fT, the divisor-closed submonoid of Int(D) generated by f, to a finite sum of
copies of (Ny, +). This implies that [ f]] is a Krull monoid. For V a discrete valuation
domain, we give explicit divisor theories of various submonoids of Int(V). In the
process, we modify the concept of polynomial closure in such a way that every subset
of D has a finite polynomially dense subset. The results generalize to Int(S, V'), the
ring of integer-valued polynomials on a subset, provided S does not have isolated
points in v-adic topology.
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find a polynomial f € Int(Z) that has exactly k essentially different factorizations
into irreducible elements of Int(Z), namely, one with n; irreducible factors, one with
ny, etc. [4]. In contrast to this, A. Reinhart [9] has shown for any unique factorization
domain D that Int(D) is monadically Krull, i.e., that the divisor-closed submonoid
[ /1 generated by any single polynomial f € Int(D) (the monoid consisting of all
divisors in Int(D) of powers of f) is a Krull monoid. So, we have here an interesting
case of Krull monoids with rather wild factorization properties.

In this paper, we find divisor homomorphisms and, in some cases, divisor theories
for the divisor- closed submonoids generated by single polynomials f € Int(S, D),
the ring of integer-valued polynomials on a subset of a Krull domain. If S does not
have any isolated points in any of the topologies given by essential valuations of D,
we can construct a divisor homomorphism from [ f]] to a finite direct sum of copies
of (Ny, +) [Theorem 5.4]. This implies that [ f]] is a Krull monoid, and hence, that
Int(S, D) is monadically Krull.

In the special case of D being a discrete valuation domain, we can determine
explicitly the divisor theories of certain submonoids of Int(S, D) [Theorems 4.2
and 5.3].

As a tool for constructing divisor homomorphisms on monoids of integer-valued
polynomials, we introduce “relative” polynomial closure, that is, polynomial closure
with respect to a subset of K[x], in Sect.2. This modification of the concept of
polynomial closure makes it possible to find finite polynomially dense subsets of
arbitrary sets in Sect.3. Equipped with these finite polynomially dense sets, we
construct the actual divisor homomorphisms and, in some cases, divisor theories, to
finite sums of copies of (Ny, +) in Sects.4 and 5.

The remainder of this introduction contains a short review of concepts and notation
related to integer-valued polynomials.

Definition 1.1 Let D be a domain with quotient field K and f € K|[x]. f is called
integer-valued if f(D) € D.Forasubset S C K, f € K[x]is called integer-valued
on S if f(S) € D. When there are several possibilities for D, we say D-valued on
S instead of integer-valued on S.

The ring of integer-valued polynomials on D is written Int(D), and the ring of
integer-valued polynomials on a subset S of the quotient field of D is denoted by
Int(S, D):

Int(S, D) = {f € K[x]| £(S) € D}, Int(D) = Int(D, D).

Definition 1.2 Let D be a domain with quotient field K, S C D and f € Int(S, D).
The divisor-closed submonoid of Int(S, D) generated by f, which we write [ f1],
is the multiplicative monoid consisting of all g € Int(S, D) for which there exists
m € Nand h € Int(S, D), suchthatg - h = f.

Keep in mind that an element of [ f] is not just a polynomial g € Int(S, D) that
divides some power of f in K[x]. The cofactor h = f /g is also required to be in
Int(S, D). Take for example (3) in Int(Z). Here x divides f in K [x], butx ¢ [ f1.

We will frequently use the following divisibility criterion for [ f]].
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Remark 1.3 Let [ ] be the divisor-closed submonoid of Int(S, D) as in Definition
1.2 and g, h € [ f]. Then g divides & in [ ] if and only if g divides & in K[x] and
the cofactor //g is in Int(S, D).

Multiplying a polynomial in [[ ] by a constant in D does not in general result in
an element of [ f]. We can multiply elements of [ f]] by some suitable constants,
though, see Lemma 1.4.

Regarding valuation terminology: we use additive valuations, that is, a valuation
isamapv: K\{0} — I, where (I', +) is a totally ordered group, satisfying

1. v(ab) = v(a) + v(b)
2. v(a + b) > min(v(a), v(b))

and we set v(0) = oo. The valuation group of v is the image of v in I". The valuation
domain of a valuation von a field K is V = {k € K | v(k) > 0}.

Lemma 1.4 Let V be the valuation domain of a valuation v on K, SCV, f €
Int(S, V) and [ f] the divisor-closed submonoid of Int(S, V) generated by f. Let
gelflanda € K. If —mingc5v(g(s)) <v(a) <O0thenag € [f].

Proof Let g, h € Int(S, V) and m € N such that gh = f™. Then both ag and a~'h
are in Int(S, V), and ag - a'h = .

We recall the definitions of ideal content and fixed divisor, whose interplay will
be an important ingredient of proofs. Let R be a domain and f € R[x]. The content
of f, denoted c(f), is the fractional ideal generated by the coefficients of f.If Risa
principal ideal domain, we identify, by abuse of notation, ideals by their generators
and say that c(f) is the ged of the coefficients of f. A polynomial f € R[x]is called
primitive if ¢(f) = R, that is, in the case of a PID, if ¢(f) = 1.

Definition 1.5 Let D be a domain with quotient field K, S € D and f € K[x]\{0}.
The fixed divisor of f on S, denoted dg(f), is the D-submodule of K generated by
the image f(S). Note that dg(f) is a fractional ideal. If § = D, we write d(f) for
dp(f). If D is a PID, we will, by abuse of notation, sometimes write a generator to
stand for the ideal, e.g., ds(f) = 1 for ds(f) = D. A polynomial f € Int(S, D) is
called image-primitive if ds(f) = D.

For polynomials in D[x], image-primitive implies primitive, but not vice versa.
One difference between ideal content and fixed divisor is that the ideal content is
multiplicative for sufficiently nice rings—called Gaussian rings—including principal
ideal rings, whereas the fixed divisor is not multiplicative. ds(f) ds(g) contains
ds(fg), but the containment is often strict.

Remark 1.6 Two easy but useful facts:

1. If f € Int(S, D) is image-primitive then f” is image-primitive for all n € N.
2. If f € Int(S, D) is image-primitive then all divisors in Int(S, D) of f are also
image-primitive.
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Remark 1.7 Incase D is an intersection of valuation rings, then every f € Int(S, D)
is also in Int(S, V') for all these valuation rings, and f may be image-primitive as an
element of Int(S, V), but not as an element of Int(S, D). In this case, we write

v(f(8)) = minv(f(s))

and write v(f(S)) = 0 to express that f is image-primitive when regarded as an
element of Int(S, V).

2 Relative Polynomial Closure

Definition 2.1 (relative polynomial closure) Fix a domain D with quotient field K.
LetT C K and % C K|[x].
The polynomial closure of T relative to .7 is

Caz(T)={seK|YVfeFNIn(T,D): f(s)e D}

IfT CSC K,and C%(T) 2 S wecall T polynomially dense in S relative to ..

The definition of polynomial closure and polynomial density depends on the
choice of D. If there is any doubt about D, we say D-polynomial closure and D-
polynomially dense.

Polynomial closure relative to K [x] is the “usual” polynomial closure, introduced
by Gilmer [6] and studied by McQuillan [7], the present author [3], Cahen [1], Park
and Tartarone [8] and Chabert [2], among others. The reason why we generalize
the well-known concept of polynomial closure will become apparent in the next
section: when we consider polynomial closure relative to a set of polynomials whose
irreducible factors are restricted to a finite set, it becomes possible to find finite
polynomially dense subsets of any fractional set.

Remark 2.2 The following properties of polynomial closure relative to a subset .%#
of K[x] are easy to check.

L Ca(T) = feznir.p) (D)

2. Polynomial closure relative to .% is a closure operator, in the sense that
a. T CCx(T)
b. Cz(Cz(T)) = Cx(T)
c. TCS=Cx(T)<CCx(S)

3. Polynomial closure relative to .7 is the closure given by a Galois correspondence
that maps every subset 7 of K to a subset of .%, and every subset G of .Z to a
subset of K, namely,
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T+ ZNIn(T,D) and G () f'(D).
feG

4. If Fy € F, C K[x] then Cz (T) S Cz, (T).
5. If T is polynomially dense in S relative to .%#|, and .%, C .%, then T is polyno-
mially dense in S relative to .%.

When D is a valuation domain, then polynomially dense subsets of S relative to
Z are easily characterized (subject to a weak condition on .%): they are the subsets
T such that, for each f € %, mingcs v(f(s)) is attained by some s € T

Lemma 2.3 Letv be a valuation on a field K, V its valuation ring, T C S C K and
F C K|x]. Consider

1. Vf € Z minges v(f (s)) = miner v(f (1))
2. T is V-polynomially dense in S relative to 7.

(1) implies (2). If F is closed under multiplication by nonzero constants in K then
(2) implies (1).

Proof (1 = 2) For every polynomial f € .% NInt(T, V), min,cr v(f(t)) > 0.
Therefore, by (1), minges v(f(s)) > 0 and hence f € Int(S, V).

(2= 1) For every f € %, minser v(f(t)) > mingeg v(f(s)), since T C S. If
f € Z and « € Z are such that min,c7 v(f(¢)) > @ > mings v(f(s)), picka € K
with v(a) = —«. Then af € # NInt(T, V), but af ¢ Int(S, V), so T is not V-
polynomially dense in S relative to .%.

3 Finite Polynomially Dense Subsets

Let F be a finite set of irreducible polynomials in K[x] and .% the multiplicative
submonoid of K[x] generated by F and the nonzero constants of K. That is, .%#
consists of all nonzero polynomials in K [x] whose irreducible factors in K[x] are
(up to multiplication by nonzero constants) in F.

We will now construct, for every subset S of a discrete valuation ring V, a finite
polynomially dense subset of S relative to .. It is possible to admit fractional subsets
of K, but for simplicity’s sake we restrict ourselves to subsets of V.

By discrete valuation, we mean, more precisely, a discrete rank 1 valuation, that s,
a valuation v whose value group is isomorphic to Z. A normalized discrete valuation
is one whose value group is actually equal to Z. The valuation ring of a discrete
valuation is called discrete valuation ring, abbreviated DVR. As we all know, a DVR
is a local principal ideal domain.

Remark 3.1 Let v be a discrete valuation on K with valuation ring V, f € K[x],
and L O K a finite-dimensional field extension over which f splits. Let w be an
extension of v to L (w |g=v), W the valuation ring of w and P its maximal ideal.
Say f splitsas f(x) = c]_[l;zl(x - b)) H'}Ll(x —a;)withw(b;) < Oforl < j <k
and w(a;) > Ofor 1 < j <m over L.
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Then foralls € V,

k m
V(£ () =w(e) + D wby) + D wls —a;)

j=1 j=1
Proof This follows from the fact that w(s & b) = w(b) whenever w(b) < w(s).

Definition 3.2 Let X be a topological space and S € X. An isolated point of S is
an element s € X having a neighborhood U such that U N § = {s}.

Proposition 3.3 Let v be a discrete valuation on K and V its valuation ring. Let
F # 0 be a finite set of monic irreducible polynomials in K|[x] and F the set of
those polynomials in K[x] whose monic irreducible factors are all in F. Let S C V.

1. Then there exists a finite subset T C S such that
Vf e.Z minv(f(t)) = min(v(f(s)))
teT ses

and every such T C S is, in particular, a finite set that is polynomially dense in
S relative to F.

2. Ifnorootofany f € F is anisolated point of S in v-adic topology, then the above
set T can be chosen such as not to contain any root of any f € F.

3. Let L be the splitting field of F over K, w an extension of v to L and W the
valuation ring of w. Let A be the set of distinct roots of polynomials of F in W.
Then T in (1) and (2) can be chosen with |T| < max(1, |A|).

Proof Let L, w, W, and A as in (3). Let P be the maximal ideal of W. We call the
elements of A “the roots”. We may assume S 7# ¥ and A # (J (otherwise the claimed
facts are trivial). In view of Remark 3.1, to show (1) it suffices to construct a finite
set T C S such that, for every finite sequence (a;)", in A,

m m
min E w(t — a;) = min E w(s — a;)
teT 4 : seS 4 :

1= 1=

We will do this by constructing a finite covering € of S by disjoint sets C € W and
for each C € ¥ choosing a representative r € C N S such that w(t — a) < w(s — a)
for every a € A and every s € C N S. This representative + € C N S then satisfies
Vfe.Z v(f(t)) = mingecns v(f(s)), by Remark 3.1. If we take T to be the set
of representatives of covering sets C € % then for every f € %, mingcs v(f(s))
is realized by some s € T. By Lemma 2.3, this makes 7 polynomially dense in S
relative to .%.

For any ideal I of W, we call aresidue class » + I “relevant” if SN (r + 1) # 0.

We construct €, 6, (n > 0) and T inductively. Before step 0, initialize T = @,
¢ =0,% ={W}
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At the beginning of step n, % is a finite set of relevant residue classes of various P*
with k < n while 6, is a finite set of relevant residue classes of P" each containing
at least one root. In step n, initialize 6, = ¥; then go through each C € %, and
process it as follows:

I. fCNS ={c} with c € A then put c in T and C in . Note that in this case
C NV is a v-adic neighborhood of ¢ whose intersection with S is {c}, and that
therefore ¢ € A is an isolated point of S.

2. Else, if C contains a relevant residue class D of P"*! which does not contain a
root, pick such a D, add a representative of D N S to T'; then put C in % .

3. Else place all relevant residue classes of P"*! contained in C (each containing a
root, by construction) in 6, .

If 6,4+ is empty at the end of step n, stop. Otherwise proceed to step n + 1.

Note that after each step n, € U 6,4, is a covering of S. When the algorithm
terminates with 6,1 = ¢, then % is a covering of S and T contains for each C € €
a representative ¢ € C N S satisfying w(t — a) = mingccns w(s — a) for all a € A.
Therefore v(f(¢)) = mingecns v(f (s)) for all f € .# by Remark 3.1.

The algorithm terminates when no root is left in | J &,+;. For each root a € A,
one can give an upper bound on n such that @ is no longer in %,,+,. Namely, let n such
that w(a — a’) < n for all roots a # a’. If (@ + P"*') N S = @ then a residue class
containing a has been dropped as not relevant at or before stepn, soa + P"! ¢ €, ;.
If (a + P"') N S = {a}, then a residue class containing a is placed in € at step
n + 1 or earlier. Otherwise, a + P"*! contains an element of S other than a. Let
s € (a+ PN S, withw(s — @) = m minimal. Then a + P™ will be placed in ¢
by step m.

This shows (1). For (2), note that the set T thus constructed contains no root of any
f € F except such as are isolated points of S in v-adic topology. For (3), note that
every time an element is added to 7', a set containing at least one root is transferred
from %, to ¢ and the number of roots in | ., C decreases.

Remark 3.4 Thanks to the anonymous referee for pointing out that parts (1) and (2)
of Proposition 3.3 can be shown more quickly by applying Dickson’s theorem [5,
Theorem 1.5.3], which says that the set of minimal elements of any subset N of N{
is finite and that for every a € N there exists a minimal element b € N with b < a,
to the subset N = {(W(s — a))qea | 5 € S} of Nj.

4 Divisor Theories for Monoids of Integer-Valued
Polynomials on Discrete Valuation Rings

We are going to construct divisor homomorphisms from submonoids of Int(S, D),
where D is a Krull domain, to finite sums of copies of (Ny, +). The idea is to gain
insight into divisibility in Int(S, D) by relating it to divisibility in a finitely generated
free commutative monoid. In this section, we assume V to be a discrete valuation
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domain and determine the divisor theory of the submonoid consisting of all elements
of Int(S, V) whose irreducible factors in K [x] come from a fixed finite set.

By monoid we mean a semigroup that has a neutral element. All monoids that we
examine here are cancellative, that is, whenever ab = ¢b or ba = bc, it follows that
a = c. Also, all our monoids will be commutative.

A short review of divisibility terminology, in the perhaps less familiar additive
form: Let (M, +) be a commutative monoid, written additively, and a, b € M.

1. We say that a divides b in M and write a | b, whenever there exists ¢ € M such
thata + ¢ = b.

2. Wecall anelementd € M a greatest common divisor, abbreviated gcd, of a subset
ACM,if

a. d|aforallae A
b. forallc € M:ifc |aforalla € Athenc | d.

If (M,+) is a direct sum of k copies of (Ny, +), then the divisibility rela-
tion in M 1is just the partial order given by the order relations on each compo-
nent: Let a,b e M = Zle(No, +) with a = (ay, ...,a;) and b = (by, ..., by).
Then a | b in M is equivalent to a; < b; for all 1 <i < k. Therefore, any set
{(mi1,mip,...,my) | i € I} of elements of M has a unique gcd, namely, d =
(min; (m;1), min; (m;2), ..., min; (Mm;y)).

Definition 4.1 A monoid homomorphism ¢ : G — H is called a divisor homomor-
phismif ¢(a) | ¢(b) in H implies a | b in G. (Note that the reverse implication holds
for every monoid homomorphism.)

A divisor homomorphism ¢: G — >"" | (Ny, +) is called a divisor theory if each
of the unit vectors ¢; (having 1 in the ith coordinate and zeros elsewhere) occurs as
gcd of a finite set of images of elements of G.

In what follows, we denote the normalized discrete valuation on K (x) correspond-
ing to an irreducible polynomial 4 € K[x] by vy; that is, for g € K[x], v,(g) is the
exponent to which % occurs in the essentially unique factorization of g in K[x] into
irreducible polynomials, and for g1/g> € K(x), v, (g1/82) = vi(g1) — vi(g2).

In this section we examine the special case Int(S, V), where V is a discrete
valuation ring (DVR).

Theorem 4.2 Let v be a normalized discrete valuation on K and V its valuation
ring. Let H be a finite set of pairwise nonassociated irreducible polynomials in
K|[x] and 7 the multiplicative submonoid of K[x] generated by H and the nonzero
constants in K. Let S C V such that no root of any h € H is an isolated point of S
in v-adic topology. Let F = 7 N Int(S, V).
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There exists a finite subset T of S that is polynomially dense in S relative to
and contains no root of any h € H; and for every such T

9 F > > MNo, )@ > No,+), ¢() = (va(g) | h € H), (v(g®) |t €T)),
heH teT

is a divisor homomorphism. If T is chosen minimal, ¢ is a divisor theory.

Proof The existence of a finite polynomially dense subset 7' containing no root of
any h € H is Proposition 3.3. Once we have a finite dense set, a minimal dense set
can be obtained by removing redundant elements.

¢ is well defined, because T contains no root of any 7 € H. Once ¢ is a well-
defined function, it clearly is a monoid homomorphism. Now suppose a, b € .# such
that ¢ (a) | ¢(b), and set c = b/a. We must show ¢ € Int(S, V).

@(a) | ¢(b) means v, (a) < v,(b) forall h € H and v(a(t)) < v(b(¢)) forallt
T. The first shows ¢ € K[x], and therefore ¢ € .77, and the second shows that ¢ () €
V forall t € T. Since T is polynomially dense in S relative to .77, it follows that
c € Int(S, V). We have shown ¢ to be a divisor homomorphism.

It remains to show that every e;, for any 2 € H and every ¢, for any r € T occurs
as the ged of a finite set of images of elements of .%, provided T is minimal.

We may assume, without changing JZ, .% or ¢ in any way, that the elements of
H are in V[x] and primitive.

First, let p be a generator of the maximal ideal of V. The constant polynomial p
is an element of .% satisfying v, (p) = Oforallh € H and v(p(t)) = 1forallz € T.

Second, we note that every polynomial 2 € H is an element of .% satisfying
vp(h) = 1 and v;(h) = 0 for every | € H\{h}.

Third, we show that for every ¢t € T, there exists g, € .% such that v(g,(¢)) =0
and v(g;(r)) > 0 for all r € T\{t}. We use the minimality of 7 and Lemma 2.3:
Since T is polynomially dense in S relative to 77, but T\{t} is not, there exists a
polynomial k € 7 with v(k(¢)) = mingeg v(k(s)) and v(k(r)) > mingcs v(k(s)) for
all r € T\{t}. Let k be such a polynomial and o = v(k(¢)). Then g,(x) = p~%k(x)
has the desired properties.

Fourth, we show that for every ¢ € T and h € H there exists g,; € .% such that
v(gm()) = 0 and v,(g:;,) > 0. Let k be any polynomial in .# with v, (k) > 0. If
v(k(t)) = a > 0, set gy (x) = p~%k(x)g: (x)*.

Now forany h € Handt € T,

en = ged ({p(gm) |1 € TYU {p(h)}) and e = ged ({p(g,) | r # 1} U {p(p)}).
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5 Divisor Homomorphisms on Monadic Monoids
of Integer-Valued Polynomials

‘What we have found out about the submonoid of Int(S, V') consisting of polynomials
whose irreducible factors in K[x] come from a fixed finite set, we now apply to
the divisor-closed submonoid of Int(S, V) generated by a single polynomial. We
consider discrete valuation domains first and afterwards generalize to Krull domains.

Recall from Definition 1.2 that [ f]], the divisor-closed submonoid of Int(S, D)
generated by f, is the multiplicative monoid consisting of all those g € Int(S, D)
which divide some power of f in Int(S, D). Also, recall the definition of image-
primitive, and of ds(f), the fixed divisor of f on S from Definition 1.5.

First, let us get a trivial case out of the way

Lemma 5.1 LetVbeaDVR, S C Vand f € V[x]withds(f) =V.Let F C V[x]
be a set of primitive polynomials in V [x] representing the different irreducible factors
of f in K[x]. Let %\ be the multiplicative submonoid of V [x] generated by F and
the units of V. Then

L [Lf1 =%

Every element g of [ 1 is in V[x], is primitive, and satisfies ds(g) =
If g, h € [ f], then g divides h in [ f] if and only if g divides h in K|[x].
e [f1— 2crNo,+). @(g) = (vin(g) | h € F), is a divisor theory.

R

Proof We will show (1) and (2). The remaining statements follow.

f € V[x] is image-primitive on S and hence primitive. The same holds for all
powers of f and for all divisors in V[x] of any power of f by Remark 1.6.

Clearly, every element of .% divides in V[x] some power of f. Therefore .%, C
[ /1, and every element of .% is image-primitive on S.

Nowletg € [f]l. Letm € Nand h € Int(S, V) with hg = f™. Thenh = ch and
g =dg with g, he Zyande,d € K. Since g g and h are image-primitive on S, we
must have v(c) > 0 and v(d) > 0. Since f™ is primitive, v(c) = —v(d). It follows
that v(c) = v(d) = 0 and therefore g, h € .%.

Let D be a domain with quotient field K, S a subset of D, and f € Int(S, D).
Let H be a set of representatives (up to multiplication by a nonzero constant) of
the irreducible factors of f in K[x]. For instance, H could be the set of monic
irreducible factors of f in K[x]. Or, in case that D is a principal ideal domain, such
as, for instance, a discrete valuation domain, H can be chosen to be a set of primitive
irreducible polynomials in D[x]. By .7 we denote the multiplicative submonoid of
K[x]\{0} generated by H and the constants in K\{0}. (Note that .7 depends only
on f, not on the choice of H). Obviously [ /] € 4 N Int(S, D). We now examine
when equality holds. In this case, we can give a divisor theory of [ f] [Theorem 5.3].
Otherwise, we have to be content with a divisor homomorphism [Theorem 5.4].

Theorem 5.2 Let V be a discrete valuation domain with quotient field K, S C 'V
and f € Int(S, V)\{0}. Let 5 be the multiplicative submonoid of K[x] generated
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by the monic irreducible factors of f in K|[x] and the nonzero constants in K. If

ds(f) # V then
[f1 = NS, V).

Proof Clearly, [f1 € -2 N Int(S, V). For the reverse inclusion, let f = ¢ f with
c € K\{0} and f € V[x] primitive. We will first show that b f € [ /1], for arbitrary
b e V\{0}:

Since ds(f) # V,v(ds(f)) > 0, and we may apply the Archimedean axiom. Let
m € N such that mv(ds(f)) = v(b) — v(c). Then f"*! = (f’”cb’l)bf, and both
(f™cb™"y and b f are in Int(S, V). Therefore b f € [ f].

Furthermore, for arbitrary b € V'\{0}, all divisors in V[x] of b f € [f1 are also
in [ /1. Therefore, all primitive irreducible factors of f and all nonzero constants of
V, as well as all products of such elements, are in [ f]. Finally, by Lemma 1.4, we
can multiply elements of [ f]] by any constant a € K with v(a) < 0, as long as the
result is integer-valued on S. Therefore, 57 N Int(S, V) C [ f1.

Theorem 5.3 Let v be a normalized discrete valuation on K and V its valuation
ring. Let S €V and f € Int(S, V), such that no root of f is an isolated point of S
in v-adic topology. Let H be the set of different monic irreducible factors of f in
K[x] and 7€ the multiplicative submonoid of K [x] generated by H and the nonzero
constants in K. By [ f1 denote the divisor-closed submonoid of Int(S, V') generated
by f.

There exists a finite polynomially dense subset T of S relative to ¢ that does not
contain any root of f; and for every such T

e [f1— D No, - & D (No,+) ¢(8) = (n(g) | h € H), (v(g(®) |t € T)),
heH teT

is a divisor homomorphism.
Ifds(f) # V and T is chosen minimal then ¢ is a divisor theory.

Proof [ f] is a submonoid of 77 N Int(S, V). The monoid homomorphism ¢ in the
theorem is the restriction of the divisor homomorphism of Theorem 4.2 to [ £ and is
therefore itself a divisor homomorphism. If dg(f) # V then [ f]] = 2 N Int(S, V)
by Theorem 5.2. In this case, ¢ is a divisor theory by Theorem 4.2, provided T is
minimal.

Recall that a Krull domain D is a domain satisfying the following conditions with
respect to Spec! (D), the set of prime ideals of height 1:

1. Forevery P € Spec!(D), the localization Dp is a DVR.

2. D= ﬂPESpec'(D) Dp
3. Each nonzero r € D lies in only finitely many P € Spec! (D).

If D is a Krull domain, we denote the normalized discrete valuation on the quotient
field of D whose valuation ring is D p, where P € Spec1 (D), by vp. Such a valuation
is called an essential valuation of the Krull domain D.
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Theorem 5.4 Let D be a Krull domain with quotient field K and S C D. Let f €
Int(S, D)\{0}, and [ f1 the divisor-closed multiplicative submonoid of Int(S, D)
generated by f. Let H be the finite set of different monic irreducible factors of f in
K|[x] and 7 the multiplicative submonoid of K[x] generated by H and the nonzero
constants. Let &2 be the finite set of primes P of height 1 of D such that either
f & Dplx]or f € Dp[x]and vp(f(S)) > 0.

If S does not contain any isolated points in vp-adic topology for any P € 22, then
for each P € 2P, there exists a finite subset Tp of S that is D p-polynomially dense
relative to 7€ in S and contains no root of f. For any such choice of sets Tp, let

M, +)=D " No,H® > D No, +).

heH PePteTp

Then

e: /1= M, @) =g | heH),((ve(g®)|1€Tp)| PeP)),

is a divisor homomorphism.

Proof The existence of the sets Tp is guaranteed by Proposition 3.3. Since no element
of any Tp contains a root of any polynomial in [ ], ¢ is a well-defined monoid
homomorphism.

Now assume a, b € [ f] with ¢(a) | ¢(b); we need to show a | b in [ f]. By
Remark 1.3, it suffices to show that a divides b in K [x] and that the cofactorc = b/a
is in Int(S, Dp) for every P € Specl(D).

Let ¢ = b/a. That ¢ is in K[x] follows from v, (a) < v,(b) for all irreducible
factors & of @ and b in K[x].

Consider aprime P of height 1 of D thatisnotin &. Forsuchaprime, f € Dp[x]
and f is image-primitive in Int(S, Dp). We may apply Lemma 5.1 (3) and deduce
that ¢ € Int(S, Dp).

Now for P € &, let yrp be the projection of M onto >, ., (No, +) @ >, 7,
(N, +), and call the latter monoid M (P). From ¢(a) | ¢ (b) it follows that {p (¢ (a))
divides ¥ p(¢(b)). Let [ f1p be the divisor-closed submonoid of Int(S, Dp) gener-
ated by f. Then [ f] is a submonoid of [ f] p, and ¥p o ¢ is the restriction to [ ]
of the divisor homomorphism in Theorem4.2. Now the fact that {p (¢(a)) divides
Yp(p(b)) implies ¢ € Int(S, Dp), by Theorem 4.2.

Corollary 5.5 Let D be a Krull domain and S a subset that does not have any
isolated points in any of the topologies given by essential valuations of D. Let f €
Int(S, D)\{0}. Then [ 1], the divisor-closed submonoid of Int(S, D) generated by
f, is a Krull monoid.

In particular, for every Krull domain D and every f € Int(D)\{0}, the divisor-
closed submonoid [ {1 of Int(D) generated by f is a Krull monoid.

Proof Indeed, the existence of a divisor homomorphism from [ f]] to a finite sum
of copies of (Ny, +) in Theorem 5.4 ensures that [ ] is a Krull monoid, see [5,
Theorem 2.4.8].
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Monoids with the property that the divisor-closed submonoid generated by any
single element is a Krull monoid have been called monadically Krull by A. Reinhart.
Without using divisor homomorphisms, through an approach completely different
from ours, Reinhart showed that Int(D) is monadically Krull whenever D is a prin-
cipal ideal domain [9, Theorem 5.2].

Corollary 5.5 generalizes Reinhart’s result to Krull domains, and also to integer-
valued polynomials on (sufficiently nice) subsets. The explicit divisor homomor-
phisms of Theorems 4.2, 5.3 and 5.4 give additional information on the arithmetic
of submonoids of Int(D).

It remains an open problem to find the precise divisor theories (cf. Definition 4.1)
of those monoids of integer-valued polynomials for which Theorems 5.3 and 5.4
provide divisor homomorphisms.

Acknowledgments This publication was supported by the Austrian Science Fund FWF, grant
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An Overview of the Computational Aspects
of Nonunique Factorization Invariants

P.A. Garcia-Sanchez

Abstract We give an overview of the existing algorithms to compute nonunique
factorization invariants in finitely generated monoids.

1 Introduction

In this manuscript, we give a general overview of the existing procedures to compute
nonunique factorization invariants. These methods have gained importance since
they provide batteries of examples that can be used to understand how to prove
theoretical results (or disprove ideas that we initially thought would hold). The algo-
rithms improve when we obtain new theoretical results, and in many cases from
advances in integer linear programming (and in particular in the study of systems of
linear homogeneous Diophantie equalities and inequations; since factorizations can
be seen as nonnegative integer solutions of systems of this form). Thus in a sense,
this is a wheel: theory produces algorithms that can be used to test new ideas, and
these yield new results.

A semigroup is a set with a binary associative operation. If a semigroup S has
an identity element (an element e such that ex = xe = x for all x € §), then we say
that the semigroup is a monoid. Let (M, -) be a monoid. An element m € M is a
unit if there exists m’ € M such that m - m’ = e = m’ - m, where e is the identity
element of M. A monoid is reduced if the only unit is the identity element. We are
concerned with factorizations up to units, so we can at the very beginning remove
the units from our monoid and suppose that it is reduced. If % (M) denote the set of
units, then M,.q is defined as Mg = {m + % (M) | m € M}, which is the reduced
monoid associated to M.
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A monoid M is commutative if m - m’ = m’ - m for all m, m’ € M. All monoids
in this paper are commutative, and thus we will adopt additive notation, and will use
0 to denote the identity element.

A monoid M is cancellative if wheneverm + m’ = m + m” forsomem, m’, m” €
M, we have m’ = m”. If (R, +, -) is a domain, then the underlying monoid (R, -) is
commutative and cancellative. As with commutativity, we will also assume that our
monoids are cancellative.

Thus in what follows a monoid M is meant to be commutative, cancellative, and
reduced. We denote M* = M \ {0}.

Since we are assuming that our monoids are cancellative, we can consider their
quotient groups. Let M be amonoid, the quotient group of M, denoted by & (M), is the
set (M x M)/ ~, where ~ is the congruence defined as (x, y) ~ (x/, y)ifx + y =
x" 4+ y. Weuse [(x, ¥)] to denote the equivalence class of (x, y) modulo this relation.
Addition in (M) is defined by the rule [(x, y)] + [(x', y)] = [(x + x', y + y)]. It
is easy to show that ((M), +) is a group, and that the natural embedding i : M —
&(M), m +— [(m, 0)] is a monoid homomorphism. We can represent & (M) as the
set {x —y | x, y € M} via this embedding.

Assume that M is a submonoid of a free monoid F. Then we say that M is
saturated if &(M) N F = M. A Krull monoid is a monoid M such that M, is a
saturated submonoid of a free monoid (this is just one of the many possible definitions;
see [27]).

An element m in M* is said to be an atom or irreducible if whenever m = m’ + m”
for some m’, m” € M, then either m" = 0 or m"” = 0 (recall that we are assuming
that M is reduced). Let <7 (M) denote the set of atoms of M. We say that M is atomic
if every element m € M can be expressed as a sum of finitely many atoms.

For a given set X, let % (X) be the free monoid on X, that is, the expressions of the
form >° _y Acx with A, € N (N denotes the set of nonnegative integers), and all but
finitely many A, are zero. For M an atomic monoid, denote by Z(M) = % (<7 (M)).
There is a natural monoid epimorphism

0. Z(M) —> M, (p(zaed(M) Aaa) = ZHEM(M) Aqa.

Observe that many expressions of the form > ., ) »«a may correspond to the
same element in M. For m € M, we define Z(m) = ¢~ '(m). Every element in Z(m)
is a factorization of m. For N € M, we will write Z(N) = J,,cy Z(m).

It may happen that the cardinality of Z(m) is one for all m (and consequently ¢ is an
isomorphism and M is a free monoid); in this case M is said to be a factorial monoid.
It also may happen that there are finitely many factorizations for every element in
the monoid M, and then we say that M is a FF-monoid (which stands for finite
factorization monoid). The length of a factorization 3 _ . .y 2a@ 18 2 c oy ary 2a- I
for every element m € M, all the lengths of its factorizations coincide, then we say
that M is a half-factorial monoid; and if the set of possible lengths of factorizations
are finite for every element, the monoid is a BF-monoid (BF stands for bounded
factorizations; see [27] for more details and properties of these monoids).
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Observe that from a computational point of view it is desirable that M can be
described in a “finite” way, and this happens in the case M is an atomic monoid with
finitely many atoms. In this setting, if the cardinality of <7 (M) is e, we can identify
Z(M) with N¢. As we are assuming M is cancellative and reduced, this implies, that
any two factorizations are incomparable with respect to the usual partial ordering
in N¢, Dickson’s lemma implies that Z(m) will have finitely many elements for any
me M.

A monoid morphism f : M — M’ is a transfer homomorphism if

(T1) M' =im(f) + %M’y and [~ (U (M")) = U (M),
(T2) ifu € M and f(u) = b + c for some b, ¢ € M’, then there exist v, w such that
u=v+w, fv)yeb+#%M')and f(w) € c+UM').

Transfer homomorphisms allow to study the arithmetical invariants (such as sets
of lengths and catenary degree) of Krull and weakly Krull monoids in associated
auxiliary monoids. In many cases these auxiliary monoids are finitely generated (see
[27]). So, in these cases we will have FF-monoids, and we will be able to determine
some properties using a computer.

Notice also that if we are assuming that M is finitely generated, then according to
[37, Proposition 3.1], we can assume that M “lives” in 7k x Lg, X -+ X Zg IfA=
{my, ..., m,}is the set of atoms of M, then M = (A) = {Zle nim; | ny,...,n; €
N } Form € M the set of factorizations of m corresponds with the set of nonnegative
integer solutions of the system of equations

(my |- m)(x -~~xe)T =m,

where the m;’s are written in columns, and the last r equations are in congruences
modulody, ..., d,,respectively. In order to deal with these equations in congruences,
we can introduce auxiliary variables and then project to the original ones (see for
instance [37, Chap.7]). The software Normaliz [6] can handle these kinds of
systems of equations.

By removing equations in congruences, we then have a monoid that is forsion
free, that is, whenever km = km' for k a positive integer and m, m’ € M, we have
m = m’. Every finitely generated commutative, cancellative, reduced, and torsion
free monoid is isomorphic to a submonoid of N¥ for some positive integer k (this is
known in the literature as Grillet’s Theorem, see for instance [37, Theorem3.11]). A
monoid with all these conditions is called an affine semigroup. The set of atoms of
an affine semigroup M is M* \ (M* + M*), and it is the unique minimal generating
system of M. So here minimal generators correspond with atoms (irreducibles).

We will give the definition of arithmetic invariants in the scope of affine semi-
groups. This does not mean that some of the methods reviewed can be used in a more
general scope (even in an noncomputatonal framework), see for instance [8, 32-34].

Recall that the kernel congruence of a monoid morphism f : M — M’ is defined
as

ker(f) ={(x,y) e M x M| f(x) = f(»)}
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Observe that this definition is slightly different from that of kernel of a group mor-
phism (or ring morphism or linear map), because we do not have inverses, and from
f(x) = f(y) we cannot write f(x —y) = 0.

If z and 7’ are two factorizations of m € M, then the pair (z, ') is in the kernel of
the morphism ¢ defined above. The map ¢, in the setting of affine semigroups with
atoms {m, ..., m,}, can be written as

o NC—> M, pny,...,n.) =nmy + -+ n.m,.

A presentation o of M is a generating system of ker @, that is, ker ¢ is the minimal
congruence containing o.

Remark 1 Notice that from the definition of presentation, if o is a presentation for M
and z, 7’ are two factorizations of m € M, then there exists a chain of factorizations
Z1, ..., 2, of m such that

© 1 =22 =2,
e foreveryi € {1,...,r — 1}thereexistsa;, b;, c; € N°suchthat (z;, z;11) = (a; +
Ci, bi + Ci) with either (Cli, b,) € o0 or (b,', a,») €0.

This idea actually catches the fact that ker ¢ is the least congruence containing o, or
in other words, it is the reflexive-symmetric-transitive closure of o compatible with
addition.

Hence knowing a presentation of M (a generating set of ker ¢) allows us to know
how to move from z to 7/, and consequently it will be a fundamental tool in the study
factorizations of elements in affine semigroups. This is the case of catenary degree
and Delta sets.

Recently it has been shown that some invariants are related to the calculation of
the set of factorizations of a principal ideal (this occurs with the tame degree and the
w-primality).

An affine semigroup M C NF is full if &(M) N NF = M, that is, it is a finitely
generated saturated submonoid of N¥ for some positive integer k. Clearly, a monoid
is full affine if and only if it is a reduced finitely generated Krull monoid (see [27,
Theorem2.7.14]). For full affine semigroups, there are specific procedures that sig-
nificantly speed up the process of computing factorizations of principal ideals.

For numerical semigroups there are methods, based mainly on computing with
Apéry sets, which avoid the use of linear integer programming, and work well for
small generators. We will describe them when applicable.

This manuscript is meant to give a state of art of the implementations existing
for the calculation of nonunique factorization invariants. We will simply explain the
theory that supports these procedures, but will not describe deeply the functions used.
We have implemented everything that is described here in the GAP [20] package
numericalsgps ([18]; see the manual of the package for a description of the
functions, examples and mode of operation). The reader interested in a full description
and implementation of the algorithms can have a look at the source code available
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either on the GAP web page, or for the development version in https://bitbucket.
org/gap-system/numericalsgps (the files containing the functions described here for
numerical semigroups are in catenary-tame.gi and contributions.gi;
those for affine semigroups areinaf fine . gi, both in the folder gap). The package
tests availability of other packages [2, 16, 26, 28, 29] that interact with 4ti2 [1],
Normaliz [5, 6] and Singular [17]. Depending on this availability, the package
will use an specific method for the calculations. So, in some cases, we wrote up to
four different implementations for computing the same invariant (this is why there
are several files with prefix affine-extra in the gap folder).

2 Presentations

Rédei proved in [36] that every finitely generated commutative monoid is finitely
presented. In our setting, this means that every affine semigroup admits a presentation
with finitely many elements. Since then, many alternative and shorter proofs have
been published. We recall here one of these approaches.

Let t be a symbol and let K be a field. For M an affine semigroup, define the
semigroup ring KIM] = @,,.,, K", where addition is performed component-wise
and multiplication follows the rule ™ " = gt Observe that we can think of K[M]
as the set of polynomials in the variable ¢ but with exponents in the monoid M (so
this is not necessarily a subring of K[¢], the ring of polynomials in ¢, since M does
not have to be a submonoid of N).

Assume that {m, ..., m,} is a generating system of M. Herzog in [30] proves
that o is a presentation of M if and only if the ideal I}, = (X¢ — X? | (a, b) € o),
where ), is the kernel of the ring homomorphism induced by

Klxi, ..., x] — K[M], x; — ™.
Observe that for n = (ny, ..., ng), we can write ™ as 7' ...#;* and in this way
we can see K[M] as a subring of K[z, ..., #]. In particular, we can compute a
presentation of M by using elimination: we start with the ideal (xl — M X —
tmf) C K[xq, ..., X, t, ..., t;], and then eliminate the variables 7, .. ., #; to obtain

Iy

Example 2.1 Let us compute a presentation of M = ((2,0), (0, 2), (1, 1), (2, 1))
with singular, [17].

> ring r=0, (x,y,z,t,u,v),1lp;

> ideal i = (x-u"2,y-v"2,z-u*v,t-u*v"2);
> eliminate(i,u*v);

_[1l=yz2-t2

_[2]=xt2-z4

_[3]1=xy-z2
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This means that /), = (yz2 — 12, xt? = 74, Xy — zz), and in light of Herzog’s corre-
spondence, the set

{((0, 1,2,0),(0,0,0,2)),((1,0,0,2),(0,0,4,0)), ((1, 1,0, 0), (0,0, 2, 0))}

is a presentation for M.

A minimal presentation of M is a presentation that cannot be refined to another
presentation of M, that is, it is minimal with respect to set inclusion (it turns out that
it is also minimal with respect to cardinality; see [37, Corollary 9.5]).

Example 2.2 The presentation in Example 2.1 is not minimal. If we want to obtain
a minimal presentation with singular additional work is needed.

> ring r=0, (x,y,z,t,u,v), (wp(2,2,2,3),1p(2));
// ** redefining r **

> ideal 1 = (X-u**2,y-v**2,z-u*v,t-u*v**2);

> ideal j=eliminate(i,u*v);

> minbase (J) ;

_[1]=xy-z2

_[2]=yz2-t2

Given m € M, we define V,, as the graph with vertices Z(m) and zz’ is an edge
if z - 7/ # 0 (dot product). An element m is a Betti element of M if the graph V,, is
not connected. We will denote by Betti(M) the set of Betti elements of M.

The sets of vertices of the connected components of V,, are also known as %-
classes of Z(m). The following method can be used to produce all minimal presen-
tations (up to arrangement of the pairs and symmetry) of M; see for instance [37,
Chap9].

e Forallm € M, if V,, is connected, then set 5, = @. If not, let Ry, ..., R, be the
different Z#-classes of Z(m). Consider any tree T with vertices Ry, ..., R,. For
eachi € {l,...,r} take r; € R;. Set 0,, = {(z;, 2;) | RiR; is an edge of T} (for
instance, one might take o,, = {(z1, 22), (21, 23), ..., (21, 2-)})-

e The set 0 = |J,,c) Om is @ minimal presentation of M.

It follows that the set of Betti elements of M has finite cardinality and that the car-
dinality of a (any) minimal presentation is >, CBetti(M) (ncc(Vy) — 1), where ncc(Vy)
stands for the number of connected components of V. This formula holds for every
atomic monoid having the ascending chain on principal ideals [8, Corollary 1].

Example 2.3 Let M be as in Example2.1. Since any presentation contains a minimal
presentation, we have that Betti(M) C {(2, 4), (2, 2), (4, 4)}. We use the GAP [20]
package numericalsgps [18]tocalculate the #Z-classes of each of these elements.

gap> RClassesOfSetOfFactorizations (

FactorizationsVectorWRTList ([4,4],[[2,0],[0,2]1,[1,1],[1,211));
rrro, 0,401, 1,0, 0,271, 1,1, 2,01, [2, 2,0 0111
gap> RClassesOfSetOfFactorizations (

FactorizationsVectorWRTList ([2,4],([[2,0],[0,2]1,[1,11,[1,211));
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rrrco,1, 2,01, 01, 2,0, 011, L0, 0,0 2111
gap> RClassesOfSetOfFactorizations (

FactorizationsVectorWRTList ([2,2],[[2,0],[0,2],01,11,1[1,211));
rrrt1 1,0, 011, 000,0 2,011]1

It follows that Betti(M) = {(2, 2), (2, 4)} (this also follows from Example?2.2).

The function FactorizationsVectorWRTList either uses [15], or if
available [6] or [1] through the packages NormalizInterface [29] or either
4ti2gap [26] or 4ti2Interface [28].

We will see that knowing a minimal presentation is of great help for the calculation
of catenary degree, and it also provides relevant information on the Delta sets.

3 Apéry Sets

Let M be an affine semigroup generated by {m,, ..., m,}. Let m € M. The Apéry
set of m in M is the set

ApM,m)={m' e M |m' —m ¢ M}.

Apéry sets can be defined in a more general setting. If our monoid fulfills the ascend-
ing chain condition on principal ideals, then every for every m’ € M there exits
unique (w, k) € Ap(M, m) x N such that m’ = km + w (see [8]).

If M is a numerical semigroup, then the cardinality of Ap(M, m) has exactly
m elements. Moreover, if b € Betti(M), then b is can be expressed as b = m; +w
forsomei € {2,...,e} and w € Ap(M, m;) \ {0} depending on b (see for instance
[38, Proposition 8.19]). As minimal presentations are crucial for studying factoriza-
tions, this implies that Apéry sets are also important in our study specialized to the
numerical semigroup setting.

4 Graver Bases

Let M be an affine semigroup, M C NFK generated by {my, ..., m,.}.

We have seen that a minimal presentation is a minimal generating system of
ker ¢ as a congruence. It turns out that ker ¢ is not only a congruence, but an affine
semigroup itself, and thus it admits a unique minimal generating system, which we
denote by .# (M). It follows easily that .# (M) corresponds with the pairs (x, y) =
(1o v ey Xe)y 1y -+ 05 Ye)) € N x N\ {(0, 0)} that are minimal (with respect to
the usual product order, that is, (x, y) < (x/,y") if x < x’ and y < y’; and now in
Ne,x <x'ifx; < x{ foralli € {1, ..., e}) solutions of

(mil - Ime| —myl--- | =m)(x | »' =0,
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becauseif (x, y) € ker ¢, thenxym| + - - - + x.m, = yym; + - - - + y.m,. Moreover,
there exists ay, ..., a; € & (M) such that (x, y) = a; + - - - + a, (each g; is a pair
of factorizations of the same element). That is, every pair of factorizations of the
same element can be expressed as a sum of pairs of factorizations of some specific
elements. Indeed, we will say thatm € M is primitive if there exist x, y € Z(m) such
that (x, y) € S (M).

In particular, .# (M) is a presentation of M, though in general with a lot of redun-
dancy. This is because it is a minimal generating system of ker ¢ as a monoid, and
not as a congruence. For instance, if e; is the ith row of the identity e x e matrix,
then (e;,e;) € £ (M) for all i € {1,...,e}; and these elements are not needed in
a presentation, since they are just a consequence of the reflexive property of con-
gruences. Also if (a, b) € .# (M), then (b, a) € #(M); and if we have (a, b) in a
presentation, we no longer need (b, a), because this last pair follows by symmetry.

An expression of the form (x, y) = a; + - - - + a, cannot be achieved by taking
the @; in a minimal presentation. Thus factorizations of primitive elements give
more information than minimal presentations, and for some invariants this extra
information will come into scene.

Example 4.1 Let M be the numerical semigroup minimally generated by {3, 5, 7}.
Then a minimal presentation of M is given by

{((0,2,0), (1,0, 1)), (3. 1, 0), (0,0, 2)), ((4,0,0), (0, 1, 1))}.
While

J (M) = {(e1, e1), (e2, €2), (€3, €3), ((3, 1, 0), (0, 0,2)), ((0,0,2), (3, 1, 0)),
((4,0,0), (0, 1, 1)), ((0, 1, 1), (4,0,0)), ((1, 0, 1), (0, 2, 0)),
((0,2,0), (1,0, 1)), ((2, 3,0, (0,0, 3)), (€0, 0, 3), (2, 3,0)),
((1,5,0), (0,0,4)), ((0,0,4), (1,5,0)), ((0,7,0), (0,0, 5)),
(0,0,5), (0,7,0)), ((5,0,0), (0, 3,0)), ((0,3,0), (5,0,0))}.

On 7Z¢ define the order (xy,...,x.) C (y1,...,Y.) if for all i € {1,..., e},
x;yi > 0and |x;| < |yi|. Also, for x € Z¢ set x™ and x~ to be the unique elements
in N¢ such that x = x* —x~ and x™ - x~ = 0. It turns out that x = y if and only if
(x*,x7) < (y*, y7) (usual partial ordering).

Let H be a subgroup of Z°. A Graver basis of H is a set of minimal nonzero
elements of H with respect to C.

Notice that the set of integer solutions of

(mi |- Im)x" =0
defines a subgroup Hy, of Z¢. In fact (x, y) € ker ¢ if and only if x — y € Hy (this

is a rephrasing of the necessity condition in [37, Proposition 1.4]). From a Graver
basis G of Hy; we can easily compute

mdanna@dmi.unict.it



An Overview of the Computational Aspects ... 167
I (M) = {(x+,x_) | x € G} U {(ei,ei) |ie {1,...,6}}.

Example 4.2 Let us go back to M in Examples2.1 and 2.2.

gap> GraverBasis4ti2 (["mat", TransposedMat([[2,0],[0,2],[1,1]1,[1,211)1):
rr o0, -4, 21, °160,1,2, -21, 1,1, -2, 01, [1, 2, 0, =211

The output of 4ti2 does not print an element and its negation. Hence, a Graver
basis of Hy, consists in 8 elements and .# (M) has 8 +4 elements.

We will see that some nonunique factorization invariants depend on the factoriza-
tions of the primitive elements of M.

5 Block Monoids

Let G be an Abelian group. And let g;, ..., gx € G. A zero-sum sequence is an
expression of the form nyg; + --- + nggry = 0 with (ny, ..., n;) € N*. The length
of this sequenceisn; + - - - + ng. We say that a zero-sum sequence is minimal if there
is no other zero-sum sequence nyg; + - - - + n;gr = O such that 0 # (n, ..., ny) <
(ny,...,ni). The set of zero-sum sequences is clearly a monoid, actually it can
be identified as a submonoid of N* and it is generated by the minimal zero-sum
sequences (indeed it is a full affine semigroup). We will denote the set of zero-sum

sequences in gy, ..., g by Z({g1, ..., &})-

Since G is an Abelian group, it is then isomorphic to Zy, x --- x Z4, x Z' for
some di, ..., d,,l € N. Hence we can identify the elements g, ..., gx with ele-
ments in Zg, X -+ X Zg, X 7. Hence B{gi, ..., gk} corresponds with the set of

nonnegative integer solutions of the system of r 4+ [ equations and k unknowns
(11 180x=0€Z¢ x - x Ly x

(the first r equations are in congruences modulo dy, . . ., d,, respectively). The set of
solutions of this system of equations can be computed via Normaliz ([6]).

The Davenport constant is the supremum (in this setting maximum) of the lengths
of minimal zero-sum sequences.

Example 5.1 We can compute the block monoid associated to Z% in the following
way using numericalsgps.

gap> m2:=[[0,1],([1,0],(1,1]];;

gap> a:=AffineSemigroup ("equations", [TransposedMat (m2),[2,211);;
gap> GeneratorsOfAffineSemigroup(a);

rro o0, 213, 1o,2,01,7¢@461, 1,11, [2, 0, 01

Observe that we are omitting (0, 0) and that the second argument of Affine
Semigroup is a matrix whose columns are the elements in (Z%)* and a list

mdanna@dmi.unict.it



168 P.A. Garcia-Sanchez

indicating the equations that are congruences with the respective modules. The Dav-
enport constant in this case is 3.

Many factorization properties of monoids can be derived (or bounded in some
cases) from the factorization properties of the block monoid of their class groups
(see [27]). This is why these affine semigroups are relevant in the study of nonunique
factorization invariants.

6 Denumerant and Maximal Denumerant

We have already mentioned that for an affine semigroup M and m € M, the set Z(m)
has finitely many elements. The denumerant of m is precisely the cardinality of
Z(m). There is a wide amount of the literature devoted to the study of denumerants
of elements in numerical semigroups, indeed few formulas are known, and just for
some particular families of monoids ([35] is a nice reference for the reader interested
in this topic).

Of course the bigger an integer in a numerical semigroup M is, the larger its
denumerant is, and thus it is not bounded. This is not the case if we just count
factorizations with maximal length. The maximal denumerant of m in M is the
number of elements in Z(m) with maximal length, which is a positive integer, since
Z(m) has finitely many elements. If M is a numerical semigroup, set the maximal
denumerant of M as the supremum of the maximal denumerants of elements of
M. What is astonishing is that this supremum is indeed a maximum, and thus a
positive integer. Bryant and Hamblin give in [7] a procedure to compute the maximal
denumerant of any numerical semigroup.

Example 6.1 The semigroup (3, 5, 7) has maximal denumerant 2.

gap> s:=NumericalSemigroup(3,5,7);;

gap> MaximalDenumerantOfNumericalSemigroup (s) ;

2

gap> List(Intersection([0..100],s),

> x->Length (FactorizationsElementWRTNumericalSemigroup (x,s)));

1+, 1+, 1,1, 1,1, 1, 2,1, 2,2, 2,3, 2,3, 3,3, 4, 4, 4, 4,5, 5,5, 6,
6, 6, 7, 7, 7, 8, 8, 9, 9, 9, 10, 10, 11, 11, 12, 12, 12, 14, 13, 14, 15,
15, 16, 16, 17, 17, 18, 19, 19, 20, 20, 21, 22, 22, 23, 24, 24, 25, 26, 26,
27, 28, 29, 29, 30, 31, 31, 33, 33, 34, 35, 35, 37, 37, 38, 39, 40, 41, 41,
43, 43, 44, 46, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55 1]

7 Length-Based Invariants

Let M be an affine semigroup generated by {m, ..., m,}. Take m € M and x =
(x1,...,x.) € Z(m). Recall that the length of x is defined as

Il =x1+ e,
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The set of lengths of factorizations of m is
L(m) = {|x| | x € Z(m)}.

Since Z(m) has finitely many elements, so has L(m). This means that affine
semigroups are BF-monoids.

Recall that a monoid is half factorial if the cardinality of L(s) is one for all s € S.
This concept was introduced for domains in [43].

From Remark 1 it easily follows that M is half factorial if and only if for every
(a, b) in a minimal presentation of M we have |a| = |b| (see [40]). Thus, we can
determine whether or not an affine semigroup is half factorial.

Example 7.1 In Example2.2, since ((1, 2, 0, 0), (0, 0, 0, 2)) belongs to a minimal
presentation of M, we deduce that M is not half factorial.

7.1 Elasticity

One of the first nonunique factorization invariants that appeared in the literature was
the elasticity (introduced in [42]). It was meant to measure how far a monoid is from
being half factorial.

Take m in an affine semigroup M. The elasticity of m, p(m), is defined as

p(m) = sup L(m)

" minL(m)’

Since L(m) has finitely many elements, the supremum in the numerator is indeed a
maximum. The elasticity of M is defined as

p(M) = sup{p(m) | m € M}.

It is not hard to show (see [40]) that
B lal
p(M) = max | T ‘ (@, b) e (M)} .

Hence, by computing a Graver basis of H); we can calculate the elasticity of M. How-
ever computing a Graver basis, can be highly time consuming. Philipp in his thesis,
and published later in [33], provided an alternative method for the computation of
the elasticity: he showed that we only have to consider elements (a, b) € . (M) with
a # b and with minimal support (indices of nonzero coordinates). These elements
are known in the literature as circuits, and we can use [19, Lemma 8.8] to calculate
them by means of determinants.
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lal

p(M) = max [m

‘ (a, b) circuit of ker (p} .

Example 7.2 Let us compute p (% (Z3)).

gap> m:=[[0,0,1],[0,1,0],(0O,12,1],[2,0,0],(2,0,1],(1,1,0],(1,1,21];;
gap> a:=AffineSemigroup ("equations", [TransposedMat (m), [2,2,2]1]);;
gap> ElasticityOfAffineSemigroup (a);

2

Example 7.3 We see now with an easy example that the elasticity of the Betti ele-
ments of a monoid is not enough to compute the elasticity of the monoid.

gap> s:=NumericalSemigroup(3,5,7);;

gap> BettiElementsOfNumericalSemigroup (s) ;

[ 10, 12, 14 ]

gap> List(last, b-> ElasticityOfFactorizationsElementWRTNumericalSemigroup (b,s));
[1, 2, 2]

We see that the maximum is 2; while it is well known that for numerical semigroups
the elasticity of the monoid is the quotient of the largest minimal generator by the
multiplicity of the semigroup (the least positive integer in the semigroup). So in this
case it should be 7/3.

gap> PrimitiveElementsOfNumericalSemigroup (s) ;

[3 5,6 7, 10, 12, 14, 15, 21, 28, 35 ]

gap> List(last, b-> ElasticityOfFactorizationsElementWRTNumericalSemigroup (b,s));
i, 1, 1,1, 2, 2, 5/3, 7/3, 2, 11/5 1]

gap> Maximum(last) ;

7/3

gap> ElasticityOfNumericalSemigroup(s) ;

7/3

7.2 Delta Sets

Another way to measure how far we are from half factoriality, is to determine how
distant are the different lengths of factorizations. This is the motivation for the fol-
lowing definition.

Let as above m be an element in the affine semigroup M. Assume that L(m) =
{ly < --- < ,}. Define the Delta set of m as

A(S) = {12 - 117 e lr - l)‘—l}v
andif r = 1, A(m) = @. The Delta set of M is defined as

AM) = U A(m).

meM
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So, the bigger A(M) is, the farther is M from being half factorial.

Recall that (x, y) € ker g ifand only if x — y € Hj,. Indeed, itis not hard to show
that Hy, is generated as a group by the differences of the pairs in a presentation of
M. From this, one can prove that

min A(M) = gcd A(M)

([27, Proposition 1.4.4]).

By using the idea expressed in Remark 1, it can be shown that the maximum of
the distances between lengths of factorizations is reached in a Betti element of M
([13, Theorem2.5]):

max A(M) = max{max Ab) | b e Betti(M)}.

This gives us an interval where the elements in A(M) must be, but it is far from
being a procedure to compute the whole set A(M).

For numerical semigroups, it is known that the sets of distances between con-
secutive lengths of factorizations are eventually periodic [14] and a bound for this
periodicity is given. This bound was improved in [22]. Hence, we can compute the
Delta sets of the elements up to this bound (a dynamic version of this procedure is
presented in [3]). The problem is that this bound can be huge.

gap> s:=NumericalSemigroup(701,902,1041);

<Numerical semigroup with 3 generators>

gap> DeltaSetOfNumericalSemigroup(s) ;

[1, 2, 3, 4, 5, 6, 11, 17 1]

gap> DeltaSetPeriodicityBoundForNumericalSemigroup (s) ;
313436

Recently in [24] a procedure that runs as fast as Euclid’s extended algorithm
has been presented for numerical semigroups with embedding dimension three (and
not symmetric, though the algorithm seems to work also for symmetric numerical
semigroups).

O’Neill in [31] gives new theoretical tools for the computation of A(M) for an
arbitrary affine semigroup M. We now have a preliminary implementation of them,
and we are currently working on proving the correctness of our algorithm.

8 Distance-Based Invariants

Observe that length-based invariants cannot describe the behavior of factorizations
in half-factorial monoids. To measure how spread are the factorizations, we first need
a distance.

Forx = (x1,...,x.),y = (31, ..., Y.) € N define the infimum of x and y as
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XA y = (min{xl’ y1}7 crcy min{xp5 yﬂ})
(if we think in multiplicative notation and x and y are factorizations of an element,
then x A y translates to greatest common divisor).

The distance between x and y is defined as

d(x, y) = max{|x — (x A Y|, [y — (x A )}

(equivalently d(x, y) = max{|x[, |y|} — [x A y]).

8.1 Catenary Degree

We start with an example that illustrates the idea of catenary degree.
Example 8.1 The factorizations of 66 € (6,9, 11) are

2(66) = {(0, 0,6),(1,3,3),(2,6,0), (4,1,3),(5,4,0), (8,2,0), (11, 0, 0)}.

The distance between (11, 0, 0) and (0, 0, 6) is 11.

(11,0,0) (8,2,0) (5,4,0) (2,6,0) (1,3,3) 0,0, 6)

(3,0,0) 0,2,0)[(3,0,0) 0,2,0[(3,0,0)  (0,2,0)[(1,3,0) (0,0,3)[(1,3,0) 0,0,3)

In the above picture the factorizations are depicted in the top of a post, and they are
linked by a “catenary” labeled with the distance between two consecutive sticks. On
the bottom we have drawn the factorizations removing the common part with the
one on the left and that of the right, respectively. So we have linked (11, 0, 0) and
(0, 0, 6) with a chain of factorizations, and every two consecutive nodes in the chain
are at most at distance 4. This is in fact the best we can do in this example. We do
not care about the length of the sequence, but about how closer are two consecutive
elements in the chain.

Let M be an affine semigroup, and take m € M. Let x, y € Z(m) and let N be a
nonnegative integer. An N-chain joining x and y is a sequence xi, ..., x; € Z(m)
such that

& X =X, X =1,
e foralli e {1,...,k—1},d(x;, xix1) < N.

The catenary degree of m, denoted c(m), is the least N such that for any two
factorizations x, y € Z(m), there is an N-chain joining them. The catenary degree
of M, c(M), is defined as

mdanna@dmi.unict.it



An Overview of the Computational Aspects ... 173
c(M) = sup{c(m) | m € M}.

The calculation of c(m) can be performed in the following way. We consider the
complete graph with vertices the factorizations of m, and edges labeled with the
distances between their ends. Then we pick an edge with the largest label, and if it
is not a bridge, then we remove it. We keep doing so, until we arrive to a bridge. The
label of this bridge is c(m).

Example 8.2 As an illustration of the above procedure, consider 77 € S = (10, 11,
23, 35). In the following figure, we see that we can remove the edge with label 6,
meaning thatin order to go from (0, 7, 0, 0) to (2, 1, 2, 0) we can firstgoto (2, 2, 0, 1)
and then to (2, 1, 2, 0), and the distances in this walk between two consecutive nodes
are less than 6. Then we remove the edge labeled with 5. But we cannot remove the
edge joining (1, 4, 1, 0) and (0, 7, 0, 0) since it is a bridge (we can remove the other
labeled with 3).

(1,4,1,0) 3 (2,2,0,1) (1,4,1,0) 3 (2,2,0,1)
Q@ 0
3 2 3 2
s &4 ) &
(0, 7%, 0) 6 2 1\32 0) (0,7,0,0) (2,1,2,0)
(1,4,1,0) 3
Q@

0, 7Q(J, 0) (2,1,2,0) (0, 7@0, 0) (2,1,2,0)

Thus the catenary degree of 77 is 3.

Observe thatin Remark 1, we obtained chains joining any two factorizations of the
same element, just using translations of elements in a presentation. Since distances
are not translation-sensitive, our only concern is how to find a chain joining the first
component with the second in a relation in a presentation. It follows (see [12]) that

C(M) = max {c(b) | b € Betti(M)}.

This gives a computational procedure to compute the catenary degree of any affine
semigroup M.
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Example 8.3 Let us recover Example2.2, M = ((2,0), (0, 2), (1, 1), (2, 1)). We
already know that Betti(M) = {(2, 2), (2,4)}.

gap> a:=AffineSemigroup([2,0]1,[0,2]1,[1,11,1[1,21);;

gap> gens:=GeneratorsOfAffineSemigroup (a);

rto, 21,01, 11,01, 271, [2, 011

gap> betti:=BettiElementsOfAffineSemigroup (a);

[r2, 21,02 411

gap> List (betti,b->FactorizationsVectorWRTList (b, gens));

rrrt 0,011,060, 2,0, 011,
rrz2,0%90,211, 01 2,001, [0, 02,0111

gap> List (last,CatenaryDegreeOfSetOfFactorizations) ;

[2, 3]

gap> CatenaryDegreeOfAffineSemigroup (a) ;

3

So far we do not know of a procedure to compute the (finite) set {C(m) | m € M}.
It is known that for numerical semigroups, the catenary degree is also eventually
periodic, but unfortunately no bounds for this periodicity are known ([9]). For half-
factorial monoids it can be shown (see [25, Theorem 2.3]) that

{c(m) | m € M} = {c(m) | m € Betti(M)}.
For numerical semigroups, in light of Sect. 3 (see also [10, Corollary 3]),
c(M) = max {c(m) | m € {ma, ..., m.} + (Ap(M,m1) \ {OD},

and so in this setting it is not needed to compute Betti(M).

8.2 Monotone, Equal, and Homogeneous Catenary Degrees

In the definition of catenary degree, we are not assuming any restrictions on the
shape of the N-chains nor on their lengths. In an attempt to better understand the
structure of these chains, new catenary degrees have been introduced in the literature.
For instance if we enforce the chain of factorizations to have nondecreasing lengths
we obtain the definition of monotone catenary degree. This slight change makes its
computation much more complicated than the usual catenary degree as we see later.

We can also ask the lengths to be all equal, and then we have equal catenary
degree. Thus in order to calculate the equal catenary degree of an element we have
to arrange the factorizations of this element in layers of factorizations with the same
length; and then take the maximum of the “classical” catenary degree in each of the
layers. In particular, if all factorizations have different lengths, the equal catenary
degree for this element is zero.

Recall that studying the set of factorizations of an element m in a monoid M
generated by the columns of a matrix A is equivalent to studying the set of nonnegative
integer solutions of the system of linear Diophantine equations Ax = m. If we want
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to study those factorizations with a given length, the standard trick (see for instance
[11]) is to add a new row of ones in the matrix A, and the desired length as last
component of m. If M C N*, and m € M, we write (m, ) € NF*! for the element
with the first coordinates the coordinates of m and last coordinate equal to / (we have
appended the integer [ at the “end” of m). Assume that M is minimally generated by
{my, ..., m.}. Set

M = ((my, 1),..., (m,, 1)).

Then studying factorizations of an element m in M with length / is the same as
studying factorizations of (m, [) in M*? (indeed (m,l) € M* if and only if m € M
and [ € L(m)). Consequently, the equal catenary degree of M corresponds with the
catenary degree of M7 [25].

Finally, we can also impose that the lengths in the chain are not larger than
the maximum of the lengths of the ends of the chain, obtaining in this way the
homogeneous catenary degree. We mentioned above that for half-factorial monoids,
all possible catenary degrees in the monoid arise as catenary degrees of some Betti
element. If a monoid M is not half factorial, this is because at least one binomial in the
ideal I, is not homogeneous. One can then homogenize these binomials in the usual
way (we choose a new variable z and to each binomial of the form X% — X# with
|| > |B| we associate the binomial X* — X#z1¢/=18l; and analogously if |a| < |B]).
The resulting binomial ideal is precisely the ideal associated to the monoid

Alhom = ((my, 1), ..., (m,, 1), (0, 1)).

This is why we called in [25] this catenary degree homogeneous catenary degree.
We proved in that paper that this new catenary degree corresponds with the catenary
degree of M"™, and it is between the “classic” catenary degree and the monotone
catenary degree.

In order to compute the monotone catenary degree of M, it can be derived from [33]
that we have to look at the projections in the first k coordinates of the primitive ele-
ments of M (see [41, Chap. 3]), and then take the maximum of the monotone cate-
nary degrees of these elements. The monotone catenary degree of m is the maximum
of the equal and adjacent catenary degree of m, where the adjacent catenary degree

of m is defined as follows: let L(m) = {l; < --- < [,}, and foreveryi € {1, ..., r}
denote by Z,, (m) the set of factorizations of m with length /;; the adjacent catenary
degree of m is the maximum of the distances d(Z;,, Z;,,,),i € {1,...,r — 1}.

Example 8.4 Let us use numericalsgps to compute the catenary degrees of
(10, 17, 24, 31, 43).

gap> s:=NumericalSemigroup(10,17,24,31,43);

<Numerical semigroup with 5 generators>

gap> MinimalGeneratingSystem(s) ;

[ 10, 17, 24, 31, 43 1]

gap> CatenaryDegreeOfNumericalSemigroup(s) ;

6

gap> HomogeneousCatenaryDegreeOfNumericalSemigroup (s) ;
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11

gap> MonotoneCatenaryDegreeOfNumericalSemigroup (s) ;
11

gap> EqualCatenaryDegreeOfNumericalSemigroup(s) ;

11

8.3 Tame Degree

Assume that M is an affine semigroup generated by {m, ..., m.}, and let m in M
and x € Z(m). If there exists ny, ..., n, € N such that m — (Zle nimi) € M, then
there must be y = (y1, ..., y.) € Z(m) such that y — (ny, ..., n,) € N°. We want

to know the smallest possible distance at which we can find such a y. This is the
idea of tame degree. We are mostly interested in the case >";_, n;m; = m for some
jefl, ... e}

Assume thatm — m; € M forsomei € {1, ..., e}. Thereis at least an expression
of m of the form m = Aym| + - -- + A.m, with (A, ..., A,) € N° and A; > 0, that
is, A = (Ay, ..., A.) is a factorization of m with A; # 0 (equivalently » — e; € N°¢).

The tame degree of m with respect to m;, t(m, m;), is the least nonnegative inte-
ger t such that for every z € Z(m), there exists z’ € Z(m) with 7/ —e; € N¢ and
d(z,7’) < t. The tame degree of M with respect to m;, t(M, m;), is the supremum
(maximum in this setting, [12]) of all the tame degrees of the elements of m; + M
with respect to m;.

The tame degree of M, t(M), is the maximum of the tame degrees of S with
respect to all the atoms (affine semigroups are tame and locally tame, [27]). The
tame degree of M can be computed by means of the tame degrees of the primitive
elements of M ([12]). Recently, a faster approach has been described in [23]. Set
M; = Minimals<Z(m; + M) and M; = {¢(z) | z € .#;}. By Dickson’s lemma, .#;
and M; have finitely many elements. Moreover,

t(M, m;) = max {t(m, m;) | me Mi}.
In [39] there is a procedure to compute M; (indeed the set of expressions of any ideal
of M, notjust principal ideals). By using [6] or [1] (or any integer linear programming

package) we can also compute this directly as in the following example.

Example 8.5 Let us compute the set M for M = ((2, 0), (0, 2), (1, 1), (1,2)). We
need to find the expressions in (2, 0) + M. This corresponds with the (x, y, z, 1) € N*

such that
2011 2011
(0212) 2(2’0)+(0212)

<

~ N = =
N e
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for some (x, y’, 7/, t') € N*. This is a system of two equations and eight unknowns.
We use the package 4ti2gap to solve this.

gap> m:=[([2,0,1,1,-2,0,-1,-1],(0,2,1,2,0,-2,-1,-21];

rrz2,0,1, 1, -2, 0, -1, =121, (0, 2,1, 2, 0, -2, -1, -2 11

gap> problem:=["mat",m, "rhs",[[2,0]],"sign",[[1,1,1,1,1,1,1,1111;

[ "mat", [ [ 2, 0, 1, 1, -2, 0, -1, -1], [0, 2,1, 2, 0, -2, -1, -2 11,
"rhs", [ [ 2, 011, "sign", [ [ 1, 1, 1, 1, 1,1, 1, 1111

gap> ZSolvedti2 (problem) ;

rec( zhom := [ [ 1, 0, O, 2, O, O, 4, O 1, [ O, O, 4, 0, 1, 0, 0, 21
(2,0 90,90,%0,°%0,21], 001, 0, 0 0,1, 01,

ro o 0,1, 0,0,60,12123], 00,1, 2,0, 0, 0,0, 21,

ro o, 2,01, 1, 60,011, 00,1, 0,0, 0,1, 0, 01,

o, o0 02, 1,2,0 011, 1 0, 0, 0,1, 0,0, 01,

[ 1, 0,0, 0,60,%2, 01, [0 0,0,2,0,1, 2,011,

zinhom := [ [ O, O, 4, O, 0, O, O, 21, [ 0, O, 2, O, O, 1, 0, O]
i o, 0, 0,090,001, [0 0 0, 2,0, 2,0 011)

This in particular means that

Z((2,0) + M) ={(0,0,4,0),(0,0,2,0), (1,0,0,0), (0,0,0,2)}
+((1,0,0, 1), (0,0,4,0), (1,2,0,0), (0,0, 1, 0), (0, 0, 2, 0),
0,1,0,0),(0,0,0,2),(1,0,0,0), (1, 1, 0, 0))

And thus Minimals-Z((2, 0) + M) = {(0, 0, 2, 0), (1, 0, 0, 0), (0, 0, 0, 2)}. Hence
Ml = {(2’ 2)’ (2’ O)a (21 4)}

If M is a full affine semigroup (for instance in the case of block monoids), then
the elements in .#; can be computed using [4, Corollary 3.5]. In this case M; is the
set of minimal nonnegative integer solutions of

T
(my|---|mHx" >m;.

Example 8.6 Let us compute as explained in [23] the tame degree of 2 (Z3).

gap> c¢:=[ [ 0, O, 2], [ O, 21, 0], O, 2, 2], 1,0, 01, 1,0, 117,
(i1, 1,01, 01,1, 171 1;

gap> a:=AffineSemigroup ("equations", [TransposedMat (m), [2,2,2]]);;

gap> TameDegreeOfAffineSemigroup(a) ;

4

For numerical semigroups, we have a similar behavior as in the catenary degree.
The tame degree is reached in an element that has to do with Apéry sets
([10, Theorem 16])):

(M) = max { t(m) | m € {my.....m.} +( | Ap(M.m:) \ {0}

i=l1
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For small generators, the above formula is faster than computing minimal factoriza-
tions in principal ideals (or if we do not have software to solve linear Diophantine
equations over the set of nonnegative integers at hand).

9 ®-Primality

Let M be an affine semigroup. Define on M the following binary relation: m <, m’
if m" —m € M. This relation is an order relation (the translation of divisibility to
additive notation). We say thatm € M is prime if wheneverm <,; m’ + m” for some
m',m" € M, either m <y m’ or m <j; m”. Any prime element must be an atom.
But it may happen that no atom is prime (this holds in any nontrivial numerical
semigroup). The w-primality is meant to determine how far an element is from being
prime.

The w-primality of m in M, denoted w (m), is the least positive integer N such that
wheneverm <y a; + --- + a,forsomeay, ...,a, € M,thenm <y a; +--- +a;,
for some {iy,...,iy} S {1,...,n}

According to this definition an element is prime provided that its w-primality is
one.

Notice that by definition, m <, m’ if and only if m’ is in the principal ideal
m + M. Hence, principal ideals play a fundamental role in the computation of w-
primality (as in the calculation of the tame degree). Indeed in [4, Proposition 3.3] it
is shown that

w(m) = max {|x| | x € Minimals(Z(m + M))}.

In [21] the above formula together with the algorithm presented in [39] is used to
compute the w-primality of an element in an affine semigroup. One can also proceed
as in Example 8.5 and use for instance Normaliz or 4ti2.

The omega primality of M, if M is minimally generated by {my, ..., m.}, is
defined as w (M) as the maximum of {w(my), ..., w(m,)}. Note that the sequence
{w(m)}em 1s not upper bounded in general.

Example 9.1 According to Example 8.5, for M = ((2, 0), (0, 2), (1, 1), (1, 2)), we
have w((2, 0)) = 2. Let us double check it with the numericalsgps package.

gap> a:=AffineSemigroup([2,0],[0,2],[1,11,[1,21);;

gap> OmegaPrimalityOfElementInAffineSemigroup([2,0],a);
2

gap> OmegaPrimalityOfAffineSemigroup (a);

4

For numerical semigroups, we obtain a similar construction as for the tame degree
(as expected, since we are using roughly the same elements in the calculations).
In [4, Remarks5.9] it is shown that if we are looking for minimal factorizations
in Z(m + M), then we only have to search for factorizations of the elements of
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the form m + w with w € Ap(M, m;) for some i € {1, ..., e}. In [3] an improved
method that also uses Apéry sets is given (this is actually the procedure implemented

in the package numericalsgps; see contributions.gi in the package gap
folder).

Example 9.2 Let us compare the timings for S = (10, 17, 24, 31, 43).

gap> s:=NumericalSemigroup(10,17,24,31,43);;
gap> OmegaPrimalityOfNumericalSemigroup (s);time;
11

13

gap> a:=AsAffineSemigroup(s);;

gap> OmegaPrimalityOfAffineSemigroup(a);time;

11

3654

(The timings are in milliseconds.)
If the generators are larger, then the principal ideal approach is better.

gap> s:=NumericalSemigroup (201,223,357);;

gap> OmegaPrimalityOfNumericalSemigroup (s);time;
75

32245

gap> a:=AsAffineSemigroup(s);;

gap> OmegaPrimalityOfAffineSemigroup (a);time;

75

1934
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Arithmetic of Mori Domains and Monoids:
The Global Case

Florian Kainrath

Dedicated to Franz Halter-Koch on the occasion of his 70th
birthday

Abstract In (Geroldinger and Hassler, J Algebr 319:3419-3463, 2008) [7] the class
of weakly C-monoid has been introduced. We continue to study their arithmetic and
give more examples of such monoids.

Keywords Class semigroup + Quasi-finite semigroup + Weakly C-monoid + Mori
domain - Tame degree + Local tameness - Elasticity + Catenary degree

1 Introduction

The aim of this paper is to continue the work begun in [7]. There the authors intro-
duced the notion of a weakly C-monoid as a multiplicative model for certain semilocal
Mori domains (and other classes of monoids). They used this model to show that
such domains are locally tame and have finite catenary degree.

We have two goals here. First, we will study further arithmetical invariants
(tame degree and elasticity) of weakly C-monoids (Theorem6.2 for monoids and
Theorem 7.2 for domains). Further we will construct Noetherian domains that are
weakly C-monoids but not necessarily semilocal.

My approach to weakly C-monoids is as follows. I will consider a condition (C)
for a monoid (see Sect.5). I will show that any monoid satisfying (C) is a weakly
C-monoid. There are two reasons for introducing the new condition (C). First, in
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order to show, that certain weakly C-monoids are locally tame, the authors of [7]
need two further conditions. I will show that both of these conditions are implied
by (C). Second, all examples of Mori domains I am aware of, which are weakly
C-monoids, also satisfy condition (C). Maybe the stronger condition (C) will also
be useful for a deeper study of the arithmetic of Mori domains considered here (for
example set of lengths).

I want to present another view on the results of this paper. Let R be a Noetherian
integral domain with complete (hence integral) closure R. Assume that the arithmetic
of R is in some sense nice. How large can the distance from R to R be, in order that
the arithmetic of R behaves nicely? It seems natural to measure this distance by the
size of some quotient of R by R. Since arithmetic is a purely multiplicative theory,
this quotient should not depend on addition.

In this paper, we construct such a multiplicative quotient (the reduced class
semigroup). We show that if this quotient is quasi-finite (see Sect.4) and if the class
group of R is finite (forcing the arithmetic of R to be nice) then the arithmetic of R
behaves as expected from experience from orders in algebraic number fields.

2 Generalities on Semigroups and Monoids

We denote by N the set of nonnegative integers and by N7 the set of strictly positive
integers. For a finite set X let |X| be its cardinality. We use the following notational
convention: if we have defined a mathematical object P(X), for all subsets X of some
set Y, we set P(y) = P({y}) fory e Y.

In this paper a semigroup will be a commutative semigroup having an identity.
Accordingly, a ring is a commutative ring with identity, and a subsemigroup of a
semigroup S is always supposed to contain the identity of S. A monoid is a cancellative
semigroup. We will always use multiplicative notation for a semigroup.

If R is a commutative ring, we denote its underlying multiplicative semigroup
again by R. If R is a domain, we denote by R® the subsemigroup of all nonzero
elements of R. It is a monoid.

If Sisasemigroup let ™ be the subgroup of all invertible elements of S.If U C S*
is a subgroup, let S/ U be the quotient semigroup of S by the congruence relation ~
defined by s ~ t <= s = tu for some u € U. We set S;eq = S/S*.

Our references for the theory of semigroups are [10, 11]. But note that our semi-
groups are their commutative monoids.

In the following let S be a semigroup.

Forne NTand X, ..., X, C S we set
Xi..Xo={x1...x, | 5, €X;,i=1,...,n}.

Then the power set P(S) of S together with the law of composition (X, Y) +— XY
is again a semigroup. For X C S and n € N we denote by X" the nth power of X in
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P(S). For X, Y C § we set
X:Y)={seS | sY CX}.

If it is necessary to indicate S, we denote this set also by (X :5 ¥).

A subset I of S is called an s-ideal, if IS = I. Note that as in [11] (but in contrast
to [10]) ¥ is an s-ideal of S. Every union of s-ideals is again an s-ideal. If I is an
s-ideal of S then

ﬁ:{seS | s" € I for some n € N}

is again an s-ideal of S. I is called a radical ideal if I = /1.

An s-ideal I of S is called prime if I # S and ab € I implies a € I or b € I for all
a, b € S. Any union of prime s-ideals is again prime. We denote by s-spec(S) the set
of all prime s-ideals of S and by s-spec(S)® the set of all nonempty prime s-ideals.
As in the case of rings we have

Vi= ) »

pes-spec(S)
Icp

for any s-ideal I of S [10, Theorem 1.1]. In particular, if s € S\S* then there exists
some p € s-spec(S) containing s. We set

NS)= () »

pes-spec(S)*®

(with the usual convention N(S) = S, if s-spec(S)°® is empty, i.e., if S is a group).
This is an s-ideal of S, which may be empty. Note that, if N(S) # @, then N(S) is the
smallest nonempty, radical s-ideal of S. If s-spec(S) is finite, then clearly N (S) # @.

x1=Jx"

neN

For X C § we denote by

the semigroup generated by X.
A subsemigroup 7 of S is called

divisor closed, if ss’ € T implies s, s’ € T, for all 5, s’ € S;
cofinal, if for all s € S there is some s’ € S, such that ss’ € T
saturated, if st € T implies s € T, foralls € Sand allt € T.

Every divisor-closed semigroup is saturated. If 7" C T are subsemigroups of S,
andif 7" C Tand T C S aredivisor closed (resp. cofinal, resp. saturated) then 7 C §
has the same property. For a subset X C S we denote by [[X]]s = [[X]] the smallest
divisor-closed subsemigroup of S containing X. Then [[X]] consists of those s € S,
such that ss” € [X] for some s’ € S.
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Note, that p C § is a prime s-ideal iff S\p is a divisor-closed subsemigroup.
Hence, denoting by Div(S) the set of all divisor-closed subsemigroups of S, we have
a bijective map

s-spec(S) — Div(S), p+ S\p.

In particular, we have fors € S: s € N(S) <— [[s]] = S.
Let U be subsemigroup of S. Then we have maps (referred to as natural maps in
the following)

Div(S) — Div(U), T—TNU  s-spec(S) — s-spec(U), pr—pNU.

By the above observation, one of them is injective (resp. surjective, resp. bijective)
if and only if the other is so.

Let T be a saturated subsemigroup of S. Then the inclusion 7' C S induces an
injective homomorphism 7teq — Sred, by which we identify 7;.q with a subsemigroup
of Sieq. In particular, we have 7> = T N §*. Moreover, Tieq is saturated in Speq.

Let T C Sbeasubsemigroup. We denote by 7~'S the corresponding semigroup of
fractions [11, Chap.II, Sect. 1]. It comes equipped with a canonical homomorphism
jr: S — T~'S such that j(T) C (T~'S)*. Any element x € T~'S has the form x =
jr(s)jr(t)~" for some s € S and some ¢t € T. As usual we set jr(s)jr(1)~! = s/t.
Then, if s, s € S, ¢, € T, s/t = §' /1 iff tyt's = tots’ for some ) € T. In particular,
if T = S, then S~'S is a group. In case S is a monoid, this group is the quotient group
of S, which will be denoted by q(S). In this case js: S — q(S) = S!S is injective.
Hence we will always suppose S C q(S), if S is a monoid. If 7' is a submonoid of
the monoid S, we always suppose q(7) C q(S).

If S’ is a subsemigroup of S such that 7 C §’, then the inclusion §' C S induces
an injective homomorphism 7-!'S" — T~!S, by means of which we regard T~'S’ as
a subsemigroup of T~'S.

In particular, we have T~'T C T~'S and hence T~'T C (T~'$)*. If T is divisor
closedin S, then T~'T = (T~'§)*.

Now let T = [[T]]s. Then the identity of S induces a homomorphism 7~'S —
T-'S, which is easily seen to be an isomorphism. We identify therefore 7-1S =
T-'s.

Let R be a commutative ring and 7 € Div(R). If j: R — T~'R is the canonical
homomorphism we have

T=j'r'R)=R\ |J p
pespec(R)
pNT=y

It follows that any p € s-spec(R) is a union of prime ideals of R.

Let H be a monoid. We denote by H the set of all those x € q(H), for which
there exists some 4 € H such that hx" € H, for all n € N. H is a submonoid of q(H)
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containing H, and is called the complete integral closure of H. Let D be a submonoid
of H. Then D C H since (D) C q(H). The s-ideal (H : H) (H :qm) H) is called
the conductor of H.

For X C q(H) weset X, = (H : (H : X)) (here (:) = (:q)))- A subset J of q(H)
is called a fractional v-ideal of H, if J =J, and (H : J) # . A v-ideal of H is a
fractional v-ideal of H, that is contained in H.

Together with the multiplication I xJ = (IJ), the set of all fractional v-ideals
of H is a semigroup .%,(H). Then x — xH defines an injective homomorphism of
groups q(H) — .%,(H)*, whose cokernel 4, (H) is called the v-class group of H.

H is called v-Noetherian, if the set of all v-ideals of H satisfies the Ascending
Chain Condition. H is called a Krull monoid, if H is v-Noetherian and H = H.

Now suppose that R is a domain and H = R°®. Then R* = H, where R is the
complete integral closure of R. Moreover H is v-Noetherian if and only if R is a
Mori domain. Hence H is a Krull monoid if and only if R is a Krull domain. This
is all explained in detail in Sect.2.10 in [6]. For the theory of Mori domains see for
example [1-4, 14].

Recall that amonoid F is factorial, if any x € F\F* is a product of prime elements.
Suppose that F' is factorial. We call a set of prime elements P representative, if any
prime element of F is associated to exactly one prime of P. Then any x € F has a

unique representation
x=¢ H P
peP

with @, € N and g, = 0 for almost all p € P. We set v,(x) = a,.

3 Class Semigroups

As in the last section S is a semigroup.

For asubset X C Sand s,r € Ssets ~xt < (X :s) = (X :1). Since for all s,
t € S we have (X :st) = ((X :s) : 1), ~x is a congruence relation on S (see also
Sect. 2.8 in [6] for the case, that S is a monoid). We denote by €’(X, S) the quotient
semigroup of S by ~x. It is called the class semigroup of (X, S). Let

[15:S— CX,S), s+ [sI5

be the canonical homomorphism. For any ¥ C S let [Y]5 be the image of ¥ under
[]3. Note the following important property:

seS, xeX, [s]i:[x]f(:>seX.

Indeed, 1 € (X :x) = (X :s) and hence s € X.
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U = [Sx]i C (X, S)* isasubgroup. Weset ¢’ (X, S)/U = %,(X, S) and denote
the canonical homomorphism § — €(X, S) — %,(X, S) by

(18— 6X.S), s {shy.

Then by definition we have for all s, t € S: {s}3 = {t}5 iff [s]} = [e]} for some
eeS*. For Y C X let {Y})S( be the image of Y under {~}§(. We call %,(X, S) the
reduced class semigroup of X C S.

We apply these constructions almost always only in the case of an X that is a
subsemigroup of S. Only in the proof of Theorem 7.2 we need the case of an X, that
is not a subsemigroup of S.

In the following we state and prove the properties of class semigroups, that we
use later on.

Lemma 3.1 Let T C T’ be subsemigroups of S.

1. Lete € S*. Then [¢]5. = 1 ifand only if e € T*.

2. Let U be a subsemigroup of S and u, v € U. Then [u]3. = [v]i implies [u]ng =
[“]ZHT-

3. Suppose that T is cofinal in S. Then the following are equivalent:

a. T is saturated in S.
b. Ifs €S, then [s]5 = 1 ifand only if s € T.
c. Ifsy, 5o €8, then [s1]§ = [sz]§ if and only if t| 51 = sa2tp for some t), t, € T.

4. Suppose that T’ is saturated in S. If t|, t, € T', then [ti]T/ = [té];/ if and only if
111y = 31

5. Suppose that T' is saturated in S and that T is cofinal in T'. If s1, s, € S and
[s113 = 5217, then [5113, = [s213,

Proof 1.Lets € S*.Then (T : &) = ¢~'T.Hence [¢]} = lifand onlyif e~ !T =T,
which is equivalent to ¢ € T*.
2.Ifue Uthen (TNU :y u) =UN(T :g u), from which the assertion follows.
3. Suppose that T is cofinal in S.
a = b. We assume that 7 is saturated in S. We consider some s € S and suppose first
[s]‘; =1, so that (T :s) = T. Since T is cofinal in S there exists some s’ € S such
that ss’ € T. Then s’ € (T : s) = T. Since T is saturated in S we obtains € T.
Conversely assume s € T. Since T is saturated in S we have (T :s) C T. The
other inclusion T C (T : s) follows from s € T. Hence (T : s) = T which implies
[s]3 = 1.
b = c. So let us assume that b is satisfied, and consider sy, s, € S. If 5111 = s,1, for
some 1, t, € T, then b immediately implies [s;13 = [s2]3-
Conversely, assume [5:15 = [52]% Since T is cofinal in § we may choose some
x € Ssuchthatt, := s;x € T.From [s;]3 = [s2]5 we obtain #; := sox € T, t0o. Then
we have t1s1 = hHss.
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¢ = a. Soassume ¢ and letz, ' € T and s € S be such that ts = /. Then c implies
[s]3. = [1]?. Since 1 € T we alsohave s € T.

4. Since T’ is saturated in S we have (T :p t') = (T :s t') for any ¢’ € T’, from
which the assertion follows.

5. Let s1, 52 € S be such that [515 = [5,]5. By symmetry it is enough to show
(T :57) C (T :sp). Soletu € (T" : s1). Then us; € T and since T is cofinal in T’
we have t'us; € T for some ¢ € T’. From [s51]5 = [5,]5 we obtain t'us, € T C T'.
Since T’ is saturated in S we conclude u € (T’ : ;).

From Lemma3.1.3 we obtain the following corollary, which is well known for
monoids [6, Proposition2.8.7.3].

Corollary 3.2 Suppose that T is a cofinal and saturated subsemigroup of S. Then
E (T, S) and 6,(T, S) are groups, and there is an exact sequence

1 — 7T -5 57's 25 (T, 5) — 1,

where t is induced by the inclusion T C S and ¢ (s/1) = [s]3, forall s € S.

Proof Since T is cofinalin S, we have [[T]]s = S. Hence SIS =7"1S.In particular,
¢ is injective.

Lets € S. Then ss’ € T for some s’ € S, since T is cofinal in . By Lemma3.1.3
we obtain [ss’]§ = 1. Hence (T, S) is a group. Since %,(T, S) is a homomorphic
image of € (T, S) it is a group, too.

Since € (T, S) is a group, there is an unique homomorphism ¢ : S~'S — €(T, S)
such that ¢ (s/1) = [s]5, forall s € S. It is clearly onto. It remains to show, that the
kernel of ¢ equals the image of ¢. So let sy, s, € S. Then ¢ (s;/s2) = 1 iff 5113 =
[52];' By Lemma3.1.3 this is equivalent to ;51 = t,s, for some #;, t, € T. Clearly,
this is equivalent to s1 /s, € ((T~'T).

Suppose that T C S is a cofinal and saturated subsemigroup. Then we call %,(T, S)
the class group of T C S. If S is a monoid, then it follows from Corollary 3.2 that
€ (T,S) =q(S)/(5*q(T)). Hence our terminology is consistent with that in [7] in
the case where T is a saturated and cofinal submonoid of S.

Lemma 3.3 Let U C T be subsemigroups of S. Then there is a surjective homomor-
~1

phismf: €(T,S) — €WU™'T, U™'S) such that f ([s13) = [s/11_.3. for all s € S.

Proof Lets € S. A standard calculation shows that

(U’IT:%)z{g |xe(T:s),ueU}.
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Hence the existence of f follows:
Ifu € Uthen 1/u € (U"'T)* and hence

[1/u]Y 5 =1
by Lemma3.1.1. Therefore, f is surjective.

The nextresultis a kind of a third isomorphism theorem for reduced class semigroups.

Proposition 3.4 Let T C T’ be subsemigroups of S and assume, that T is cofinal in
S and that T' is saturated in S. Then {T'};. is cofinal and saturated in 6,(T, S) and
there are isomorphisms

(TS =C(T,T") and CUT'}5, C(T,S)) =€ (T',S).

Proof Note first that 77 is cofinal in S (since T is so) and that T is cofinal in 7".
Indeed, if ¥ € T’ then t's € T C T’ for some s € S. Since 7" is saturated in S, it
follows s € T".

For notational convenience we set Sy = %,(T, S) and T} = {T'};.. Since T’ i
cofinal in S, T} is cofinal in Sy. Now let s € S and #], #, € T’ be such that {st;}5
{tz}s Then [s7] ]S = [et}]3 for some ¢ € S*. Using Lemma3.1.5 we obtain [s#15, =
[stz]T, Using part 3 of that Lemma we obtain [¢ ~1515, = 1 and therefore e ~'s € T".
Hence {s}3. = {8’13}‘; € T}, and T is saturated in S.

Next, let 7], 7, € T'. We show {{}5. = {#,}3 if and only if {#}}} = {#}}]. From this
we obtain the desired isomorphism T}, = %,(T, T"). So, assume first {¢|}5. = {£}}5..
Then

w2

(1115 = [et5]7 (1)

for some ¢ € §*. Applying first Lemma3.1.5 and then Lemma3.1.3 we obtain ¢ €
T'NS$* = T'. From Eq.(1) and Lemma3.1.4 we obtain now [#]]7 = [e;]% and
hence {£}}1 = {#,)].
Conversely, suppose that this equation holds. Then [#]}" = [¢#,] for some ¢ €
7"*. Using Lemma3.1.4 again, we obtain [#{]5 = [e#,] and therefore {£|}} = {£;}3-.
To construct the second isomorphism, it is enough to show

1)) = (2} &= Usi}}] T/ = [{s2)}]

for all s;, s, € S.
So let sy, s, € S and suppose first {5133, = {s,)5,. Then [5,]3, = [ssz]‘;, for some
e € §* and by Lemma3.1.3 we obtain s,#; = es,1; for some #{, 1} € T/ Using, that
T} is saturated in Sp, and using Lemma 3.1.3 again we obtain [ {sl} T, = [{sz}s S"
Conversely, assume that this equation holds. Then {sl}“;{t1 15 = {sz}s {t2}§ for
some #;, #, € T’ (again since T}, is saturated in Sy and Lemma 3.1.3). Hence [s; 1| 5=
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[es22515 forsome & € S*. Using parts 3 and 5 of Lemma3.1 we obtain [s1]3, = [es,]3,
and hence {sl}% = {5:}5..

We investigate now when the natural map Div(S) — Div(T) is surjective or injec-
tive. For that we introduce the notion of a zero complete semigroup: a semigroup S
is called to be zero complete, if any subsemigroup 7" of S has a zero, i.e., there exists
a (necessarily unique) O € T such that 0t = 0, forall r € T.

Lemma 3.5 Let T C S be semigroups and f: Div(S) — Div(T), g: s-spec(S) —
s-spec(U) be the natural maps.

1. Suppose that, for all s € S we have ¢s" € T for some ¢ € S* and some n € N*.
Then V = [[V N T]ls, for all V € Div(S). Hence f and g are injective.

2. Suppose that [T]‘; is zero complete. Then U = [[U]ls N T for any U € Div(T).
In particular, f and g are surjective.

3. Suppose that T is cofinal and saturated in S and that 6,.(T, S) is finite. Then f
and g are bijective. Moreover T C S satisfies the assumption of 1.

Proof 1 is obvious. 2. Let U be a divisor-closed subsemigroup of 7. The inclusion
U C T N[[U]]s is clear. Conversely, suppose that € T N [[U]]s. Then ts € U for
some s € S. Let n € N be such that [t”]“; is a zero of the subsemigroup of [T]“;
generated by [f]3. Then

("7 = [y = [

Hencet""'s"t! ¢ U C Timpliest; = t"s"*! € T.From1tt; = (t5)"+' € U wededuce
now t € U.

3. Since %,(T, S) is finite, it follows from Lemma3.1.3, that T C § satisfies the
assumption of 1. Hence f and g are injective.

Again by Lemma3.1.3, we have [T13 = 1. Therefore [T ]? is zero complete. By
2 f and g are surjective.

We close this section by showing how zero complete semigroups enter the scene
in the theory to be developed later on.

Lemma 3.6 Let H be av-Noetherian monoid such that (H : H ) # (. Then the semi-
group [H ]Z is zero complete.

Proof Let T be a subsemigroup of [H 1 and let T be its inverse image in H. We
consider the set / of all fractional v-ideals of the form (H :z f) with t € T. They are
all contained in H , and H is H-fractional. Since H is v-N oetherian, we may choose
t € T such that (H : t) is maximal in /.

Now let s € T be arbitrary. Then (H :5 1) C (H :p st) implies (H :5 1) = (H :5
st) by the maximal choice of 7. Hence [st]% = [¢]%, for all s € T. Therefore [7]% is
azeroof T.
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4 Quasi-Finite Semigroups

Again S denotes a semigroup.

Some s € S is called periodic if the sequence (s"),en is (ultimately) periodic. This
is equivalent to the following

1. [s] is finite.
2. " = 52" for some n € Nt.
3. s = s’ for some distinct k, [ € N.

(for the equivalence of 1 and 3 see [10, Theorem2.1]; the implication 2 = 3 is
trivial; if 3 holds with k < [ then s" = s*" for n = a(l — k) where a € N is such that
a(l — k) > k). By that Theorem we also have: if |[s]| = k, then

[s]={1,s, 2, ...,sk_l}.

We call S a bounded periodic semigroup, if there is some N € NT such that, for all
s € S there exists 0 < k < [ < N such that s* = §/, or equivalently there exists some
N e Nt such that sV = s*, forall s € S.

We call a subset X of S periodic, if it is a periodic element of the semigroup P(S).

Let I be an s-ideal of S. Then for m > n we have I C I"*! C I". Hence [ is periodic
if and only if /"*! = " for some n € N.

Lemma 4.1 Let X and Y be periodic subsets of S. Then X U Y is periodic.

Proof Since X and Y are periodic, there is some n € N* suchthat X" = X*" and Y =
Y2 Letk e N.IfO < k <2n — 1, then 4n — k > 2n, and hence Y¥"* = y3—* If
2n < k < 4n, then X¥ = X*". Using this we obtain

(XUY)" = U xky4n—k _ U xky4n—k U xky4n—k

0<k<4n 0<k<2n—1 2n<k<4n
— U Xk Y3n—k U U Xk—il Y4}'l—k
0<k<2n—1 2n<k<4n
— U Xk Y3n—k U U Xk Y3n—k
0<k<2n—1 n<k<3n
— U Xky3n—k — (X U Y)3n
0<k<3n

Hence X U Y is periodic.

Definition 4.2 Let n € NT. A n-cover of S is a finite cover S = S; U--- U S, of S,
such that S? is a singleton, for all i =1, ..., r. We call S quasi-finite, if it has a
n-cover for some n € N7,

mdanna@dmi.unict.it



Arithmetic of Mori Domains and Monoids: The Global Case 193

Remarks 4.3 1t follows immediately from this definition that:

1. Every finite semigroup is quasi-finite.

2. Every subsemigroup and every homomorphic image of a quasi-finite semigroup

is quasi-finite.

Any finite product of quasi-finite semigroups is quasi-finite.

Every semigroup of fractions of a quasi-finite semigroup is quasi-finite.

5. If S is quasi-finite, then S possesses a n-cover § = §; U - - - U S,, such that the §;
are pairwise disjoint.

B

It is easy to construct infinite, quasi-finite semigroups. For an example of such
a semigroup, that occurs in the arithmetical theory of Noetherian domains to be
developed later on, we refer to Example 5.7.

Next we list some properties of quasi-finite semigroups.

Lemma 4.4 Let S be a quasi-finite semigroup.

1. S is a bounded periodic semigroup.

2. Each subset of S is periodic.

3. If I is an s-ideal of S, then there exists m € N and a finite E C S such that
"' =" CESCI

4. If S is a group, then S is finite. More precisely: if S = S, U ---US, is a n-cover,
then each S; is a singleton.

Proof LetS =8, U---US, bean-coverof S. For 1 <i <rlets; € S be such that
S1 = {si).

1. Let s € S. Then there exists 0 < k < [ < r and some 1 < i < r such that s*,
sl € S;.Hence s = s and 0 < kn < In < .

2.LetX CSandsetX; =XNS,; fori=1,...,r. By Lemma4.1 it suffices to
show that every X; is periodic. For that we may assume X; # . Then X! = §7 = {s;}.
By 1 {s;} is periodic and hence X; is periodic, too.

3.Let! be an s-ideal of S. Then [ is periodic by 2. Hence there is some n; € Nsuch
that /! = " WesetE =1 N{s,...,s},andn, = r(n — 1) + 1.Ifx,, . .. s Xn, €
I, then thereis some N C {1, ...,m}andsomei € {1,...,r}such [N| =nandx; €
S;, forall j € N. Then xy ...x,, € jeijS =s5;S C ES. We obtain I"™> C ES C I.
Now m = max{nj, n,} has the requested property.

4. Suppose that S is a group. Let | <i < rands, ¢ € S;. Then s""'t, s" € S? and
hence s"~'t = s5; = s". Since S is a group we obtain s = ¢.

Our next goal is an ideal-theoretical description of quasi-finite semigroups (The-
orem4.6). One idea used in its proof will be needed later again, so we separate it into
a lemma.

Lemma 4.5 Let S be a semigroup, # =X C N(S), E C S a finite set and n € N.
Suppose that N (S)"*! = N(S)" C ES C N(S) and that x/1 = y/1 in S~'S for all x,
y € X. Then X" is a singleton.
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Proof Letx,y € X. Since x/1 = y/1in S!S, the s-ideal I, , = {s € S | sx = sy} is
not empty. Since by assumption N (S) # ¥ we obtain ES C N(S) C /I, Since E
is finite, there is some m € N* such that (ES)" C I . From nm > nand N(S)"™! =
N(S)" we obtain N(S)" = N(S)™ C (ES)" C I,,.

Now let xi,..., X1, Vis.-->,Vne1 € X. We show X;...X1 =Y1...Yuttls
which will finish the proof. To do this, we show by inductionon i € {0, ...,n+ 1}
that x; ...X,41 = Y1...YiXig1 ... Xp41. If i =0 this is clear. So suppose that i €
{0,...,n}and that x; ...X,4+1 = ¥1...YiXit1 - - -Xs+1. Then by above we obtain

Vi YiXit2 - - Xpy1 € N(S)n C IxH],yHl .

Hence Vi YiXitl -« Xptrl = V1 - YVit1Xit2 - - - Xpt1-

Theorem 4.6 Ler S be a semigroup. Then S is quasi-finite if and only if S has the
following properties:

1. s-spec(S) is finite.

2. For every divisor-closed subsemigroup T of S the group T~'T is finite.

3. For every divisor-closed subsemigroup T of S, there exists some n € N and some
finite E C T, such that N(T)"*' = N(T)" Cc ET C N(T).

Proof We show first that, if S is quasi-finite, then S has properties 1-3. We choose
an-coverS =S U---US,andletfori=1,...,rs; €S be such that S} = {s;}.

1. Let p € s-spec(S) and let E be the set of those s; that are contained in p. We
show p = +/ES. The inclusion D is clear. Conversely, let s € p. Then s € S; for some
i€[l,r]. Thens" =s; and s; € E. Hence s" € ES and s € vES.

2. This follows from Remarks4.3.2, 4.3.4 and Lemma4.4.4.

3. Let T be a divisor-closed subsemigroup of S. Then T is quasi-finite
(Remark4.3.2). Hence N(T') has the requested property by Lemma4.4.3.

We now assume, that S has properties 1-3 and show that S is quasi-finite. If s € S
then s € N([[s]]) and hence

s= |J N

TeDiv(S)

Now let T' € Div(S). We construct a cover N(T) = N(T); U --- UN(T), and some
n(T) € N such that N(T)?(T) is a singleton for each i = 1, ..., r. Since Div(S) is
finite by 1, it then follows S has a n-cover, where

n= H n(T).

TeDiv(s)

By assumption there exists some m € N* and some finite £ C T such that
N(T)"t' = N(T)™ C ET C N(T).

Letj: T — T~'T be the canonical homomorphism. For z € T~'T let N(T). be
the set of those x € N(T) such that j(x) = z. By 2. it suffices to show forz € T~'T,
that N(T);"Jrl is a singleton, if N(T"), # (. But this follows from Lemma4.5.
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We draw Corollaries from that theorem, which will prove useful later on.
Corollary 4.7 Let S be a semigroup and U a subsemigroup of S.

1. IfU is a finite subgroup of S*, such that S/ U is quasi-finite, then S is quasi-finite.
2. Suppose that U is quasi-finite, cofinal and saturated in S and that € (U, S) is
finite. Then S is quasi-finite.

Proof We show in both cases that S has properties 1-3 of Theorem4.6.

1. We use that S/U has properties 1-3 of Theorem4.6. We let 7: S — S/U be
the canonical homomorphism. Since the ideal theories in S and S/U are essentially
the same, S has properties 1 and 3 of Theorem4.6.

Next let T be a divisor-closed subsemigroup of S and set 7(T) = T. Then T is
a divisor-closed subsemigroup of S/U. A routine calculation shows, that there is a
surjective homomorphism 7z’: T~!'T — T~'T such that 7' (t, /1;) = 7 (t;) /7 (t,) for
allt;, 1, € T. Letj: U — T~'T be defined by j(u) = u/1, for all u € U. Again, a
standard calculation shows that the sequence of abelian groups

UL 17 5 7T 51

is exact. Hence T~!T is finite.

2. We use, that U has the properties of Theorem 4.6. Applying Lemma3.5.3 (since
%,(U, S) is a homomorphic image of € (U, S) it is finite, too), we see that the
natural maps Div(S) — Div(U), s-spec(S) — s-spec(U) are bijective. In particular,
s-spec(S) is finite.

Next, let 7 be a divisor-closed subsemigroup of S and set 7" = 7 N U. From

T C[TNsNUCTNU=T

we obtain [[T']]s N U = T N U and hence T = [[T']]s. Therefore T~'S = 7'~!S.
By Lemma 3.3 we have a surjective homomorphism €' (U, S) — €(T'~'U, T'~'S).
Hence ¢ (T'~'U, T'~'S) is finite. By Lemma3.1.1 we have an injective homomor-
phism

(T'19* /(1 vy - €T u, T'7YS).

Hence the group (7'~'S)* /(T'~'U)* is finite. By assumption (T'~'U)* is finite,
hence (T""'$)* = (T~'8)* = (T~'T)* = T~'T is finite, too.

Next we show, that any subset X of S is periodic. Intersecting X with the fibers of
[-]f] and using Lemma4.1, we may assume, that X is contained in one fiber of [-]f/.
Let e be the exponent of the finite group 4’ (U, S). Then by Lemma3.1.3 we have
X¢ C U. Hence X is periodic by Lemma4.4.2. Therefore X is periodic, too.

Now let T be any divisor-closed subsemigroup of S. Since N(T) is periodic we
have N(T)"*! = N(T)™ for some n; € N.

Since Div(S) — Div(U) is bijective, also Div(T) — Div(T N U) and therefore
s-spec(T) — s-spec(T N U) is bijective. Hence N(T) N U = N(T N U).
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Let d be the Davenport constant of the finite group € (U, S). This is the smallest
integer n, such that any finite sequence of length > n in 4’(U, S) has a subsequence,
whose product is 1 [6, 5.1.4]. Then using Lemma 3.1.3 we obtain

N(T)* ¢ (N(T)NU)T = N(T N U)T.

LetE C UNTbefiniteandn, € Nbesuchthat N(UNT)2 Cc E(UNT) C N(TN
U). Then

N(T)4 ¢ (N(T N U)T)™ = N(T N U)"T C ET C N(T).

Hence n = max{n;, dn,} and E have the properties requested in Theorem4.6.3.

Corollary 4.8 Let U C S be semigroups, I' C S™ a subgroup, such that S/I" is
quasi-finite. We suppose that s-spec(S) — s-spec(U) is injective and that U is zero
complete.

Then there exists some m € N such that for any s € S, there is some y € I' such
that ys™ € U.

Proof Since S/TI" is quasi-finite we find by Lemma4.4.1 some m € N7 such that,
for all s € S we have s> = ys™ for some y € I.

Lets € Sand supposen € Nt and y € I' are such that ys" € U. Now s = yps™
for some yy € I'. Hence y"yps™ = (ys")™ € U. So we only have to find some n €
N* and y € I' such that ys" € U.

Set T={[s]ls, T=UNT. Since U is zero complete, [U]f, is so, too.
Lemma3.5.2 implies now

T=UN[TllscUNT=T

and therefore T = UNT = U N [[T]]s. Since s-spec(S) — s-spec(U) (and there-
fore Div(S) — Div(U)) is injective we obtain 7 = [[T]]s.

Let O be a zero of T and set T = {s’ € S | 5’0 = 0}. Then Tisa subsemigroup
of Ssuchthat TCTCT.Letv, weT ands eTbe such that s'v = w. Then
50 = - S v0 = w0 =0, _which implies s’ € T. Therefore T is saturated in 7. Since
TcTcT= [[T]] T is also cofinal in 7. Hence €(T, T) is a group. Now the
group %(T T)/ [F is a homomorphic image of T/I". Since T € Div(S) we have

T/l cS/T.1f fol]ows that ‘K(T T)/[F]T is quasi-finite, and therefore finite (being

a group). Therefore, for all s’ € T we have y's* € T for some y' € I' and some

k € N* (using again Lemma 3.1.3). In particular, we may choose y € I" andn € N*t
such that ys" € T.
Replacing now s by ys" (which does not change T, T and T) we can assume
seT.We will show s € U for some a € N7, which will finish the proof.
Since %, (T T) is a homomorphic image of %(T T)/[I"]T it is finite. Hence
D1V(T) — D1v(T) is bijective by Lemma3.5.3. Therefore N (T) TNN (T). Since
= [[s]]s we have s € N(T) N T = N(T)
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_ Finally we show N(/f)“ = {0} for some a € N*. Then s =0 € U. Since TcC
T € Div(S) we have B
T/(T*Nrycr/r cS/r.

Hence /7:/ (T~ N TI') is quasi-finite. Since ideal theory in T is essentially the same
as in T/(F N T) we see that T has the property 3 of Theorem4.6. Since 0 is zero
of T and therefore of the group T- 1T this group is trivial. From Lemma4.5 we
obtim now some a € N* such that N (T)“ is a singleton. But 0 = s0 € N (T). Hence
N(T)* = {0}.

We continue by giving an example of a quasi-finite semigroup, that we will be
important in Sect. 7. Let R be ring. We call R quasi artinian, if R is semilocal and its
Jacobson radical is nilpotent. It is well known that a Noetherian ring is quasi artinian
if and only if it is artinian.

Proposition 4.9 If R is a quasi-artinian ring, then R,.q is quasi-finite.

Proof Letmy, ..., m, be the maximal ideals of R and choose n € N such that (m; N
-Nm)" =m{ N---Nm! =0 (here of course the nth powers are ideal powers).
Set R; = R/m] for i =1, ..., n. By the Chinese Remainder theorem we have an
isomorphism
Rred = H(Ri)red~
i=1

Using Remark 4.3.3 we may suppose that Ris local, sothatr = 1.Letw: R — Ryeqbe
the canonical homomorphism. Then R = w(R*) U (m;) = {1} U (m;). Since
w(m)" C w(m]) = 7 (0) this a n-cover of Ryeq.

We close this section with a result on certain subrings of quasi-artinian rings, which
is needed in the proof of Lemma?7.1.

Recall the following prime avoidance result: if an ideal in a ring is contained in a
finite union of prime ideals, then it is already contained in one of those prime ideals.

Lemma 4.10 Let D be a quasi-artinian ring and C a subring of D such that the
semigroup [C ]IC) is zero complete. Then C is quasi-artinian, too.

Proof The natural map s-spec(D) — s-spec(C) is surjective by Lemma3.5.2. Now
let p € spec(C). Then we have seen p = g N C for some g € s-spec(D). But D is
quasi-artinian, and has therefore only finitely many prime ideals. Since ¢ is a union of
prime ideals, we obtain p = C N ¢’ for some prime ideal ¢’ of D by prime avoidance.
Hence spec(D) — spec(C) is surjective. It follows that C has only finitely many
prime ideals. In particular, C is semilocal.

It is now enough to show dim(C) = 0. Indeed, suppose this. Since spec(D) —
spec(C) is surjective, we have J(C) = C N J(D). Therefore J(C) is nilpotent.

We come to the proof of dim(C) = 0. For that we choose some minimal prime p
of C and we show that p is also maximal. We set
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x=JCwpo

ceC\p

and claim sX C C for some s € C\p. Indeed, since [C]2 is zero complete we can
choose s € C\p such that
[st]2 = [s12, )

for all € C\p. Now let x € X. Then #x € C for some ¢ € C\p. From (2) it follows
sx € C.
We proceed by setting

Izﬂm,lzmm.

mespec(D) mespec(D)
mNC=p mNC#p

Since D is quasi-artinian there exists some n € N* such that I" N J" = 0 (here of
course the powers are ideal powers). Since spec(D) — spec(C) is surjective we have
I"NC Cp. We claim J" N C ¢ p. Indeed, suppose J" N C C p. Then J N C C p.
Hence m N C C p for some m € spec(D) with m N C # p. But since p is minimal
this is a contradiction.

We set D = D/I", let g: D — D be the canonical homomorphism and set C =
g(C) = C/(CnIM. Since CNI" C p, p = g(p) is a minimal prime of C and it is
enough to show, that p is maximal.

Ifx € C\pthenx € D* by construction. Hence we may suppose C C 6}-, C D.We
show now C‘,—, = g(X). The inclusion D follows from the definition of X. Conversely,
let d € D be such that g(d) € E’ﬁ. Then we can choose t € C\p such that g(zd) € C,
hence td € C + I". Choose some #; € (C NJ")\p. Then

(tt)ydenC+nl"CcC+I"NnJ"'=C.

Since tt; € C\p this implies g(d) € g(X).
Finally, choose s € C\p such that sX C C. Then we obtain

613 = g(s)C',; =g(sX) c C.

Hence C = Cﬁ and p is maximal.

5 Weakly C-Monoids

We recall the definition of weakly C-monoids [7, Definition4.1].

Definition 5.1 The monoid H is called a weakly C-monoid if it is a submonoid of a
factorial monoid F', with representative set of primes P, such that the following two
conditions are satisfied:
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(C1) H is v-Noetherian, (H : fl) # () and H C F is saturated and cofinal.
(C2) There exists an equivalence relation ~ on P and A € N* such that

e P/~ is finite, and
o forallpy,p|,...,ps,pi € Pwithpy ~ p| ~ ...p, ~ p there exists ¢ € F* such
that [py - ... -pill = [ep| - ... - Py 1L

If these conditions hold we say that H is a weakly C-monoid defined in F.

Note that (C2) holds if and only if we may write {P}f, as a finite union of sets P;
such that P} is a singleton.
Let H be a v-Noetherian monoid. We consider the following property of H:

) (H: H ) # () and there exists a factorial monoid F', containing H as a cofinal and
saturated monoid, such that %, (H, F) is quasi-finite.

Proposition 5.2 Let H be a v-Noetherian monoid satisfying (C) and let F be a
factorial monoid as in (C). Then H is a weakly C-monoid defined in F such that
%.(H, F) is finite.

Moreover for any T € Div(H) we have: T C [[T]]7 is saturated and cofinal and
its class group 6, (/7:, [[T1]7) is finite. In particular, H satisfies the condition (C3) of
[7, Theorem 5.3].

Proof That H is a weakly C-monoid defined in F is clear.

Now let T € Div(H). By [7, Lemma3.7] TC [[T1]F =: F7 is cofinal and satu-
ratedand wehave T' = H N Fr. By Lemma 3.1.4 we obtain an isomorphism [F’ T]Z —
€ (T, Fr). Since F} = F* this induces an isomorphism {Fr}f, — €.(T, Fr).
Now {FT}Z is quasi-finite as a subsemigroup of %,(H, F). Therefore %,(T, Fr) is
quasi-finite, too. Applying Lemma3.1.5to T C T C Fr we obtain an epimorphism
(T, Fr) — ‘5(?, F7) whichinduces an epimorphism €, (T, Fr) — ‘za”,(?, Fr).We
conclude that €,(T, Fr) is  quasi-finite. Being a group it is finite. Applying this to
T = H, we obtain that %, (H F) is finite.

We set HT = [[T]]z. Note that TCH. Smce T C T is cofinal we have T C HT
and this inclusion is cofinal. As already noted TCF T is saturated. Hence TcC HT is
cofinal and saturated, too. We show that HT C Fris saturated. Soletx, y € HT and
z € Fr such that xz = y. Since HCFis saturated, we obtain z € H , which implies
Z € I?T.

By Corollary 3.2 we obtain isomorphism

< (?’ ﬁT) q(I‘IT)>< HrCFris qaturated _ Q(ET) _
aQ(T)Hy a(T) (a(Hr) N F})
a)cq(r) q(Hr)

a(Hr) N (q(DFy)’
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Therefore, we obtain a monomorphism

q(Fr)

— =T, Fr).
q(D)F; !

(T, Hr) —

Hence % (T, ﬁT) is finite.

To verify property (C) the following result is helpful.

Proposition 5.3 Let H be a v-Noetherian monoid such that (H : H ) # O (then His
a Krull monoid by [6, Theorem2.3.5.3]). Then the following are equivalent:

1. H satisﬁes (O). R
2. 6,(H, H) is quasi-finite and 6,(H) is finite.

Proof Suppose first that 1 holds and let F be a factorial monoid as in (C). By
Proposition 5.2 ‘K,(ﬁ , F) is finite. It follows from [6, Theorem 2.4.8.3] that %, (ﬁ )is
finite. By Proposition 3.4 we have a monomorphism %, (H, H ) < %.(H, F), which
implies that €, (H, H) is quasi-finite.

Conversely, assume that 2 holds. It follows from [6, Proposition 2.4.5] that we can
find a reduced factorial mononoid Fy containing fIred as a cofinal and saturated sub-
monoid, such that &, (ﬁred) is isomorphic to the cokernel of the inclusion q (f]red) —
q(Fp). By Corollary3.2 we obtain an isomorphism %”v(ﬁred) = ‘ﬁ(ﬁred, Fy). By
[6, Theorem2.4.8.2] we have an isomorphism H=H" x ﬁred. It follows that
we may embed H as a cofinal and saturated submonoid in the factorial monoid
F=H"x F, such that

€ (H, F) = € (Hyea, Fo) = €,(Heea) = €,(H)

is finite.

WesetU = {f]}z and S = %,(H, F). By Proposition 3.4 we kngw that U is cofinal
and Eaturated in S and that there are isomorphisms U = 6,(H, H) and € (U, S) =
%,(H, F). Using Corollary 4.7.2 we deduce that S = %, (H, F) is quasi-finite.

We use this result to generalize [7, Theorem 6.7.1] to not necessarily semilocal
Mori domains. For that we need the following result.

Lemma 5.4 Let A C B be integral domains and I a nonzero ideal of B such that
I C A(sothatlisanideal ofAand A/l C B/I), and S C A® a submonoid, consisting
only of nonzero divisors of the A-module B/A. Let p: ST'B* — S™'B/S™'I be the
restriction of the canonical homomorphism. Then there exist isomorphisms

f: €A%, B) - €(S'A%, S7'B),
g €(S'A%, S7IB*) - €(S'A/S7, 87 IB/ST
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such that
S = B5E g (D105) = @)1y 2]
forallb e B* and all b’ € S™'B°.
Proof By Lemma 3.3 there exists a surjective homomorphism
f: 6%, B*) - €(S'A*, S7'B*)
such that
FabED = 114,
for all b € B°®. Since S consists of nonzero divisors of B/A we have
(A® :pe b) = (ST'A® :5-15. b) N B°,
for all b € B®. Therefore, f is also injective.
For the construction of g we may replace A by S~'A, Bby S~'B and I by S~'I.
Since p~'(A/I) = A® we have
(A* i b) = p~ (A/I 21 p(D)),
for all b € B®. Therefore, there exists an injective homomorphism
g: ¢(A*,B*) > E(A/1,B/I)
such that
(015 = )14,

forall b € B.
Since I is nonzero, p, and therefore also g, is surjective.

Let R be a Mori domain with complete integral closure R such that (R: ﬁ) # 0.
Let S be the set of those r € R* that are nonzero divisors of the R-module ’IE/R. Then
S ist just the set of all regular elements of R® [6, Definition2.3.1.3]. It is obviously a
divisor-closed submonoid of R°.

Theorem 5.5 Let R be Mori domain with complete integral closure R and S its
monoid of regular elements. We suppose that (R : R) # 0, that the groups %,(R)
and %(ﬁ) are finite, and that the ring S _lﬁ/S (R : ﬁ) is quasi-artinian. Then R®
satisfies (C).
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Proof By Proposition 5.3 we need only show, that %, (R®, ﬁ') is quasi-finite. We use
the isomorphism
f:ER,R) - €S 'R, S'R*)

from Lemma5.4. Then f induces an ismomorphism
CR" R =GR, SR SRR
From Lemma3.1.1 we obtain an isomorphism

SR s R o STIRX
—15x157'R x1S7'R* ~
[ST'R ]S—IR-/[R ]S—IR. = m
Now by [6, Theorem 2.10.9.7] we have a monomorphism
S_]/EX
=~ — 6,(R).
Rxs—le
Hence the group
[ST'R* LR /IR EE,
is finite. Using Corollary4.7.1 it is now enough to show, that

— o —1 e DX —1Re
CER SRR It oot 100
(SRR ROSR T
S—1Re S—1Re

is quasi-finite.

For that we show first that S~'R is semilocal. By [6, Theorem?2.3.5.3, Proposi-
tion2.3.10.2] S is a finite union of prime ideals. Hence S~'R is semilocal. It follows
now from [7, Lemma6.6], that S~'R contains only finitely many maximal ideals,
that do not contain S™!(R : R). But since S~'R/S~!(R : R) is quasi-artinian, in par-
ticular semilocal, S™'R contains also only finitely many maximal ideals, that contain
SR : ﬁ). Therefore S~!R is semilocal.

For easier notation we set A = S~'R/S™!(R : ﬁ) and B = S’lﬁ/S’l(R : ﬁ). We
now use the isomorphism

g: €(S'R,ST'R) = ¢ (A, B)

from Lemma 5.4. Since S~'R is semilocal, the canonical homomorphism S -IR > B
induces an epimorphism S~!'R* — B*. Hence g defines an isomorphism

€.(S"'R,S7'R) — €.(A, B)
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which implies that €, (S -IR, S‘lﬁ) isa homon/l\orphic image of B.q, Which is quasi-
finite by Proposition4.9. Hence %,(S™'R, S™!R) is quasi-finite.

We close this section with two examples. In the first one we construct a Noetherian
domain R, that satisfies (C), but such that (in the notation of Theorem5.5) the ring
S ’1’13/ S~Y(R : R) is not quasi-artinian. In the second one we give an example of
a Noetherian domain, that satisfies the assumption of Theorem 5.5, and hence R*®
satisfies (C), but for which the semigroup % (R°, ﬁ‘) is infinite (but of course quasi-
finite).

Example 5.6 We choose integral domains Ay C A; C Ap, such that Ay is a
Noetherian, semilocal, and one-dimensional domain with quotient field K, A; is its
integral closure (implying A; = ZO) and A; is the integral closure of A| (and hence of
Ap) in afinite and proper extension L of K. We suppose further that A is a finitely gen-
erated Ag-module. Then our assumptions imply that A; and A, are semilocal principal
ideal domains. We suppose further that the canonical map spec(4,) — spec(A;) is
bijective, so that no prime of A; splits in A,. Finally we assume Ay # A;.
We set
R = Ao + XAy[X] C Ay[X].

Then Ap[X] C R C A,[X] and XA,[X] C R. Hence R is Noetherian and A,[X] is
its integral (and therefore complete integral) closure. An easy calculation shows
XA;[X] = (R : A;[X]) and that
S =A; + XA,[X]

is the set of regular elements of R. Therefore S‘lf@/S‘1 (R: ’IE) = A, wEich is not
quasi-artinian. We show that nevertheless R has the property (C). Since R = A,[X]
is factorial, we need only show that &, (R®, A,[X]°®) is quasi-finite. By Lemma 5.4 we
have an isomorphism

C(R®, A2[X]%) = €' (Ag, A2).
Since A,[X]* = A5 it induces an isomorphism

6 (R®, A2[X]*) = 6,(Ao, A2).

We are left to show that €, (A, A,) is quasi-finite. Obviously, we have

% (Ao, A2) = ({0} U (A3} and {A3}) = %,(A, A3).

If
A =X, U---UX,
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is a n-cover of {A;}ﬁi then
% (A0, A2) = {0} UX U~ UX,

is one of €, (Ao, A>). Therefore, it is enough to show that G, (A§, A3) is quasi-finite.
Since Aj C A3 is cofinal and A} C A3 is saturated, we know by Proposition 3.4
that

L] A3 L] L]
(A1}3 C %(A5, A3)
is cofinal and saturated and that we have isomorphisms

AS ~

ATV Z6A5AD, CUANL, 6(A] A9 = 6,(AT, A3).

Now since Ag is Noetherian, semilocal, dim(Ag) = 1 and A = Zo is a finitely gen-
erated Ag-module, the ring A satisfies the assumptions of Theorem5.5. Hence
©,(A}, A}) is quasi-finite by Proposition5.3. Using Corollary4.7.2 we are left to
show that the group %, (A}, A3) is finite. By Corollary 3.2 this group is isomorphic to
the cokernel of the natural homomorphism K * /A" — L* /A . Note that this homo-
morphism is injective. Since A is a semilocal, principal ideal domain K* /A is a
free abelian group, whose rank equals the number of maximal ideals of A;. The same
holds for L* /A5 . By our assumption A; and A, have the same number of maximal
ideals, which implies that the cokernel of K* /A — L* /A, and hence %, (A}, A3),
is finite.

Example 5.7 Letk be an infinite field and let D = k[[X, Y]] be the power series ring
in two variables. Let I be the ideal of D generated by X? and Y? and set R = k + 1.
Then D = R + RX + RY + RXY. By Eakins theorem R is Noetherian. Clearly (R :
D) = I which implies that D is the (complete) integral closure of R. R is local and [ is
its maximal ideal. We show that the v-class groups of R and R = D are trivial. Then
R satisfies all assumptions of Theorem 5.5. For D this is clear, since D is factorial.

Since I = (R : E) is the maximal ideal of R, the monoid S of regular elements of
R equals R*. Hence S ~IR* = R* and therefore the group

SR>
S—IR*R*
is trivial. By [6, Theorem 2.10.9.7] we have an exact sequence

S—IRX -
l=— " S %® - %R =1,
RO (R) — C,(R)

which implies that &, (R) is trivial.
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We show now that %, (R®, D*) is infinite. Identifying k with its image in D = D/I
we have an isomorphism B
€ (R*,D*) =€ (k,D)

by Lemma 5.4. Since D* — D* is surjective, we obtain an isomorphism
%, (R*, D*) = €,(k, D).

We show now that %,(k, D) is infinite. Note that D is a regular local ring and
(X%, Y?) is a regular sequence. Therefore D is Gorenstein [5, Proposition3.1.19].
Since dim(D) = 0 we have

O:0:0))=J

for any ideal J of D [12, Satz 1.44]. Let m be the maximal ideal of D and for x € m
let X be its image in m/m?. Note that

m/m* = (X, Y)/(X,Y)?

so that m/m? is a two-dimensional k-vector space. Since k is infinite, it has infinitely
many one-dimensional subspaces. Let now x, y € m be such that {x}kD = {y}kD . We
will show kx = ky, which implies that €, (k, D) is infinite.

Since x € m we have ax ¢ k>, foralla € D. Hence (k:x) = (0:x) = (0 : Dx).
Since [x]? = [ey]? for some & € D* we obtain

Dx=0:0:Dx)=@0:(k:x)=0:(k:ey)=0:(0:ey)=(0:(0:y)) =Dy,

which implies kx = ky.

6 Arithmetic of Weakly C-Monoid

We first quickly recall the definitions of the arithmetical invariants, which we will
study here. For a more thorough discussion of these invariants we refer to [6]. In the
following H is an atomic monoid.

Let A be the set of atoms of Hy.g and Z(H) the free abelian monoid with basis A.
Then there exists a unique homomorphism 7 : Z(H) — H,eq extending the identity
of A. If z € Z(H), then z has a unique (up to order) representation 7z = uy - ... - u,
withuy,...,u, € A. We set |z] = r. For z, 7/ € Z(H) we define

d(z.2") = max {|zged(z, 2) '], 12" ged (z. 2) '} -

Let h € H and let / be its image in Hy.q. Then Z(h) = 7! (i_z) is called the set of
factorizations of A, and
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Lu(h) =L(h) = {lz] | z € Z(h)}

is called the set of lengths of 4. H is called a BF-monoid, if L(%) is finite, for all
heH.Forhe H\H*

__supL(h)
p(h) = L) € Qo U {00}

is called the elasticity of . If h € H* we set p(h) = 1. The number
p(H) =sup{p(h) | h € H} € R. U {o0}

is called the elasticity of H. We will need also the finer invariants p; (H) which are
defined for k € N* by

px(H) = sup{supL(h) | h € H,k € L(h)},
if H# H* and by py(H) = kif H = H*. Then

H
p(H) =sup{p(H) | k e NT} = lim M_

[ee]

Next we define the tame degrees. Forh € H andx € Z(H) lett(h, x) be the smallest
N € N* U {oo} having the following property:

If Z(h) N xZ(H) # ¥ and z € Z(h), there exists some 7' € Z(h) N xZ(H) such that
d(z,Z) <N.

H is called locally tame, if for each u € A
t(H, u) :=sup{ttx,u) | x € Z(H)} < oo.
H is called tame, if
t(H) :==sup{t(x,u) | u€ A, x € Z(H)} < oo.
It follows from [7, Theorem 5.3] and Proposition 5.2 that any v-Noetherian monoid

satisfying (C) is locally tame.
Forh € Hletw(H, h) be the smallest N € N U {oo} such that the following holds:

Whenever ay, ..., a, € H are such that h |a; -...-a,, then there exists I C
{1,...,m}suchthat|I| <Nandh|[],, a.
We set

w(H) =sup{w(H,u) | uisanatomof H}.
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If H # H* is factorial then w(H) = 1 and t(H) = 0. If H is not factorial, then
w(H) <t(H) < w(H)?* (see the explanations after Definition3.1 and Proposition
3.5in [9]). In particular, H is tame if and only if w (H) < oo.

The last arithmetical invariant we will study is the catenary degree c(H). It is
defined as the smallest N € N U {oo}, such that forall 2 € H and all z, 7’ € Z(h) there
exists a finite sequence (z;)o<j<m in Z(h) suchthatz = zo,7' = z,, and d(z;, z;+1) < N,
foralli=0,...,m— 1.

Let now H be a weakly C-monoid and choose a factorial monoid F such that H
is defined in F. We let P be a representative set of primes of F. If Q C Pandx € F
we set

vo(x) = va(x), supp(x) ={p € P | v,(x) > 0}.

PeQ

A subset Q C P is called H-essential, if Q = supp(h) for some & € H. Some p € P
is called H-essential, if {p} is H-essential. Let E be the set of all p € P that are
H-essential. Finally we call H simple in F, if each minimal nonempty H-essential
subset of H is a singleton, and we say that H is nicely embedded in F, if any p € P
is contained in some minimal H-essential subset of P. Then we have the following
results. Recall that A is the set of atoms of H,.q. For an atom u of H, let u € A be its
image in Hyeq.

Lemma 6.1 In the notation just introduced, assume that H is locally tame and
%,(H, F) is finite. Then we have

1. sup{vg(u) | uis an atom of H} < oo.

2. There exists some K € N such that min L(h) < vg(h) + K, forall h € H.

3. There exists some C, D € N such that t(H, u) < Cvp(u) + D, for all atoms u of
H.

4. There exists some a € Q- such that w(H, h) > avp(h), forall h € H.

Proof 1-3 are contained in [7]: 1 is Lemma5.4.2, 2 follows from Theorem 5.3 and
Proposition 5.8 and 3 is part of Theorem 5.3.
4.Letmbe the exponent of 6, (H, F),chooseze(H : H) and seta=1/(vp(z) + m).

Leth € H,say h=¢ep; - ... p,, where ¢ € F* and py, ..., p, € P. By Definition
of m there exists fori = 1, ..., n some §; € F* such that §;p/" € H. Then

K=" - 8) 7 P - Gupl).
We set x; = &"(81-...-8,)~ L§1p and x; = §;p} for i =2,...,n. Then xy, ...,
X, € Hand " = x; - - Xp. Since H is saturated in F,we obtaln x| € H too. Then
wi€H,i=1,...,n and W™ | (zx1) - ... (2x,). By the Definition of @ we may now
assume that 2 | (zx;) - ... - (zx,) for some r < min{n, w (H, ™)}. Therefore

nw@=mwuwmw+wwmm=w@+m=g
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Since w(H, W) < mw(H, h) [8, Lemma3.3.1] we obtain
1 r
w(H, h) > —w(H,h") > — > avp(h).
m m

Theorem 6.2 Let H be a weakly C-monoid and let F be a factorial monoid, with
representative set of primes P, such that H is defined in F. We assume that H is
locally tame and that 6,(H, F) is finite. Then the following hold:

1. H has finite catenary degree.
2. The following are equivalent:

p(H) < oo.

ox(H) < oo, forall k € N*.

H is simple in F.

For each h € H\H* the set {min L(®") | n € N1} is not bounded.

&0 TR

3. The following are equivalent:

a. t(H) < oo.
b. sup{max Lz (u) | uisan atom of H} < oo.
c. sup{vp(u) | uis an atom of H} < oo.

4. Suppose that H is nicely embedded in F. Then the following are equivalent:

t(H) < oc.

p(H) < oo.

Each p € P is H-essential.

There exists some m € N such that, for all a € H we have ea™ € H for some
e e H”.

&0 TR

Proof We choose a representative set of primes P of F and use all notations intro-
duced earlier in this section.

1. Has already been proven in [7, Theorem 6.3].

2. The implication a = b is trivial. To prove the implications b = cand d = ¢
assume by contradiction that H is not simple in F'. Then there exists some 7 € H\H*
such that supp(h) is a minimal nonempty, H-essential subset, that contains at least
two elements. Then supp(h) N E = @. We choose now K € NT as in Lemma6.1.2.
Then min L(#") < K, for all n € NT. Hence d does not hold. Since min L(h") < K,
for all n € N* there exists an infinite set 7 C Nt and an integer K; < K such that
min L(%")) = K, forall n € T. Now it follows that pg, (H) > max L(h") > n, for all
n € T and thus pg, (H) = oo.

¢ = a. So suppose H is simple in F. Then for any h € H\H* we have E N
supp(h) # @ and therefore v (h) > 1. By Lemma6.1.1 we may choose d € N* such
that vg (1) < d, for all atoms u of H.

Let now h € H\H*. If uy, ..., u, are atoms of H such that h = uy -...-u, we
obtain

ve(h) = ve(u) + - +ve(u,) > r.
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Hence max L(h) < vg(h). On the other hand we have
ve(h) = ve(u) +---+ve(u,) <rd

implying min L(#) > vg(h)/d. Putting together we obtain

ve(h)
Pl = o=

Hence p(H) < oc. Finally, the implication a = d is trivial.
3. Since %, (H, F) is finite, it follows

s ;= sup{vp(u) | uis an atom ofITI} < 00

(seg\ for example [7, Lemma2.1.3]). Now let & € H \ﬁ * and choose atoms vy, ... v,
of H such that h = v; ... v, and r = max Lz (%). Then

r=<vp(i)+---+vp(v,) =vph) <sr.

‘We obtain

< max Lz (h) < vp(h)

vp(h)
s

forany h € H \f] *. Hence b and c are equivalent.

a = c. If t(H) < oo, then also w(H) < co. Hence the claim follows from
Lemma6.1.4. ¢ = a follows from Lemma6.1.3.

4. The implication a = b holds for any atomic monoid ([6, Theorem 1.6.6.2]).

b= c.If p(H) < oo then H is simple in F' by 2. Since H is nicely embedded in
F this implies c.

¢ = a follows from | and 3 in Lemma®6.1.

¢ = d. Suppose that any p € P is H-essential. Let P = P; U - - - P, be a decom-

position of P and A € N* be such that {P}}£; is a singleton fori = 1, ..., r. For each
i=1,...,rchoose ¢g; € P;. Since each g; is H-essential, there exists some n € N*
and ey, ..., & € F* suchthate;q] € Hfori=1,...,r. Wesetm = na.

Letp € P. Thenp € P; for some 1 < i < r. Hence {p*}}; = {g}}};. From that and
from ;47 € H we obtain ep™ € H for some ¢ € F*.

Now let a € H be arbitrary. Let § € F* and pj,...px € P be such that a =
8pi...pr.Fori=1,..., kchoose¢; € F* such that ¢;p!" € H. Then

8_"181 e eka’” eH
and since H is saturated in F we have §7Mer...ve € HNF* =H*.
d = c. Let p € P. Since 6,(H, F) is finite we may choose ¢ € F* and n € N*

such that ep" € H. By assumption we have §&"p™" € H for some § € H*. Hence )4
is H-essential.
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We close this section with an example of a weakly C-monoid (even a C-monoid)
defined in the factorial monoid F, such that H is not nicely embedded in F. For
examples for nicely embedded H C F we refer to Lemma7.1 and the proof of
Theorem7.2.

Example 6.3 Let k be a field, k[X, Y] the polynomial ring in two variables and set
R = k + Xk[X, Y]. This domain has been studied intensively in the literature (see
for example the references for Example 2 in [13]).

Since Xk[X, Y] C R, we have R = k[X, Y]. We show that R® is a weakly C-monoid
defined in k[X, Y]°, that is not nicely embedded in k[X, Y]°. Further we will show
p(R) = 1 but t(R) = oo. First by [13] R is a Mori domain.

Let Q € k[X, Y]*. Then we have

k[X,Y]® if 0 € Xk[X, Y]
R*:Q0)={R* if 0 € R*\Xk[X,Y] .
Xk[X,Y]* if Q€ k[X,Y]"\R

Hence € (R®, k[X, Y]°*) is finite. Therefore R® C k[X, Y]* satifies (C) and R® is a
weakly C-monoid defined in k[X, Y]°.

We choose now the representative set of primes P C k[X, Y] such that X, Y € P.
If a € Ris such that Y | a, then also X | a. Hence any R®-essential subset of P, that
contains Y also contains X. Since X is R*-essential, R® is not nicely embedded in
kX, Y]".

By [13] we have p(R) = 1. Obviously XY" is for any n € N* an atom of R®.
Hence condition (c) of Theorem 6.2.3 is violated. It follows t(R) = oo.

7 Integral Domains

In this section we want to apply Theorem 6.2 to certain Mori domains. For that we
need the following preparatory result.

Lemma 7.1 Let R be a Mori domain such that (R : ﬁ) # 0 and let F be a factorial
monoid containing R* asa cofinal and saturated submonoid, such that 6,(R®, F) is
quasi-finite (so that R® satisfies (C)). Let A C spec(ﬁ)\{O} be a finite set of nonzero
primes of R having the following properties:

1. For any divisor-closed subsemigroup T of ¢, (R®, ﬁ') there exists a subset B C A
such that

{a cR* | {a}ﬁi € T] :ﬁ'\Uq.
qeB

2. Going Up: ifq1, q2 € A are suchthat gy "R C g2 N R, then g N R = g3 N R for
some q3 € A such that q, C qs.
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3. Incomparability: if q\, q» € A are such that q; C g, and g "R = g2 N R then
q1 = q>-
Then R® is nicely embedded in F. Moreover, if the map spec(ﬁ) — spec(R) is
injective, then the map s-spec(% (R*, R®)) — s-spec([R']g:) is injective, too.

Proof Choose any representative set of primes P of F. We have to show, that any
p € P is contained in a minimal nonempty, R°®-essential subset of P.

Sind R® is cofinal and saturated in F and the group %, (ﬁ', F) is finite by Propo-
sition 5.2 we can choose some ¢ € N* and for each p € P some ¢, € F* such that
X, = ¢gpp° € R*.

WesetX ={x, | pe P} C R*. Since P consists of primes the map f: P — X,
p > x, is bijective. We call a finite, nonempty subset X" C X essential, if there exists
some § € R* and for any x € X' some a, € N* such that

8 H x* e R®.
xeX’

Let Q C P be finite and nonempty. We show that Q is R*-essential if and only
if £(Q) is essential. If f(Q) is essential then clearly Q is R®-essential. Conversely,
assume this. Then there are ¢ € F* and for p € Q some a,, € N* such that

rzsnpaf’ €R".

peQ

But then for some § € F* we have

r‘=34 Hx;” eR°.
peQ

Since R* is saturated in F ,have § € R* and f(Q) is essential.

It is now enough to show, that any x € X is contained in a minimal nonempty,
essential subset of X. We do this in several steps.

Step 1. Fora € R* we setA(a) ={qeA | aeq} Leta,b e R* such that A(a) =
A(b). We claim that there exists some n € N* such that

@k = (pmE.

To prove this let T be any divisor-closed subsemigroup of %, (R°®, R*). Then from
our assumption 1 and A(a) = A(b) we obtain

afieT « ik eT.

We conclude

[Ha}® 1 = (e
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Let T be this divisor-closed subsemigroup of ¢, (R®, R*). Then we have {a}X., (b} €
N(T). Since ,(R®, R*) is quasi-finite by Proposition 5.3 the group T~'T is finite by
Theorem4.6. Hence R _
(@E ik
[

T-'T
for some m € NT. Using Lemma4.5 and Theorem 4.6 we get some n € N* such that
{a" e = (b}

Step 2. We call B C A stable,if g € B, ¢ € A,gNR C ¢ NRimply ¢’ € B. Let
now X’ C X be finite. We show, that X’ is essential if and only if

A Hx): JAw

eX’ xeX’

is stable.
Assume first that X’ is essential. Then we have

r:st“*eR'

xeX’

for some ¢ € R* and some a, € NT (x € X'). Then

A Hx) =A(®r)

eX’

is clearly stable.
Conversely, assume that Ay := A(erx' x) is stable. We first construct some r €
R°® such that A(r) = Ay. If Ay = A we may take any nonzero

re(@nR

geA

(recall that all g € A are nonzero).
Now assume Ay # A. Since A is stable, we may choose by prime avoidance some
r € R such that

re(@nR but r¢ | @nR).

g€Ay geA\Ay

Then r # 0 since Ayg # A and clearly A(r) = Ay.
Using Step 1 we obtain some n € NT such that
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{r"}ﬁ. = {H x"}i.

xeX’

Since " € R* we obtain & [ [,y x" € R® for some ¢ € R* and X’ is essential.

Step 3. Forg e AsetA, = {q' € A | ¢ C q'}. We claim, that for any g € A there
is some x € X such that A(x) = A,. R

By prime avoidance there is some a € R® such that A(a) = A,. Now let ¢ € F'*
and py,...p, € P be such that a = ep; - ... - p,. Then for some § € F* we have
a® = 8xp, - ... Xp,. Since R* is saturated in F, this implies § € R*. Hence

Ay =A(a) =A(a°) =Axp) U--- UA(x,,).

Letl <i < nbesuchthatg € A(x,,). Theng € A(x,,) C A; and hence A, = A(x,).
Step 4. Let xo € X. We construct some minimal essential X’ C X containing xo.
Set
Ao=1{g€A | ¢gNRCgNR forsome ¢ €A(xp)}.

Then Ay is the smallest stable subset of A containing A (xp). If A(xp) = Ao, then A(xo)
is already stable, and therefore {x} is essential by Step 2. So, we may assume that

A(xg) # Ap. Let M be the set of minimal (with respect to inclusion) elements of
Ap\A(xp). Then we have

Ao =A(x) U | 4,.

qeM

Let# # M’ C M and A, the union of all A, where ¢ € M’. We show that A is not
stable. To do this, choose ¢ € M’ such that ¢ N R becomes minimal. Since g € Ay,
there is some g; € A(xp) such that g; N R C g N R. By Going Up there exists some
q>» € Asuchthatq, C goandg, N R = g N R. We show g, ¢ A, which shows thatA,
is not stable. Assume by condratiction g, € A;. Since q; C g, we have g, € A(xp)
and therefore ¢, ¢ M'. Since ¢, € A, we have g3 C g, for some g3 € M'. Then
g3 NR C g2 N R = g N R. The minimal choice of ¢ implies g3 N R = g, N R. Since
g3 C q» Incomparability implies ¢, = g3 € M’, contradiction.

Now choose for any ¢ € M some x, € X such that A(x,) = A, (Step 3) and set

X' ={x}U{x, | g € M}.

We show that X’ is a minimal essential subset of X. First we have

A(gx) = Ao

and hence X’ is essential by Step 2.
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We show now that X’ is minimal. For that let # # X” C X’ be an essential subset.
We show X” = X’. To do this set A” = A(][,.y» x). Then A” is stable by Step 2. Let
M’ C M besuchthat X"\{xo} = {x;, | ¢ € M'}. Then M # ) since we assumed that
A(xp) is not stable. Suppose xo ¢ X”. Then

A = U Aq

qgeM’
is not stable, as we have seen above. Hence we must have xo € X”. Then
A(xg) C A" C Aop.

Since Ay is the smallest stable subset of A containing A (xo) we obtain A” = Ag. Hence

Ao U | 4, =A(Hx)=A” = Ao =Axo) U | J A,

geM’ xeX” geM

Since M N A(xy) = ¥ and there are no nontrivial inclusion relation between elements
of M this implies M = M. Therefore X" = X'.

We now prove the last statement of the Lemma. So suppose spec R) > spec(R) is
injective. Let py, p» be two prime s-ideals of €' (R®, ﬁ‘) that have the same intersection
with [R*].. By 1 we may choose subsets A;, A; of A such that

Pii={beR | b epi) = 4\(0)
qEA;

fori = 1, 2. We show P; = P,, which implies p; = p,. By symmetry it is enough to
prove P; C P;.Soletq; € A;. Then we have to find some g, € A, such thatg; C g».
Now p; N [R*IR. = p, N[R*]X. implies P N R* = P> N R*. Hence

Uunr={J@nr).

qEAl qGAz

By prime avoidance there exists some ¢, € Az suchthatg; N R C g> N R.Now Going
Up and the fact that spec(R) — spec(R) is injective imply q; C ¢>.

Theorem 7.2 Let R be a Mori domain such that R® satisfies condition (C), and
assume further that R is Noetherian or satisfies the assumptions of Theorem5.5.
Then R is locally tame, has finite catenary degree and the following are equivalent:

1. t(R) < oo.
2. p(R) < oo.
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3. There exists some m € N* such that for all a € R we have sa™ € R for some
€ € R.
4. The map spec(R) — spec(R) is injective.

Proof Since R* satisfies condition (C) we may choose a factorial monoid F, con-
taining R* as a cofinal and saturated submonoid, such that %, (R®, F) is quasi-finite.
Using Proposition5.2 we see that %,(R*, F) is finite and R® is a weakly C-monoid
defined in F, that satisfies condition (C3) of [7, Theorem5.3]. Hence R is locally
tame by loc. cit.

We will construct now a finite set A of nonzero primes of spec(ﬁ), that satisfies
the conditions 1-3 of Lemma7.1. For doing so we distinguish if R is Noetherian or
R satisfies the assumptions of Theorem5.5.

R is Noetherian: let A be the set of those primes g of R such that g N Ris associated
to the R-module ﬁ/R. Since R is Noetherian and (R : ’15) #0, ﬁ, and hence ﬁ/R, isa
finitely generated R-module. It follows that the R-module ﬁ/R possesses only finitely
many associated prime ideals. Since Risa finitely generated R-module, the set A is
finite, too. Clearly any g € A is nonzero.

We show now that A satifies 1-3 of Lemma7.1. Since R is Noetherian R is the
integral closure of R and therefore A satisifes Going Up and Incomparability by the
Cohen-Seidenberg theorem. It remains to show, that A has property 1.

So let T be a divisor-closed subsemigroup of 6, (R, ﬁ'). By Proposition 5.3 the
semigroup %, (R°, ﬁ') is quasi-finite. From Theorem 4.6 it follows N(T) # (. Hence
we can choose s € N(T). By Lemma4.4.1 there exists some n € NT such that s" =
52", Replacing s by s" we may suppose s = s>. Then

T ={xe %R R) | (xs)(ys) = s for some y € €,(R*,R*)}. 3)
The 1nclu510n D is clear. Conversely, if x € T = [[s]] then xy = s" = s for some
y € %, (R®, R‘) Hence (xs)(ys) = = =s.

Now choose a € R* such thats = {a}R andsetM = (R 3 a), M* = M\{0}. Then
M is an R-submodule of R. For any b € R* we have

(M*® :b) =((R®:a):b)) = (R®:ab).
Hence there exists an injective map
f:€.M*,R) > C.(R*, R
such that

FUBIR) = sibIf:
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for all b € R*. Since s* = s this map f is multiplicative. Moreover f (1) = 5. Using
(3) we obtain

{b R | ()X € T} - {b eR | (bE. e <gr(M',ﬁ‘)X}
- [b eR | [bIF. € %(M’,ﬁ’)X} .

Let V be this divisor-closed subsemigroup of R*, so that we have to show, that V is
the complement of a union of primes in A. For that we set

Vo={beR | b =1} and Ry= M iz M),

Then Ry is a subring of R such that R C Ry and M is an Ry-submodule of R. From
(R: ﬁ) # 0 we see that R, and therefore also Ry, are finitely generated R-modules.
In particular, Ry is Noetherian. We claim that Vj is the set of those b € R, that are
nonzero divisors of the Ry-module ﬁ/M . First, if b € V), then from [b]f;. = [l]fj.
we obtain bM C M, sothath € Ry. Now let b € Rj. Then we have b € V) if and only
if

M®:b)=M*:1)=M°,

which is equivalent to b being a nonzero divisor of ﬁ/M . Since R is Noetherian, we
have
Vo=R\ | 4.

q€By

where By is the set of all primes of Ry, that are associated to ﬁ/M . Let B be the set
of all primes of R lying over some prime in By. Since V = [[V;]]z. we obtain

V:ﬁ'\Uq.

qeB

It remains to show B C A. Let g € B. Then g N Ry is associated to the Ry-module
ﬁ/M. Hence g N R = (¢ N Ry) N Ris associated to the R-module /Ii/M. By definition
of M multiplication by a defines a monomorphism ﬁ/M — ﬁ/R. Hence g N R is
associated to E/R.

R satisfies the assumptions of Theorem5.5: let S be the submonoid of regular
elements of R®. Let A be the set of those primes of spec (ﬁ) that contain (R : ﬁ) and
have an empty intersection with S. Then we have an inclusion preserving bijection

A — spec (ST'R/ST'(R: R)).

Since S~'R/S~!(R : R) is quasi-artinian, it follows that there are no nontrivial inclu-
sion relations in A. Hence A satisfies the Incomparability property trivially.
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We set C = S™'R/(R : R) and D = S™'R/(R : R). The isomorphism
€ (R*,R*) = €(C, D)
from Lemma5.4 induces an isomorphism
[R*IE. = [C12.

Using Lemma 3.6 we see that [C]g is zero complete. From Lemma4.10 we obtain,
that C is quasi-artinian, too. It follows analogously as before, that there are no non-
trivial inclusion relations in the set {g N R | g € A}. Hence A has trivially the Going
Up property.

It remains to show that A has also property 1 of Lemma7.1. By Lemma5.4 R —
%(R‘,ﬁ') factors through the canonical by morphism R* — S‘lﬁ/S_l(R : ﬁ).
Since any divisor-closed subsemigroup of S‘IFVS/S‘l (R: ﬁ) is the complement of a
union of primes, A has property 1 of Lemma7.1.

Using Lemma7.1 we see now that R® is nicely embedded in F. Therefore all
assumptions of Theorem 6.2.4 are satisfied. We conclude that 1-3 are equivalent.

The implication 3 = 4 follows from Lemma3.5. Suppose conversely 4. Then
s-spec(%'(R°, ﬁ')) — s-spec([R']g: is injective by thf last statement of Lemma7.1.
Therefore we may apply Corollary4.8 to U = [R*]., which is zero complete by
Lemma3.6,S = € (R°, ﬁ‘) and " = [’IéX 18.. We choose m € Nt as in this Corollary.
If now a € R® then [ea™]R. € [R*]. for some ¢ € R*. Hence ea™ € R°.
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Priifer Domains of Integer-Valued
Polynomials

K. Alan Loper and Mark Syvuk

Abstract Let D be an integral domain with quotient field K. The ring Int(D) =
{f(x) || f(D) € D} has been studied as a ring for more than forty years. A major
topic of interest during that time has been the question of when the construction
yields a Priifer domain. The principal question has been resolved, but interesting
generalizations are still being worked on. This is a survey paper that traces the
history of study of integer-valued polynomial rings with a focus on when they are
Priifer domains.

1 Introduction

Throughout this paper, D is an integral domain, K is its field of fractions, and E is a
nonempty subset of K. A polynomial f(X) with coefficients in K is integer-valued if
everyd € D satisfies f(d) € D;i.e., f(D) C D. The collection of such polynomials
is designated Int(D). One could also consider polynomials that are integer-valued
on a subset; more precisely, the polynomial f(X) is integer-valued on the subset
E C D ifevery d € E satisfies f(d) € D;i.e., f(E) € D. The collection of these
polynomials is designated Int(E, D).

The first studies of Int(D) were by Polya [18] and Ostrowski [16] both in 1919.
Although it is easy to see that Int(D) is a ring, both of these papers dealt purely with
the additive structure. In particular, they focused on the D-module structure of Int(D)
where D is a ring of algebraic integers. For the next half century Int(D) was studied
periodically, always still with focus on the additive/module structure. Study of the ring
theoretic structure of Int(D) began almost simultaneously, and independently in three
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different places. Graduate students Paul-Jean Cahen and Jean-Luc Chabert at the
University of Paris, professors Hiroshi Gunji and Donald McQuillan at the University
of Wisconsin, and graduate student Demetrious Brizolis at UCLA all began study
of Int(D) as a ring in the early 1970s. Integer-valued polynomials have been well
studied now; there are deep results in many different directions. One of the main topics
from very close to the beginning has been the question of when the integer-valued
construction yields a Priifer domain. This article will trace, chronologically, the study
of this specific question.

2 Int(D)
2.1 Noetherian Domains

The consideration of Int(D) being a Priifer domain began with the work of Brizolis
[1]. This actually does not appear to have been his goal. The fact that Int(D) can
be a Priifer domain proved to be useful to him in his study of problems involving
generating ideals. He proved that Int(D) is a Priifer domain for a class of Dedekind
domains which includes the rings of algebraic integers, and then used this result to
generalize work of Skolem from the 1940s. He did find this “intermediate” result
interesting though, and questioned what necessary and sufficient conditions on a
domain D would be for Int(D) to be a Priifer domain.

Jean-Luc Chabert [4] and Donald McQuillan [13] pursued this aggressively in
the succeeding years and each, independently, settled the characterization problem
in the case where the ring D is Noetherian. In particular, they each essentially proved
the following theorem.

Theorem 2.1 If D is Noetherian, then Int(D) is a Priifer domain if and only if D is
a Dedekind domain with all residue fields finite.

In each case the method was to solve the problem locally and then globalize the
solution. In particular, they each proved that Int(V) is a Priifer domain if V is a
DVR with a finite residue field. The general case follows from this because when
D is Noetherian Int(D) behaves well with respect to localization. More precisely,
let V be a DVR with maximal ideal M and residue field F. Let V* be the M-adic
completion of V. Then Int(V) is a Priifer domain. Moreover, the maximal ideals of
Int(V) lying over M all have the following form.

My, = {f(x) € Int(D) || f(a) € MV*}
And these maximal ideals are all distinct. So the maximal ideals are indexed in a
natural way by the M-adic completion of V. What McQuillan and Chabert were able

to show is that this property can be globalized. Namely, if M is a maximal ideal of
a Noetherian domain D, and S = D — M then Int(Dy) = S~ Int(D). So, if D is
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a Dedekind domain with all residue fields finite, then the maximal ideals of Int(D)
lying over a maximal ideal M are naturally indexed by the elements of the M-adic
completion of D exactly as in the DVR case, and this led to a proof of the above
theorem.

2.2 Non-Noetherian Domains

While the Noetherian case was being settled, there remained the general case where
D is not assumed to be Noetherian. The first step in this direction was a result of
Chabert [4] in 1987.

Theorem 2.2 Let D be an integral domain. If Int(D) is a Priifer domain, then D is
an almost Dedekind domain with all residue fields finite.

A domain D is said to be almost Dedekind provided the localization at any max-
imal ideal is a DVR. Noetherian almost Dedekind domains are then exactly the
Dedekind domains. So the theorem seems to be a natural extension of the Noetherian
necessary and sufficient condition. However, while Chabert’s result gives a necessary
condition for Int(D) to be a Priifer domain, there was no indication that the condition
was sufficient. In fact, at the time it seemed that the condition might be vacuous; it
seemed possible that the only almost Dedekind domains with all residue fields finite
were actually Dedekind.

There were a few examples of non-Notherian almost Dedekind domains in the
literature. The first example is due to Nakano [15]: the ring of integers Ak of the
infinite algebraic extension K = Q(&2, &3, 5, &7, ...) of Q, where ¢, is a primitive
pthroot of unity. Subsequently, there were several constructions of such domains, all
due to Gilmer along with several co-authors. (A good summary of these constructions
is contained in [6].) These constructions include, for example, those obtained as a
Kronecker function ring or as a monoid ring. However, all of these non-Noetherian
almost Dedekind domain examples contain at least one maximal ideal with infinite
residue field, and hence fail Chabert’s necessary condition.

In 1990 Gilmer [6] filled this gap by providing examples of non-Noetherian almost
Dedekind domains which have all finite residue fields. The construction involves infi-
nite degree algebraic extensions of algebraic number rings (or more general Dedekind
domains). In the standard setting of algebraic number theory one takes a finite degree
algebraic extension of a number field. In the corresponding rings of integers a prime
in the smaller ring either extends to a prime in the upper ring (inertia), or extends to a
power of a prime (ramification), or to a product of primes (splitting/decomposition),
or to a combination of the three.

To see what is needed in such a construction consider three different cases. In
each case, let V be a valuation domain with maximal ideal M generated by d, finite
residue field of order ¢, and quotient field K. Let L be an algebraic extension of K
of degree n.
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1. (Ramification) Suppose that V extends to a valuation domain W in L, but that
MW = Q" where Q is the maximal ideal of W. Then W will still have a principal
maximal ideal, but it will not be generated by d. Rather, d generates the nth power
of Q.

2. (Inertia) Suppose that V extends to a valuation domain W and that MW is the
maximal ideal of W. Then d will generate the maximal ideal of W, but the residue
field in W will have order ¢".

3. (Splitting/Decomposition) Suppose that V extends to a domain W which has n
maximal ideals. Then each maximal ideal is locally generated by d and each
residue field has order g.

If we start then with a Dedekind domain with all residue fields finite it is intuitively
clear that the way to obtain an almost Dedekind domain with all residue fields finite
from an infinite degree algebraic extension is to sharply curtail both inertia and
ramification in the finite algebraic extensions. The “ideal” type of extension would
be one where a prime in the extension field has the same residue field and is locally
generated by the same element as the prime it lies over in the lower field. This is called
an immediate extension. An infinite degree extension of a one-dimensional Priifer
domain is still a one-dimensional Priifer domain. Begin with a DVR V with maximal
ideal P and with a finite residue field and then consider an infinite degree extension.
Each maximal ideal of the extension corresponds to a branch of a tree following
the primes at successive stages, lying over P. But if one branch involves infinitely
many stages with nontrivial ramification then localization at a maximal ideal will
yield a non-discrete valuation domain rather than a DVR. And if there are an infinite
number of stages in a single branch that involve inertia then the resulting domain will
have infinite residue fields. It is not generally possible to control the behavior of an
infinite number of primes in a finite extension. Gilmer’s method however, employed
a deep result of Krull [8], to start with a single valuation domain and then to build a
tower of finite degree extensions such that at each stage the collection of all primes
(necessarily finite) is completely controlled. In particular, if we start with the unique
prime P in V then follow a single line of primes lying over it then we can arrange
things so that on that single branch we have only immediate extensions from some
finite stage onward. This will yield an almost Dedekind domain with finite residue
fields.

However, once the desired domains had been constructed, it was apparent that
their behavior was not necessarily like that of Dedekind domains. Note that a finite
residue field must have order a power of some prime p. In a Dedekind domain there
can only be finitely many maximal ideals with residue fields of characteristic p. But
in an almost Dedekind domain there can be a prime number p such that there are
infinitely many maximal ideals M; with residue fields having order a power of p.
And Gilmer was able to build such a domain in which the sizes of these residue fields
of characteristic p are unbounded. The idea is that on each branch the extensions
are immediate from some point on, but looking from one branch to another we
can have inertial behavior happening at arbitrarily high levels. In such an almost
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Dedekind domain D Gilmer was able to find a distinguished maximal ideal M such
that Int(D) € Dy [x]. This demonstrates that Int(D) is not a Priifer domain since
Dy[x] is not a Priifer domain and all overrings of a Priifer domain are again Priifer
domains. On the other hand, Gilmer also constructed some non-Noetherian almost
Dedekind domains for which the orders of the residue fields of characteristic p is a
bounded set, and in such cases he proved that Int(D) is a Priifer domain. Accordingly,
he posed the following question (slightly paraphrased here)?

Question 2.3 If D is an almost Dedekind domain such that all residue fields of
characteristic p are of bounded size, is Int(D) a Priifer domain?

Note that the question only deals with the question of sufficiency. Within the
setting of construction by means of infinite degree algebraic field extension, Gilmer
had proven necessity of the boundedness condition.

Chabert [5] approached Gilmer’s question and answered it negatively. Chabert
made use of Hasse’s existence theorem [7], which, along the same lines as Gilmer’s
use of Krull’s theorem, allowed him to find an algebraic extension in which the
behavior of a finite number of primes can be completely controlled. To understand
Chabert’s method, suppose first that we are working in characteristic zero. Now
if D is an almost Dedekind domain with finite residue field then each maximal
ideal must contain a rational prime number. Start with a DVR with finite residue
field such that 2 is in the maximal ideal. Since D is a DVR then 2 generates some
power M" of the maximal ideal M. In an almost Dedekind extension the exponent n
such that (2) Dy; = M" D, varies from one maximal ideal M to another. Chabert’s
method in this example however, was to shut inertia down completely in the algebraic
extensions so that the residue fields stayed small, but to include enough ramification
that the exponents n satisfying (2)Dy = M" Dy, were unbounded as M ranged
across the maximal ideals containing 2. As with Gilmer’s negative examples, in
Chabert’s examples that had unbounded ramification he was able to prove that Int(D)
was not a Priifer domain by finding a distinguished maximal ideal M such that
Int(D) € Dy[x]. Following we explain Chabert’s proposed modification of Gilmer’s
conjecture (somewhat paraphrased here).

First, consider the following two conditions on an almost Dedekind domain D
with all residue fields finite.

1. Choose a prime integer p. We say that D satisfies the first boundedness condition
if there is a bound on the cardinalities of the residue fields of order a power of p
for each prime p.

2. The second condition is not as simply stated. We give it in two parts.

e If D has characteristic 0 then each maximal ideal must contain exactly one
prime number. If D has characteristic p then D must contain a finite field F.
Choose F to have maximal order—note that D cannot contain an infinite field,
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because then the residue fields would not be finite. In the characteristic p case
there must also be an element ¢ € D such that is transcendental over F'. Hence,
the polynomial ring F[t] € D. Then each maximal ideal of D must contain
exactly one irreducible polynomial from F[¢]. These irreducible polynomials
play the same role as the prime numbers do in the characteristic O case.

e For ease of exposition assume that D has characteristic 0. Choose a prime
number p. For each maximal ideal M containing p consider the integer n such
that pDy; = (M")Dy,. Call n a ramification index. We say that D satisfies
the second boundedness condition if the collection of ramification indices is
bounded for each prime p.

An almost Dedekind domain which satisfies the above conditions is said to be
doubly-bounded. This then led Chabert to the following question.

Question 2.4 Suppose D is an almost Dedekind domain with all residue fields that
is doubly-bounded. Is Int(D) Priifer?

Chabert’s question turned out eventually to precisely give the necessary and suf-
ficient conditions for Int(D) to be a Priifer domain. As with Gilmer’s question,
Chabert’s questions dealt only with sufficiency. The reason for this is that both were
able to prove the necessity of the boundedness conditions in the special setting of
the constructions they employed. In particular, they began with a Dedekind domain,
took a countably generated algebraic extension of the quotient field, and produced
the desired almost Dedekind domain in the field extension. So the sufficiency ques-
tion was still outstanding, and the necessity question would be still outstanding if it
could be shown that non-Noetherian almost Dedekind domains with finite residue
fields could be constructed that were built without utilizing a countably generated
algebraic field extension.

At the same time as he analyzed a two-part condition which he knew to be nec-
essary under certain conditions, Chabert also considered a condition which he could
prove was sufficient

e For M a maximal ideal of D let S = D — M. Then Int(D) is said to behave
well under localization if S~ Int(D) = Int(D),) for each maximal ideal M of D.
Chabert proved:

Theorem 2.5 Let D be an almost Dedekind domain with finite residue fields. If
Int(D) behaves well under localization, it is a Priifer domain.

This clearly leads to a question about necessity:

Question 2.6 If Int(D) is a Priifer domain, does it necessarily behave well under
localization?

In some sense, the property of good behavior under localization would not be a
satisfactory resolution of the characterization question because it attempts to equate
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two properties of Int(D) rather than equating the Priifer property of Int(D) with a
property of D. However, in the particular case of almost Dedekind domains defined
by countably infinite degree algebraic field extensions, Chabert was able to show
that good behavior under localization was equivalent to a property of D which he
called the immediate subextension property. This property imposed a strong finiteness
condition on the manner in which properties of valuation domains could be modified
as one went up and down the ladder of an infinite degree field extension. We explain
more precisely below.

e Let K be a field and let K be a countably generated algebraic extension of Kj.
Let Dy be a Dedekind domain with quotient field Ky and let D be an almost
Dedekind domain with quotient field K such that every maximal ideal of D lies
over a maximal ideal of Dy.

e Choose a maximal ideal M of D. Then we can associate other maximal ideals M;
of D with M by

— Choose an intermediate field K* between Ky and K.

— Contract the valuation domain D), to a valuation domain V* contained in K*.

— Consider all the valuation overrings of D which are extensions of V*. Consider
these valuation domains to be associated with Dy;.

e Then we say that D has the immediate subextension property if for every D), we
can find a field K* which is finitely generated over K such that when we restrict
Dy to a valuation domain V* of K* and then pull back up to all the valuation
overrings of D which are extensions of V*, then for all Dy, and all the valuation
domains thus associated with it the extensions are immediate.

A modified form of Theorem 2.5 is then

Theorem 2.7 Let D be an almost Dedekind domain with finite residue fields. If D
is constructed using a countably infinite algebraic field extension and satisfies the
immediate subextension property then Int(D) is a Priifer domain.

So we pose a modification of Question 2.6.

Question 2.8 [fInt(D) is a Priifer domain, does D have the immediate subextension
property?

This question focuses on a property of D, but it is restricted to just those domains
built using countably infinite algebraic field extensions. In any case, the properties
of behaving well under localization and immediate subextension turned out not to
be the properties that characterize when Int(D) is a Priifer domain. Nonetheless,
they are important because they illustrate the topological nature of resolving the
classification problem in the general case. In particular, it seems reasonable that
for a Dedekind domain, since any nonzero element is contained in only finitely
many prime ideals then perhaps the only convergence that could happen with prime
ideals is convergence to the zero ideal. But if an almost Dedekind domain were not
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Noetherian then a nonzero element could be contained in infinitely many prime ideals
and nontrivial convergence of some sort could happen. A model for this idea is the
behavior of Int(Z). The maximal ideals containing a given prime p are naturally
indexed by the p-adic numbers. Hence, one might expect these maximal ideals to
have topological properties relative to each other matching the topology of the p-adic
integers. In the negative examples of Gilmer and Chabert the proof that Int(D) was
not a Priifer domain was accomplished by finding a maximal ideal M of D such
that Int(D) C Dy,[x]. Also, in both cases there were infinite collections of maximal
ideals for which a particular index was unbounded on the collection. So it seems
plausible to try to locate the distinguished maximal ideal as a limit of a sequence
of maximal ideals which has the relevant index going to infinity. With this intuitive
idea in mind, Loper defined what seemed to be perhaps the simplest possible class
of non-Noetherian almost Dedekind domains.

A sequence domain is a non-Noetherian almost Dedekind domain D with finite
residue fields and field of fractions K such that the following conditions hold:

1. There exists a collection of maximal ideals S = {P;}72, of D such that

a. D= ﬂl.oil D P;s
b. each residue field D/ P; has the same characteristic p,
c. the collection {P;}{2, does not constitute all of the maximal ideals of D.

2. There exists a collection {v;}2

a. va) is the normed valuation on K corresponding to P; for each i,

b. forall d € D\{0}, the sequence {v;(d)}72, is eventually constant,
c. foralld € D\{0}, v*(d) = lim;_, o v;(d) € Z* U {0},
d. thereis w € D such that foralli € Z*, v;() = 1.

, of valuations on K such that

Set P* ={d € D || v*(d) > 0} U {0}. It turns out that if the residue field of each
P; is finite, then the set {P*, Py, P, ---} comprises all of the maximal ideals of
the sequence domain D. Moreover, the primes P; are all principal while P* is not
finitely generated. The idea here is to view P* as the limit of the sequence { P;}. Then
the maximal ideals of Int(D) lying over P* inherit their properties from sequences
of maximal ideals lying over the P;’s rather than from the structure of Int(Dp-). In
particular

Theorem 2.9 If D is a sequence domain, then Int(D) is Priifer if and only if D is
doubly-bounded.

For sequence domains, double-boundedness translates to the set {| D/ P;|}icz+Uoo
being bounded and, for each d € D\{0}, the set {VSN)(d)}ieZ+Uoo being bounded.
Hence in the setting of sequence domains, the classification question has a complete
answer.

This setting also allows insight into whether Int(D) behaving well under local-
ization is necessary for it to be Priifer. When D is a sequence domain, the following
result characterizes when Int(D) behaves well under localization:

mdanna@dmi.unict.it



Priifer Domains of Integer-Valued Polynomials 227

Theorem 2.10 If D is a sequence domain, then Int(D) behaves well under local-
ization if and only if both of the following conditions hold:

1. g = |D/P;| = |D/P*| for all but finitely many i € 7.
2. vi = v for all but finitely many i € Z*.

The key to both the Priifer characterization and the good behavior under local-
ization for sequence domains is the same. The behavior of maximal ideals of Int(D)
that lie over P* is determined by sequences of maximal ideals lying over the P;’s.
Consider just the residue field part of this. If the sizes of the residue fields of the
P;’s are unbounded then, even though the residue field of P* is finite, we have
Int(D) € Dp+[x]. which proves that Int(D) is not Priifer. So since P* is a limit
of primes with residue fields of cardinalities going to infinity then Int(D) behaves
as if the residue field of P* was infinite even though it is actually finite. Similarly,
examples can be built such that the residue field of each P; has order p? but P* has
residue field of order p and then Int(D) will have maximal ideals lying over P* with
residue field of order p>. The integer-valued polynomial ring for such a domain is a
Priifer domain but does not behave well under localization. Thus Question 2.6 has
a negative answer. The key again is that Int(D) respects the limiting process of the
maximal ideals of D even when D does not.

The complete classification of all domains D such that Int(D) is a Priifer domain
came not long after the paper on sequence domains. Loper’s proof that double-
boundedness is sufficient in [10] was expanded by Cahen and Chabert in [2]. While
not presented as such, their proof actually demonstrates sufficiency for the general
case. Chabert proved necessity in the case where D is built using a countably infinite
algebraic field extension. So what was left was to prove necessity in a general setting.
This was done in [9] using the topological ideas in [10]. In particular, ultrafilters were
used to find limit primes of unbounded sequences, yielding a maximal ideal M of D
such that Int(D) € Dy[x].

If D has characteristic zero the final theorem is as follows.

Theorem 2.11 Let D be an almost Dedekind domain with finite residue fields. Then
the following conditions are equivalent.

1. Int(D) is a Priifer domain.
2. For each prime number p which is a nonunit in D, the two sets

F, ={ID/P| |l pe P}

and
E, =)l peP)

are bounded sets.

The theorem remains true for fields with nonzero characteristic, provided a suit-
able irreducible polynomial replaces the prime number p.
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3 Int(E, D)

Recall that Int(E, D) is the set of polynomials with coefficients in K that map a subset
E of D into D; thatis, Int(E, D) = {f € K[X] | f(E) C D}. As with Int(D), the
question of when Int(E, D) is a Priifer domain has been studied; however, it is
far from being resolved. Recall that E C K is a fractional subset of D if there is
some nonzero element d of D such that dE is a subset of D. In almost all cases,
Int(E, D) = D if E C K is not a fractional subset of D. In the few cases where
Int(E, D) is different from D when E is not a fractional subset, D is not integrally
closed. It is easy to see that Int(E, D) is not a Priifer domain in this case. Moreover,
if E is a fractional subset of D and dE € D with d # 0 then Int(E, D) is naturally
isomorphic to Int(d E, D). We will then assume henceforth that £ C D.

There is then a very easy necessary condition. Choose an element d € E. Then
the set { f(x) € Int(E, D) | f(d) = 0} is easily seen to be a prime ideal of Int(D).
It is also easy to see that the quotient of Int(D) by this prime ideal is D. Hence our
necessary condition is

e If E is a fractional subset of D and Int(E, D) is a Priifer domain, then D is a
Priifer domain.

McQuillan [14] completely settled the case when E is finite. He has shown:

Theorem 3.1 If E is finite, then Int(E, D) is a Priifer domain if and only if D is a
Priifer domain.

Since a necessary condition is that D be a Priifer domain, and it is reasonable
to approach the problem locally, the next results consider Int(E, V) where V is a
valuation domain. If V is a DVR with finite residue field and E C V then Int(E, V)
is an overring of the Priifer domain Int(V') and hence a Priifer domain.

Along this line, Cahen, Chabert, and Loper [3] considered the case of Int(E, V),
where E is an infinite subset of a valuation domain V with quotient field K with
particular focus on the cases where Int(V) is not a Priifer domain. Let / C V be an
ideal of V such that N(I") = (0), and consider the /-adic completions E,K,V of
E, K, V,respectively. We say that E is precompact if Eis compact in K. The main
result of the paper connected to the Priifer property is a sufficient condition.

Theorem 3.2 If E is a precompact subset of V, then Int(E, V) is Priifer.

The key to this theorem is that if £ is precompact then E hits only finitely many
cosets modulo any nonzero ideal. In this regard, E has many properties in common
with the collection of all elements of a DVR with finite residue field. There was no
proof of the necessity of this condition.

There is also a curious example in the paper. Let T be the ring of entire functions.
It is well known that T is a Bezout domain and that it has many maximal ideals of
infinite height. In fact, the height of such a maximal ideal is large enough that the
intersection of a chain of prime ideals contained in it cannot be the zero ideal. One
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consequence of this is that if we localize T at a maximal ideal of infinite height, we
obtain a valuation domain V such that Int(E, V') is a Priifer domain if and only if E
is finite.

Recently, Loper and Werner proved that precompactness is not a necessary con-
dition.

To understand this result let V be a one-dimensional valuation domain that is
not discrete. Let {d;} be a sequence of elements of V such that v(d; — d;+1) is an
increasing sequence, but does not increase to infinity. We say then that the sequence
is pseudo- convergent. If {d;} is a pseudo-convergent sequence and « € V is such
that v(a — d;) is an increasing sequence then we say that « is a pseudo-limit of the
sequence.

It can happen in such a valuation domain V that pseudo-convergent sequences
that have pseudo-limits or that do not have pseudo-limits can both exist, with the
sequences in both cases not converging in the classical sense. Consider the following
examples.

1. Let k be a field. Consider the ring k[{x“}] where « runs over the positive real
numbers. We can either think of this as a polynomial ring in powers of x or
as a semigroup ring over k. In any case, localize the ring at the maximal ideal
generated by the powers of x. The result is a one-dimensional valuation ring V
with value group the field of real numbers under addition. For a given power of
x, the value is simply the exponent.

2. Consider the sequence {x”'} where {;} is an increasing sequence of real numbers
converging to 2. Then the sequence {x#} is a pseudo-convergent sequence with
x? as a pseudo-limit.

3. Let {B;} be as above. Then define y, = x#' and for n > 1 define y, = x#' +
x# 4 ...+ xP . The sequence {y;} is then pseudo-convergent, but does not have
a pseudo-limit in V.

Using this type of setup Loper and Werner [12] proved:

Theorem 3.3 There exists a nondiscrete one-dimensional valuation domain V with
a subset E consisting of a pseudo-convergent sequence which does not have a pseudo-
limit in V such that Int(E, V) is a Priifer domain, even though E is not precompact.

Hence the question of when Int(E, D) is a Priifer domain is very far from settled.
There is no complete classification for when Int(E, D) is a Priifer domain even in the
special case where D is a valuation domain. And in the case where D is a valuation
domain it is clear that the solution will not mirror the characterization for Int(D).

4 Generalizations

Let D be domain with quotient field K and let K be an algebraic closure of K. If
we let f(x) be a polynomial in K[x] and let &« € K be integral over D then it is
reasonable to ask whether f(«) is still integral over D. Along this line of thought
we can define a generalized form of integer-valued polynomial ring.
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1. Let A, be the ring of algebraic integers in the finite degree extension Q[«] of the
rational numbers.

. Let A be the ring of all algebraic integers.

. Let A, be the set of all algebraic integers in A, of degree < n over Q.

. LetIntp[Aq] = {f(x) € QIx] || f(Aa) S Ag} =1Int(Ay) N Q[x]

. LetIntg(A,) = {f(x) € Olx] || f(An) C An} = ﬂ[Q[a]:Q]gn Int(A,) N QO[x]

Using the above constructions Loper and Werner [11] proved the following the-
orem.

W AW

Theorem 4.1 Let A, and A, be as above. Then Inty[A,] and Inty(A,) are Priifer
domains.

Moreover, they give a strong answer to a question posed by Brizolis in the paper
where Priifer rings of integer-valued polynomials were introduced. Brizolis wondered
whether a proper subring of Int(Z) existed which had Q(x) as quotient field and was
a Priifer domain. Chabert answered this question in [4] by demonstrating that if we
let £ = %Z be the fractional ideal of Z generated by 1/2 then Int(E, Z) is a proper
subring of Int(Z) and is isomorphic to Int(Z). Note however, that 2x lies in the ring
Int(E, Z) but x does not. A stronger question is whether there exists a Priifer domain
which lies properly between Z[x] and Q[x]. The theorem above demonstrates that
such domains do exist.

The paper [11] also generalizes a little farther. Let I be the n x n identity matrix,
let @ be a rational number and identify o with the diagonal matrix «/. With this
identification we can choose a polynomial f(x) over the rational numbers and eval-
uate at an n x n matrix M with integer entries. It is then reasonable to ask which
polynomials with rational coefficients map integral n x n matrices to integral n x n
matrices. Let M,,(Z) be the ring of n x n matrices over the integers. We then define
Inty (M, (Z)) to be the ring of all polynomials over the rational numbers which map
M,(Z) to M,(Z). Since each such matrix satisfies a monic polynomial over the
integers it seems natural to identify this ring with Inty(A,). However, let M be a
nonzero matrix such that M2 = 0. Then f(x) = x?/n? will map M to O for any
positive integer n, but for all but finitely many integers g(x) = x/n will map M to a
matrix with entries not lying in the integers. This suggests that Int, (M, (Z)) is not
integrally closed. Accordingly, Loper and Werner proved the following theorem.

Theorem 4.2 Inty(M,(Z)) is not integrally closed but has integral closure equal
to Inty(A,), which is a Priifer domain.

Along the same lines as the above results, Peruginelli [17] has very recently
extended McQuillan’s results concerning integer-valued polynomials over finite sets.

Theorem 4.3 Let D be an integrally closed domain with quotient field K, and let A
be a torsion-free, finitely generated D-algebra. Let E C A be a finite set of elements
and consider the ring Intg (E, A) of polynomials with coefficients in K which map
E into A. Then the integral closure of Intg (E, A) is a Priifer domain if and only if
D is a Priifer domain.
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Lobal Properties of Integral Domains

Thomas G. Lucas

Abstract The fundamental quest of this article is to attempt to characterize a given
global property of certain integral domains in terms of containment relations among
the ideals and elements contained in a single maximal ideal. We say that a global
property G is lobal if there is a property P (implied by G) satisfied by the ideals
and elements of a single maximal ideal such that a domain R satisfies G if (and
only if) at least one maximal ideal satisfies P. For example, a domain is Laskerian
if each ideal is a finite intersection of primary ideals. This turns out to be a lobal
property: a domain R is Laskerian if and only if there is a maximal ideal M with
the property that each ideal contained in M is a finite intersection of MP-primary
ideals. An ideal P € M is an M-prime if for a, b € M with ab € P, at least one of a
and b is in P; and an ideal Q € M with radical the M-prime P is MP-primary if for
a,b e M withab € Q and a € M\P, we have b € Q. Other lobal properties include
Priifer domains, coherent domains, #-local domains, UFDs, Krull domains, atomic
domains, and HFDs.

Keywords Coherent domain - Krull domain - Atomic domain - HFD - Pseudoval-
uation domain

Subject Classifications [MSC 2010] Primary 13A15, 13G05 - Secondary 13F05,
13F15

1 Introduction

This article takes an alternate viewpoint with regard to discovering properties of a
given integral domain. Essentially the goal is to determine global properties of an
integral domain by “looking” locally without actually localizing. For example, an
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integral domain R (that is not a field) is quasilocal if and only if there is a maximal
ideal M such that for each nonzero element b € M, each principal ideal aR that is
properly contained in bR can be factored as aR = bRcR for some ¢ € M.

Throughout the article R represents an integral domain that is properly contained
in its quotient field and M denotes a maximal ideal of R. We impose the following
four restrictions on what properties we are allowed to consider about the elements
and ideals of R that are contained in a given maximal ideal M.

(Al) Ift €e M and I € M is an ideal of R, then we can determine when 7 is in / and
when ¢ is not in /. In addition, we can “pool” such knowledge for a nonempty
setX € M, either X CTorX ¢ 1.

(A2) IfI and J are ideals contained in M, then we can determine when [ is contained
in J and when I is not contained in J.

(A3) Fornonzero elements t, a € M such that tR C aR, we can determine either that
there is a b € M such that tfR = aRbR (and that t = ac for some ¢ € M) or that
no such b exists.

(A4) For a collection of elements or of ideals which satisfy some “knowable” prop-
erty, we can determine whether the collection is finite or infinite. Also for a
pair of finite lists (perhaps with repetitions in one or both), we can determine
whether there is a one-to-one correspondence between the lists.

Note that one can combine (A1) and (A3) to have the following: for a pair of
nonzero elements b, ¢ € M and nonzero ideal I C M, we can determine whether or
not bl is a contained in ¢/ by considering the products by for y € [ individually: we
can first see if byR C cR, and then if it is, we look to see if byR = cxR for some
xel.

For a given global property G of (certain) integral domains, we say that G is lobal
if there is a property P that we can derive from (A1)—(A4) with respect to a single
maximal ideal that is equivalent to G. In the case there is a property Q that each
maximal ideal satisfies that collectively is equivalent to G, we say that G is weakly
lobal. By default, a lobal property is also a weakly lobal one. The implications for
lobal characterization are these: P for at least one maximal ideal = G for R = P for
every maximal ideal. On the other hand for a weakly lobal characterization all we
are sure of is G < Q for each maximal ideal.

Using only (A1) and (A2) (for a single maximal ideal) it is possible to determine
when a particular set is a generating set for an ideal / contained in M (without actually
using the set to generate /): if X € M is such that X C I and each ideal / C M that
contains X also contains /, then X generates /. Hence, we can determine when R
is a PID based solely on the ideals that are contained in a single maximal ideal: R
is a PID if and only if there is a maximal ideal M such that for each ideal / € M,
there is an element x € [ such that each ideal / C M that contains x also contains /
([5, Theorem2.2]). Also with the additional help of (A4), we can determine when
a particular ideal B € M is finitely generated: B is finitely generated if and only if
there is a finite set Y C B such that each ideal A C M that contains Y also contains
B. Also for a finite collection of ideals {A;, A,, ..., A,} where each A; is contained

mdanna@dmi.unict.it



Lobal Properties of Integral Domains 235

in M, the intersection of the A;s is the ideal / that is contained in each A; and contains
each ideal that is contained in each A;.

When considering a particular maximal ideal M, we do not consider properties
of elements and/or ideals that lie outside of M. For example to try to determine
whether a particular finitely generated ideal / is invertible or not, we do not consider
117" specifically as the product of I with its inverse as /! is not contained in M.
However, there is a way to determine when /7! is not contained in M without looking
at II=" at all. In the special case that M is the only maximal ideal that contains I,
this allows us to determine when [ is invertible. The special case for a two-generated
ideal (contained in unique maximal ideal) was considered in [5, Corollary2.7]. In
Theorem 3.1 we show that for a nonzero finitely generated ideal / contained in a
(specified) maximal ideal M, it is possible to determine when [ is invertible using
(A1)-(A4). Using this we give a new characterization of a Priifer domain as a lobal
property.

For a nonzero nonunit b € R, we let #?(b) = {aR | a € bR}. For each maximal
ideal M containing b, &2 (b) can be partitioned into two sets: . %y, (b) = {aR € L (b) |
aR = bcR for some ¢ € M} and A (b) = P (b)\Fy (b). Note that bR € ), (b)
and b’R € .Zy;(b). By (A3) it is possible to determine which of the sets .43;(b)
and .%),(b) contains a given principal ideal aR € & (b). One use of the sets A}, (y)
is in describing the ideal IRy, N R (for I € M) without localizing and contracting:
for a nonzero ideal I € M, IRy "R = Iy :={x € M | yR € A} (x) for some y €
1} U {0} [5, Theorem 3.7].

Recall that a domain R is said to be Laskerian if each ideal has a (finite) primary
decomposition. In [5], we introduced the notion of an ideal P € M being an M-
prime, meaning that if a, b € M are such that ab € P, then at least one of a and b
is contained in P. We also introduced MP-primary ideals (where P is an M-prime)
as an ideal Q such that " € Q for each ¢t € P and for ¢, d € M with c € M\P, cd €
Q implies d € Q. Clearly, each prime ideal that is contained in M is an M-prime
and each primary ideal (with prime radical P), contained in M is MP-primary. By
[5, Theorem3.8] an M-prime P contained in M is prime if and only if P = P.
Similarly, an MP-primary ideal Q contained in M is primary if and only if Q) = Q
[5, Theorem 3.9]. We start by characterizing the M-primes that are not prime and
the MP-primary ideals that are not primary (Theorems 2.2 and 2.3 respectively). We
then show that the Laskerian property is lobal (Theorem 2.4).

For a given nonzero ideal / of R and a maximal ideal M that contains /, there
is a way to determine whether / is contained in infinitely many maximal ideals
or only finitely many by examining a related set of ideals that are contained in M
[5, Theorem 3.4]. Using this it is possible to determine when R has finite charac-
ter (each nonzero ideal/element is contained in only finitely many maximal ideals)
by looking only at the nonzero ideals that are contained in a single maximal ideal
[5, Theorem3.6]. As a special case, it is possible to determine when a particular
nonzero prime contained in M is contained in no other maximal ideal [5, Corol-
lary 3.5]. By making use of what we refer to as an M-maximal ideal (defined below),
we will give a new (simpler) lobal characterization of finite character. In addition, in
Theorem 3.9 we show that the property that each nonzero prime ideal is contained in
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a unique maximal ideal is lobal. Thus we obtain a lobal characterization of h-local
domains. Note that [5, Theorem3.10] shows that being h-local is a weakly lobal
property.

Other lobal properties (new to this article) include being completely integrally
closed, being a Krull domain, being a UFD, being atomic, being an HFD, and being
a PVD (pseudovaluation domain).

2 Prime and Primary Ideals

We start by recalling the characterization of the prime and primary ideals that are
contained in a given maximal ideal. In Theorems 2.2 and 2.3, we finish the charac-
terization of M-primes and MP-primary ideals.

Theorem 2.1 (cf. [5, Theorems 3.8 and 3.9]) Let M be a maximal ideal of a domain
R and let J be a nonzero ideal contained in M.

1. Jis a prime ideal of R if and only if J = Jy is an M-prime of R.
2. Jis a primary ideal if and only if J is MP-primary where P = \/J is an M-prime
andJ(M> =J (OFP(M) = P).

Statements (2) and (3) in the next theorem provide a lobal type characterizations
of when an M-prime is not a prime ideal of R.

Theorem 2.2 Let M be a maximal ideal of a domain R. The following are equivalent
for an ideal P C M.

P is an M-prime that is not a prime ideal of R.

P is an M-prime and Py = M.

P is an M-prime such that P C P ).

P = M N Q for some prime ideal Q that is comaximal with M.

P=MnN (P :g M)and (P :gx M) is a prime ideal of R that is comaximal with M.
(P :g M) is a prime ideal of R that is comaximal with M.

P is an M-prime and (P :g M) is an ideal of R that is comaximal with M.

NSRBI~

Proof [(1) = (2)] Suppose P is an M-prime that is not a prime ideal of R. Then by
[5, Theorem3.8], P C Py).

We first show that Py is a prime ideal of R. It is clear that (Pus)) )y = Pary. So
by [5, Theorem 3.8] it suffices to show that P ) is an M -prime. Suppose a, b € M are
such that ab € Pyyy. If ab € P, then at least one of a and b is in P, so without loss of
generality we may assume a, b, ab ¢ P. Then there is an x € R\M (not a unit) such
that xab € P. As xa, a, xb, b € M with a, b ¢ P and P is an M-prime, both xa and
xb are in P so both a, b € Py). Thus Py is a prime ideal of R. Next let n € M\P.
Then an € Py and so for some y € R\M, yan € P. Since a € M\P and yn € M,
yn € P and therefore n € Py. It follows that P(3;y = M when P is an M-prime that
is not prime.
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It is clear that (2) implies (3). Also if P C Py = PRy N R, then P is not a prime
ideal of R. So (3) implies (1).

[(4) = (1)] Itis clear that P is not a prime if it is the intersection M and a prime
Q that is comaximal with M (as P = QM in this case). To see that P is M-prime, let
a,b € M be such thatab € P. Then ab € Q and so at least one of a and b is in Q and
thus in M N Q = P. Hence, P is an M-prime.

[(2) = (5)] Suppose P is an M-prime such that Py = M (2D P). Let m € M\P.
Since PRy, = MRy, there is an element r € R\M such that rm € P. Choose any
other n € M\M. Then we have n(rm) = (nr)m € P which implies nr € P as P is an
M -prime and m € M\P. It follows that rM C P.

To simplify notation, let N = (P :x M). This is a proper ideal of R that contains
r and so is comaximal with M. Wehave P C N "M = NM C P.

Suppose x, y € R are suchthatxy € N withx ¢ N. Thenxym € P foreachm € M,
in particular, for each m € M\ P. On the other hand, there is an element n € M such
that xn ¢ P. For an arbitrary k € M, xnyk € P with xn € M\P and yk € M. Hence
yM C P and we have y € N. Therefore, N = (P :x M) is a prime ideal of R such that
P=MnD(P :x M).

It is clear that (5) implies both (4) and (6). Also if (P :x M) + M = R, then
PC MNP :gM)=M(P :xg M) C P. Thus (6) implies (5).

Finally with regard to (7), if (P :g M) is comaximal with M, then PRy, = MRy,.
Thus (7) implies (2). Conversely, (7) easily follows from the combination of the
equivalent conditions (2) and (5).

Note that in statement (4), since the prime Q is comaximal with M, we have
P =MNQ = MQ and thus Q is unique and equal to (P :x M).

Next we wish to characterize the MP-primary ideals in M. Note that by Theorems
2.1 and 2.2, if I is an ideal contained in M and P is a prime ideal that contains /, then
M N P is an M-prime that contains /. Hence /7 is the intersection of the M-primes
that contain /. Also Theorem 2.1 contains a characterization of the MP-primary ideals
that are also primary ideals of R.

In the next theorem we restrict to looking at MP-primary ideals where P is an
M-prime that is not a prime ideal of R. In this case, an MP-primary ideal is not
a primary ideal. Statement (2) together with having P # Py, gives a lobal type
characterization of when an MP-primary ideal is not a primary ideal of R.

Theorem 2.3 Let M be a maximal ideal and let P be an M-prime. Also let N =
(P :g M). The following are equivalent for an ideal Q C P.

Q is MP-primary but it is not a primary ideal of R.

Q is MP-primary and Q # Q).

0 =M N Q' for some N-primary ideal Q' and P C N.
Q:MﬂQRNand@:P#P(M).

VO =P and Q =MNJ for some primary ideal J of R that is comaximal
with M.

SRk~
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Proof We start by showing (3) implies (1), (4) and (5). Suppose Q = M N Q' where
Q' is an N-primary ideal and P # N. Since P # N, P is not a prime ideal of R
and thus N + M = R (Theorem 2.2). It follows that M and N are the only min-
imal primes of Q. Hence, /O = P and Q is not primary. To see that Q is MP-
primary, suppose a, b € M are such that a ¢ P and ab € Q. Then a ¢ N and from
this we have b € Q' "M = Q. Hence, Q is MP-primary. In addition, QRy N R is
an N-primary ideal and so by minimality Q" = QRy N R. Thus (3) implies (1), (4)
and (5).

If O = M N QRy and /O = P # Py, then N is minimal over Q and thus ORy N
R = Q' is an N-primary ideal. We then have Q = M N Q'. Also P is not a prime ideal
of R. Hence, (3) and (4) are equivalent.

Next suppose P = /Q and Q = M N J for some primary ideal J that is comaximal
with M. Since P =M NN, N is minimal over Q and so must contain J (and be
minimal over it). Also P is not a prime. Hence, (3) and (5) are equivalent.

To finish the proof we show that (2) implies (3). Assume Q is MP-primary and
Q # Qwn. Then Q is not a primary ideal by Theorem 2.1. Also by Theorem 2.2,
we may assume Q is properly contained in P. By definition P = /O. Also we
have that M and N are the only minimal primes of Q. Let Q' = QRy N R. Then
Q' is an N-primary ideal. Clearly P = /M N Q' so that M N Q' is an MP-primary
ideal. In addition, M N Q" = MQ' since M and Q' are comaximal and it is clear that
MOy =M.

Since M is minimal over Q, Q) is M-primary. Leta € Q) \N (such an element
exists since Q) and N are comaximal). Then there is an element y € R\M such that
ay € Q € N.Thusy € Nandhencey € Q'.Next,letb € Qu)\Q. The product ayb is
in Q and both @ and by are in M witha ¢ P.Itfollows thatyb € Q. Nextletd € Q'\M.
Then there is an element z € R\N such that dz € Q. It follows that z € M\ P. For the
element b, we have bdz € Q and thus bd € Q. Moreover, for each f € M, fdz € Q
with z € M\P implies fd € Q. Hence, Quy =M and MQ' CQ C M N Q' =MQ'.

Recall from above that a ring R is said to be Laskerian if each ideal has a (finite)
primary decomposition. We next show that for domains, being Laskerian is a lobal
property.

We say that a maximal ideal M satisfies Lask if for each nonzero ideal / € M there
are finitely many MP;-primary ideals Qy, Q», ..., O, with each Q; corresponding to
an M-prime P; such that I = Q; N Q> N ---N Q,. Note that if each P; is a prime
ideal (equivalently (P;)s) = P; for each i), then each Q; is a primary ideal of R.

Theorem 2.4 The following are equivalent for a domain R.

1. R is Laskerian.
2. Each maximal ideal satisfies Lask.
3. At least one maximal ideal satisfies Lask.

Proof First suppose R is Laskerian and let M be a maximal ideal of R. Then for each
nonzero ideal / € M, there are finitely many primary ideals Q}, 05, ..., Q) such

that I = Q| NQ,N---NQ,. For each i, let P; = /M N Q.. Since N; = ,/Q; is a
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prime ideal, each P; is an M-prime. In the case Q! € M, P; = N; and we set Q; = Q..
Otherwise, P; = M N N; is an M-prime that is not a prime ideal and Q; = Q; N M
is an MP;-primary ideal (that is not a primary ideal of R). Since I € M, we have
I=0,NQ0,N---NQ,. Hence, each maximal ideal satisfies Lask.

To complete the proof it suffices to prove (3) implies (1). Let M be a maximal ideal
of R that satisfies Lask. We start by showing each nonzero ideal I € M has a primary
decomposition. For a given I, we have I = Q; N Q> N --- N Q,, where each Q; is an
MP;-primary ideal for some corresponding M-prime P;. If each Q; is a primary ideal
of R, we have found a primary decomposition for /. Hence, we may assume at least
one Q; is not a primary ideal of R. Then the corresponding P; is an M-prime that is
not a prime ideal.

Let P € M be a minimal prime of /. Then P is minimal over at least one Q;. By
Theorem 2.3, if P is properly contained in M, then each Q; C P is P-primary. On
the other hand, we could have P = M. Then /(M) is M-primary and we can add this
ideal to the intersection to guarantee at least one Q; is a primary ideal of R. Thus we
may assume there is an integer 1 < k < n such that Q; is a primary ideal of R for
each 1 <i <k and Q; is an MP;-primary ideal that is not a primary ideal of R for
eachk+1<j<n.

For k +1 <j # n, P; = M N N; for some prime ideal N; that is comaximal with
M and there is an Nj-primary ideal Q; such that Q; = M N Q.

It follows that / = Q1 N---N QN Q; ., N---N Q) is a primary decomposition
for I.

Next suppose J is a nonzero ideal that is comaximal with M. ThenJ "M = JM is
a nonzero ideal contained in M. As such it has a primary decomposition (of distinct
primary ideals) J "M = QN Q> N --- N Q,, necessarily with Q; = M for some i.
Without loss of generality we may assume Q; = M. Then checking locally we have
J=0,NQO3N---NQ,. Therefore, R is Laskerian.

3 Invertible Ideals, Coherent Domains, H-Local
Domains and PVDs

For a nonzero two-generated ideal / = aR + bR and maximal ideal M that contains
I, M does not contain II " if and only if at least one of A3, (a) N Z2(b) and A}, (b) N
P (a) is nonempty ([5, Theorem2.6]). It follows that such an [ is invertible if M is
the only maximal ideal that contains it. We wish to give a lobal-like characterization
that does not need the assumption that M is the only maximal ideal that contains /.
With this we are able to give a lobal characterization of Priifer domains in terms of
invertible ideals.

First we introduce the notion of M-maximal ideals. For a given maximal ideal
M, we say that an M-prime N is M-maximal if N # M = N, and there are no
M-primes properly between M and N (equivalently, M = Ny is the only M-prime
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that properly contains N). Using Theorem 2.2 it is easy to see that an M-prime P is
M-maximal if and only if P = P’ N M for some maximal ideal P' # M.

Theorem 3.1 Let M be a maximal ideal of a domain R and let I be a nonzero finitely
generated ideal that is contained in M. Then I is invertible if and only if (1) there is
an element b € I such that Iry = bRy and (2) for each M-maximal ideal N', there
is an element s € M\N' and an element a € I such that sI C aR.

Proof Let Q' be an M-maximal ideal. Then Q' = Q N M for some maximal ideal
Q # M. If I is invertible, then IRy = bRy for some b € I and thus I = bR.
Also for Q, thereis an element ¢ € I suchthat/Ry = tRy. Since / is finitely generated,
there is an element y € R\Q such that y/ C tR. Choose an element x € M\ Q. Then
xy € M\Q' is such that xyl C R.

For the converse, assume both (1) and (2) hold for /. From (1) and the fact that
I is finitely generated, we have that II~! is not contained M: if Is = bRy for
some b € I, then IRy, = bRy, so that b= IRy, C Ry, by finite generation, there is an
element z € R\M such that zb~' € I"! which puts z e II"'. Next let NN =M NN
where N is a maximal ideal other than M. Then leta € I and s € M\N’ be such that
sI C aR.Ass ¢ N,wehave IRy C aRy C IRy. Thus I is locally principal and hence
invertible.

Corollary 3.2 The following are equivalent for an integral domain R.

1. R is a Priifer domain.

2. For each maximal ideal N, each finitely generated nonzero ideal B C N is such
that Bvy = (bR) ) for some b € B and for each N-maximal ideal Q, there is an
element s € N\Q and an element a € B such that sB C aR.

3. There is a maximal ideal M such that for each finitely generated nonzero ideal
I C M there is an element b € I such that Iy = bRy and for each M -maximal
ideal P, there is an element s € M\P and an element a € I such that sI C aR.

It is also possible to give a lobal characterization of Priifer domains via valuation
domains. First we need a lobal-like characterization of when R is a valuation domain
for a given prime ideal Q (no matter whether Q is contained in the given maximal
ideal M or not).

Theorem 3.3 Let M be a maximal ideal of a domain R and let Q' be a nonzero
M-prime. For the corresponding prime Q such that Q' = Q N M, Ry is a valuation
domain if and only if for all pairs of nonzero elements a, b € Q' either (i) Q' =M
and aR ) and bRy are comparable, or (ii) Q' # M and there are elementsr, s € M
with at least one not in Q' such that ra = sb.

Proof Note that Q' = M if and only if Q = M. Assume Ry is a valuation domain.
In the case Q' = M, we have aRy and DR, are comparable. That aRyy and bRy
are comparable follows from the fact that /(3sy = IRy N R for all ideals I € M. Next
consider the case Q' # M. In this case, aRy and bR are comparable. Without loss
of generality we may assume aRp C bRp. Then there are elements x,y € R with
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y € R\Q such thatya = xb. Choose an element m € M\ Q. Then we have mya = mxb
with my € M\ Q' as desired.

For the converse, first assume Q' = M and it is always the case that for all pairs
of nonzero a, b € M, aRy and bRy are comparable. Then we have aRy and bRy
comparable and from this we may conclude that Ry, = Ry is a valuation domain.
Next consider the case that Q' # M. Let m € M\Q'. For an arbitrary pair of nonzero
elements ¢, d € Q, mc and md are in Q'. Without loss of generality we may assume
there is an element p € M\ Q' and an element k € R such that pmc = kmd. As the
element pm is in M\Q, cRp € dRy. So as in the case Q' = M, Ry is a valuation
domain.

Using the previous theorem we can give another lobal characterization of Priifer
domains.

Corollary 3.4 The following are equivalent for a domain R.

1. R is a Priifer domain.

2. For each maximal ideal N and each nonzero N-prime (N-maximal) Q # N, (i)
aRy and bRy are comparable for all nonzero a, b € N, and (ii) for all nonzero
c,d € Q, there are elements r, s € N with at least one of r and s not in Q such
that rc = sd.

3. There is a maximal ideal M such that (i) aRyy and bRy are comparable for
all nonzero a, b € M, and (ii) for each M-prime (M-maximal) Q %= M and all
nonzero c,d € Q, there are elements r, s € M with at least one of r and s not in
QO such that rc = sd.

A domain R is a finite conductor domain if the intersection of a pair of principal
ideals is always finitely generated. If the intersection of a finite number of principal
ideals is always finitely generated, then R is quasi-coherent. Finally R is coherent if
the intersection of each pair of finitely generated ideals is finitely generated. All three
of these are easy to classify as lobal properties. For a maximal ideal M of R we say
that M satisfies FC if aR N bR is finitely generated for each pair of elementsa, b € M.
Also M satisfies QCifajR NayR N - - - a,R is finitely generated for each finite subset
{a,as, ...,a,} € M.Finally, M satisfies Coh if I N J is finitely generated for each
pair of finitely generated ideals / and J contained in M.

Theorem 3.5 The following are equivalent for an integral domain R (that is not a

field).

1. R is a coherent domain.
2. Each maximal ideal of R satisfies Coh.
3. There is a maximal ideal M of R that satisfies Coh.

Proof 1tis clear that (1) implies (2), and (2) implies (3). To complete the proof sup-
pose M is a maximal ideal of R that satisfies Coh and let / and J be finitely generated
ideals of R. Choose a nonzero element x € M. Then xI and xJ are finitely generated
ideals that are contained in M. Hence, xI NxJ = x(I NJ) is finitely generated. It
follows that / N J is finitely generated. Therefore R is coherent.
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The proof above is easily adaptable to quasi-coherent domains and finite conductor
domains.

Theorem 3.6 The following are equivalent for an integral domain R (that is not a

field).

1. R is a quasi-coherent conductor domain.
2. Each maximal ideal of R satisfies QC.
3. There is a maximal ideal M of R that satisfies QC.

Theorem 3.7 The following are equivalent for an integral domain R (that is not a

field).

1. R is a finite conductor domain.
2. Each maximal ideal of R satisfies FC.
3. There is a maximal ideal M of R that satisfies FC.

An alternate characterization of quasi-coherent is that (R : I) is a finitely gener-
ated fractional ideal for each nonzero finitely generated ideal I of R. Essentially this
follows from the fact that (R : I) = ) ai_lR when! = aiR + a,R + - - - + a,R (sim-
ply multiply the intersection by the product of the g;s to obtain a finite intersection of
integral principal ideals). Like invertible ideals there is a lobal-like characterization
of when a given [ in a particular maximal ideal M is such that (R : I) is finitely
generated. For example: (R : 1) is finitely generated if and only if there is a nonzero
element a € I and a (corresponding) finitely generated ideal J € aR such that for
d € aR, dI C a*R if and only if d € J. We leave the proof to the interested reader.

In [3], Jaffard introduced the notion of a ring being of Dedekind type if for each
nonzero ideal / there is a finite set of pairwise comaximal ideals Iy, I», ..., I, such
that / = I11, ...1, with each [; in a unique maximal ideal. He showed that in the
terminology introduced by Matlis [6] (much later), a domain has Dedekind type if
and only if it is #-local [3, Théoréme 6]. We wish to provide lobal characterizations
using both Jaffard’s factoring definition and Matlis’ finite character type definition.

First we give a simple lobal characterization of finite character. After that we give
a lobal way to determine that each nonzero prime ideal is contained in a unique
maximal ideal.

Theorem 3.8 The following are equivalent for a domain R.

1. R has finite character.

2. For each maximal ideal N, each nonzero element of N is contained in at most
finitely many N-maximal ideals.

3. There is a maximal ideal M such that each nonzero element of M is contained in
at most finitely many M-maximal ideals.

Proof From Theorem 2.2, an ideal Q is N-maximal for some maximal ideal N if
and only if Q = Q' NN for some maximal ideal Q" = N. Thus it is clear that (1)
implies (2). Only somewhat more complicated is to show that (3) implies R has finite
character. If (3) holds we clearly have that each nonzero element of M is contained in
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only finitely many maximal ideals. For a nonzero nonunit n € R\M, simply multiply
by a nonzero m € M to obtain nm € M. Clearly each maximal ideal that contains n
contains nm. Hence n is contained in only finitely many maximal ideals.

Theorem 3.9 The following are equivalent for a domain R.

1. Each nonzero prime ideal of R is contained in a unique maximal ideal.

2. For each maximal ideal N, if P is a nonzero N-prime, then either no N-maximal
ideal contains P, or exactly one N-maximal ideal contains P with Py, = N.

3. There is a maximal ideal M such that for each nonzero M-prime P, either no
M-maximal ideal contains P or exactly one M-maximal ideal contains P with
P(M) =M.

Proof If P is a nonzero prime that is contained in a unique maximal ideal N, then
P = Py and for all other maximal ideals M, Q = P N M is an M-prime such that
Qwy = M and N N M is the only M-maximal ideal that contains Q. Thus (1) implies
(2) follows from the characterization of M-primes given in Theorems 2.1 and 2.2.
It is clear that (2) implies (3). So to complete the proof it suffices to show (3)
implies (1). Assume there is a maximal ideal M such that for each nonzero M-prime
Q, either no M-maximal ideal contains Q or exactly one M-maximal ideal contains
Q with Q) = M. Let P be a nonzero prime ideal of R. Then P = PN M is an
M-prime. If no M-maximal ideal contains P’, then M is the only maximal ideal that
contains P and P = P" = P(;; . On the other hand if NV is the only M-maximal ideal
that contains P’ and P(,,, = M, then M does not contain P and N = N’ N M for some
maximal ideal N'. We have N’ D P with N’ the only maximal ideal that contains P.

For a nonzero ideal I of R, we say that [ has a Jaffard factorization if there is
a finite set of pairwise comaximal ideals Iy, I», ..., I, such that I = I, .. .1, and
each [; is contained in a unique maximal ideal.

Let M be a maximal ideal of R. We say that M satisfies Jaf if for each nonzero
ideal I C M there are ideals Cy, Cy, C», ..., C, (all contained in M) that satisfy the
following conditions:

D) I=ConCiN---NCy,

(i) Co = Iy and no M-maximal ideal contains Co,
(iii) for 1 <i < n, (C;)(ny = M and exactly one M-maximal ideal contains C;,
@iv) for 1 <i < n, M is the only ideal that contains both Cy and C;.

For a Matlis type characterization, we say a maximal ideal M satisfies Mat if both
of the following hold.

(i) Each nonzero ideal contained in M is contained in at most finitely many
M-maximal ideals.

(i) For each nonzero M-prime P, either no M-maximal ideal contains P or exactly
one M-maximal ideal contains P with Py = M.
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Theorem 3.10 The following are equivalent for a domain R.

R is h-local.

Each maximal ideal satisfies Mat.

At least one maximal ideal satisfies Mat.
Each maximal ideal satisfies Jaf.

At least one maximal ideal satisfies Jaf.

SRk o~

Proof The equivalence of (1), (2) and (3) follows from Theorems 3.8 and 3.9. Also
the implication (4) = (5) is trivial. Next we show that (1) implies (4).

Suppose R is h-local and let M be a maximal ideal of R. Then for each nonzero
ideal I € M, there are finitely many pairwise comaximal ideals Iy, 11, ..., I, such
that I = Ipl; - - - I, and each I; is contained in a unique maximal ideal. Without loss
of generality, we may assume /y C M. Since the ;s are pairwise comaximal, the
product is the same as the intersection Iy N I; N --- N [,,. Foreach i, let C; = I; N M.
Trivially, we have Iy = Cpand I = CoNC N --- N C,.

For1 <i<n, I,+M =R. Thus C; = LM and C;Ry; = MR),. It follows that
(Ci)my = M. We also have that C; is contained in exactly two maximal ideals, M
and the unique maximal ideal NV; that contains /;. Since M is the only maximal ideal
that contains Cy, it certainly is the only maximal ideal that contains Cy + C;. Since
CiRy = MRy, and (C; 4+ Cp)Ry = Ry = MRy for all maximal ideals N # M, we
have M = Cy + C;. Therefore M satisfies Jaf.

For the converse, suppose M satisfies Jaf. We first show that each nonzero prime
ideal P that is contained in M is contained in no other maximal ideal M-maximal
ideal.

Let P € M be a nonzero prime ideal and let Qy, Q) ..., O, be ideals that satisfy
conditions (i)-(iv) for P: P = Qy N Q; N --- N @, with Qy = Py contained in no
M-maximal ideal. As Py = P, P is contained in no M-maximal ideal and it follows
that M is the only maximal ideal that contains P.

Next let I € M be a nonzero ideal and let Cy, Cy, ..., C, be ideals that satisfy
(i)—(@v) for I. Since M O Cy and no M-maximal ideal contains Cy, we are done if
I = Cy as will be the Jaffard factorization of /. Thus we may assume n > 1.

For each 1 < i < n, as there is a unique M-maximal ideal that contains C;, there
is exactly one other maximal ideal N; that contains C; (other than M), the ideal
N/ = N; N M is the unique M-maximal ideal that contains C;. Also N; # N; for
i #].

Let J; = CiRy, N R. By [5, Lemma3.11], each minimal prime of J; is contained
in N;. None of these is contained in M since each nonzero prime contained in M
is contained in no other maximal ideal. It follows that J; is not contained in M.
Since C; is contained in exactly two maximal ideals, J; is contained in N; and no
other maximal ideal. Checking locally we see that J; " M = C;. Since I € Cy C M,
ConsindhrN---NJ,=CoNCy---NC, =1. Since Cy and the J;s are pairwise
comaximal, I = CyJJ5 - - - J, is a Jaffard factorization of /.

To finish the proof we need to show that each ideal that is comaximal with M has a
Jaffard factorization. For this let J be a nonzero ideal that is not contained in M. Then
J N M is contained in M and has a Jaffard factorization, necessarily with M as the
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factor that is contained in M. Hence, we have JANM =M NB NB,N---NB,, =
MB\B; - - - B,, where the B;s are pairwise comaximal and each is comaximal with
M. In addition, each B; is contained in a unique maximal ideal N;. Clearly, the N;
are the only maximal ideals that contain J. In addition, JRy, = B;Ry, and therefore
J = BB, - - - B,, is a Jaffard factorization of J. Hence R is h-local.

Note that in place of one single maximal ideal satisfying Jaf, it is enough to have a
maximal ideal M such that each nonzero ideal / € M is contained in at most finitely
many M-maximal ideals, and have another maximal ideal N, such that for each
nonzero N-prime P either no N-maximal ideal contains P or exactly one N-maximal
ideal contains P with Py = N.

Recall that a domain R is a pseudovaluation domain, PVD for short, if it is quasilo-
cal and its maximal ideal is also the maximal ideal of a valuation domain (necessarily
with the same quotient field). By [2, Theorem 1.4], a quasilocal domain R with max-
imal ideal M is a PVD if and only if for all ideals / and J contained in M, either
I CJorJ C IM. A lobal characterization of being quasilocal is given in [5, The-
orem2.9]. Thus the PVD property is lobal. The next result gives an alternate lobal
characterization for PVDs.

Theorem 3.11 The following are equivalent for a domain R.

1. RisaPVD.
2. For each maximal ideal N of R, each pair of nonzero elements r, s € N satisfies
exactly one of the following:

rR = rR,

"R C sR,

SR C R, or

rN = sN = rRN sR.

&0 TR

3. There is a maximal ideal M of R such that for each pair of nonzero elements
X,y € M exactly one of the following holds:

xR = YR,

xR C YR,

YR C xR, or

xM = yM = xRN yR.

BN

Proof If R is a PVD, then it has a unique maximal ideal M. Moreover there is
a valuation domain V with maximal ideal M (necessarily with R € V C K). For
nonzero x, y € M, exactly one of the following holds: xV = yV,xV C yV,or yV C
xV.In the case xV C yV, x = ym for some m € M and hence xR C yR. Conversely,
if xR C yR, then x = yf for some f € M, in which case xV C yV. Similarly yR C xR
if and only if yV C xV.If xV = yV, then x/y is a unit of V. If x/y € R, then x/y is
also a unit of R and we have xR = yR in this case. Otherwise x/y ¢ R and xR and
YR are incomparable ideals of R. Since MV = M, we at least have xM = yM. It is
clear that in this case xM = yM C xR N yR. For the reverse containment, suppose
w € xR N yR and write w = ax = by for some a, b € R. If a is a unit of R, then we
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have x € yR which then implies xR C yR, a contradiction. Hence, a € M (and we
also have b € M). Thus xM = yM = xR N yR.

For the converse, assume M is a maximal ideal that satisfies (a)—(d) (in statement
(3)). We first show that M is the only maximal ideal of R. By way of contradiction
suppose there is a nonunit f € R\M and let x € M\{0} be such that fR + xR = R.
Then neither x/f nor f/x is in R. Thus there is no containment relation between the
principal ideals x*R and xfR. Localizing at M we have x’Ry; C xRy = xfRy and
so x>MRy; C xfMRy, consequently x>M # xfM. Therefore, it must be that M is the
only maximal ideal of R.

Note that if there are no x, y € M that satisfy (d), then R is a valuation domain
as all principal ideals are comparable. So for the remainder of the proof we assume
there are pairs that satisfy (d).

LetT = R[Z"] where 2" = {x/y € K | xM = yM, x,y € M\{0}}. It is clear that
x/y € Z ifandonly if y/x € 2 . Itis also the case that M is an ideal of T"and 2" is
closed to finite products. Both follow easily from the fact that xM = yM if and only
if (x/y)M =M.

Letv € T\R. Then v = rg + ri(x1/y1) + - - - + rn(x,/y,) where each r; € R and
each x;/y; € . We can rewrite the sum as v = (roy + rix; + raxy + - - +r,x,) /[y
wherey = y1y, - - - yp andx; = x;y/y;. Letz = roy 4+ rix] + - - - + r,x,,. Since x;, y; €
M for each i, z € M. As v is not in R, we do not have zR C yR. Also, if yR C zR,
then v = 1/g for some g € M which is impossible since M is an ideal of 7. Thus
we must have zM = yM = zR N yR and therefore v € 2" is a unit of T. Hence T is
quasilocal with maximal ideal M.

To complete the proof it suffices to show that T is a valuation domain.

Letg = c/d € K\T withc,d € R.Thend isnotaunitof Rand cR # dR.If cisa
unit of R, then g~! = d/c € M. Similarly, ifdR C cR € M,theng™! =d/c € M.In
the case cR C dR, we get g € R, a contradiction. Finally, cM = dM puts both g and
g‘1 in 2, another contradiction. Thus g‘1 € M C T and T is a valuation domain.
It follows that R is a PVD.

4 UFDs, Krull Domains, Atomic Domains, and HFDs

In this section, we take a different lobal approach to characterizing Krull domains.
Here we will develop a lobal way to show that Rp is a rank one discrete valuation
domain for each height one prime P and R = [({Rp | P € Spec(R) has height one}
is a finite character intersection. In addition we give lobal characterizations of UFDs,
HFDs, and atomic domains.

Given a maximal ideal M, we say that an M-prime P # M has M-height one if no
nonzero M-prime is properly contained in P. In addition, we say that M has M-height
one if Q) = M for each nonzero M-prime Q.
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Lemma 4.1 Let M be a maximal ideal and let P be a nonzero M-prime. Then P
has M-height one if and only if there is a height one prime P’ such thatP = M N P'.
Moreover, if Q is a height one prime, then Q N\ M is an M -height one M-prime.

Proof If M is a height one prime of R and Q # M is a nonzero M-prime, then
Q = Q' NM for some prime ideal Q' that is comaximal with M. It follows that
Qw = M. Since Py = P for each prime P C M, we have that M has M-height
one if and only if it has height one.

Next suppose P # M is a nonzero M-prime. Then there is a unique prime P’ such
that P = P’ N M (obviously with P = P’ if and only if P” € M if and only if P is a
prime ideal). We split the proof into two cases, the first where P = P’ and the second
where P C P’ (necessarily with P’ + M = R).

Assume P = P'. If Q is a nonzero M-prime that is not a prime ideal, then Q =
O’ NM = Q'M for some prime ideal Q’ that is comaximal with M. Since P is a prime
ideal that is properly contained in M, it cannot contain Q. Thus in this case P has
M-height one if and only if it has height one.

For the second case, suppose Q C P is a nonzero M-prime with P # P’. There
is a unique prime ideal Q' such that Q = Q' N M. Since P’ # M, P’ contains Q'. It
follows that P is M-height one if and only if P’ is height one.

For each maximal ideal M, we let .73, (1) denote the set of M-height one primes.
We split this set into the set .y, (1) consisting of M-height one primes P such that
P = Py (so the same as the set of height one primes that are contained in M) and the
set Oy (1) consisting of the M-height one primes Q such that Q # Q). Of course,
if R admits no height one primes, then both .#,(1) and Oy (1) are empty.

Next we give an almost lobal characterization for each height one prime to be
principal. The “almost” refers to the fact that in the case R contains at least one
height one prime, we restrict the choice of the single maximal ideal M to one that
contains a height one prime. For Krull domains and UFDs, each maximal ideal
contains a height one prime.

Theorem 4.2 The following are equivalent for a domain R that contains at least
one height one prime.

1. Each height one prime is principal.
2. For each maximal ideal N that contains a height one prime,

a. P e Zy(1) implies there is an element r € N such that P = rR, and
b. eachQ € Oy(1) is suchthat thereisa P € 9y (1) and an element c € N where
ONP =cR

3. There is a maximal ideal M that contains a height one prime such that

a. foreach P € %y (1), there is an element r € M such that P = rR, and
b. for each Q € Oy (1), there is a P € Sy (1) and an element ¢ € M such that
ONP=cR
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Proof Suppose each height one prime is principal and let M be a maximal ideal that
contains at least one height one prime. Let P € %, (1) and let Q € 0y, (1). Then
Q = Q' N'M for some height one prime Q’ that is not contained in M. We have
Q' = sR and P = rR for some elements r, s € Rand so Q NP = Q' N P = rsR with
rs € M (since both r and s are prime elements of R).

To complete the proof it suffices to show that (3) implies (1). Let M be a maximal
ideal that contains a height one prime and satisfies both (3a) and (3b). Thus each
height one prime that is contained in M is principal. Let Q be a height one prime
that is not contained in M. Then Q N M is an M-height one prime in the set &y, (1).
By assumption, there is a height one prime P € M and an element ¢ € M such that
ONP=0NMNP =cR. We have P = rR for (prime) element » € P (so in M).
Thus ¢ = br for some element b € R, necessarily with b € Q. We will show Q = bR.
Let t € Q. Then tr € QN P so tr = gc = gbr for some g € R and thus t = gb. It
follows that Q = bR and therefore each height one prime of R is principal.

Next we recall a rather simple characterization of UFDs involving nonzero prin-
cipal primes.

Theorem 4.3 [4, Theorem 5] An integral domain is a UFD if and only if each nonzero
prime ideal contains a nonzero principal prime ideal.

Theorem 4.4 The following are equivalent for a domain R.

1. Risa UFD.
2. For each maximal ideal N,

a. each nonzero N-prime contains an N-height one N-prime,

b. each P € Ixy(1) is principal, and

c. for each Q € Oy(1), there is an N-prime P € Zy(1) and an element ¢ € N
such that Q NP = cR.

3. There is a maximal ideal M such that

a. each nonzero M-prime contains an M-height one M-prime,

b. each P € (1) is principal, and

c. foreach Q € Oy(1), there is a P € %y (1) and an element ¢ € M such that
QNP =cR.

Proof Lemma 4.1 together with Theorems 4.2 and 4.3 show that (1) implies (2).
To see that (3) implies (1), note that if P is a nonzero prime ideal that is properly
contained in an M that satisfies the conditions in statement (3), then P contains an
M-height one prime Q. As we have seen before, having P properly contained in M
implies O must be a prime ideal and hence a height one prime ideal. Also note that
by Theorem 4.2, each height one prime is principal.

For a prime N that is not contained in M, N N M is a nonzero M-prime and so
contains an M-height one prime Q'. By Lemma 4.1, Q' = Q" N M for some height
one prime Q”, necessarily with Q” C N. Thus each nonzero prime ideal contains a
principal prime and therefore R is a UFD (Theorem 4.3).
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Recall that an element ¢ in the quotient field of a domain R is almost integral over
R if there is a nonzero element r € R such that r#* € R for each positive integer n.
The ideal I generated by the set {r" | n > 0} is such that t#/ C I. Conversely, if there
is a nonzero ideal J of R such that #J C J, then ¢ is almost integral over R.

There is no way to determine whether 1 € K\R is almost integral over R directly
(by considering r#" and/or #I) from the above characterization using the “lobal”
approach since ¢ is not even in R, but there is a way to do it indirectly as a lobal

property.

Theorem 4.5 Let M be a maximal ideal of a domain R and let b and c be a pair of
nonzero elements of M such that b ¢ cR. Then the following are equivalent for the
elementt = b/c € K\R.

1. tis almost integral over R.
2. There is a nonzero ideal I C M such that for each nonzero element y € I, there
is a nonzero element x € I such that yb = xc.

Proof If t is almost integral over R, then there is a nonzero ideal J such that tJ C J.
Choose anonzerom € M. Theideall = mJ issuchthat#l C I.Itfollowsthatbl C cl
(equivalently, for each y € I there is an x € [ such that yb = xc).

For the converse, suppose I € M is a nonzero ideal such that for each y € I, there
is an x € [ where yb = xc. It follows easily that #/ C I and thus # is almost integral
over R. For a nonzero ideal J of R, it is clear that ¢/ C J if and only if bJ C ¢J (if
and only if for each y € J, there is an x € J such that by = cx). If there is such an
ideal J, then b(bJ) C c(bJ) where bJ = I is an ideal contained in M. Hence (1) and
(3) are equivalent.

Theorem 4.5 provides a lobal way to determine when R is not completely integrally
closed (and when it is). In the following corollaries we use bl C ¢l in place of
considering the products by for y € I individually. Also note thatforr € K,ift = f/g
for nonzero f, g € R, then choose any nonzero m € M to have ¢t = fin/gm with both
fm, gm e M.

Corollary 4.6 The following are equivalent for an integral domain R.

1. R is not completely integrally closed.

2. For each maximal ideal M, there is a pair of nonzero elements b,c € M and a
corresponding nonzero ideal I C M such that bl C cI but bR ,@ cR.

3. There is a maximal ideal M which contains a pair of nonzero elements b and ¢
and a corresponding nonzero ideal I € M such that bl < cI but bR SZ cR.

Corollary 4.7 The following are equivalent for an integral domain R.

1. R is completely integrally closed.

2. For each maximal ideal M, if b, c € M\{0} are such that there is a nonzero ideal
1 € M where bl C cl, then bR C cR.

3. There is a maximal ideal M with the property that if b, c € M\{0} are such that
there is a nonzero ideal I € M where bl C cl, then bR C cR.
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One of the many characterizations of Krull domains is that they are precisely
the completely integrally closed domains that satisfy the ascending chain conditions
on divisorial ideals. The notion of an M-divisorial ideal was introduced in [5] and
was used to show that the ascending chain conditions on divisorial ideals is a lobal
property [5, Theorems 3.16]. Combined with Corollary 4.7 we have that Krull is a
lobal propery. Using M-height one M-primes we give a very different lobal charac-
terization for Krull domains.

We say that a maximal ideal M satisfies Krl if for each M-height one prime
P £ M, thereisanonzerob € P suchthatforeacha € P, there are elementsr, s € M
with r ¢ P such that ra = sb; and if M is M-height one, then M = cR ) for some
c € M. Also we say that M satisfies Kr2 if for nonzero elements a, b € M with
a ¢ bR, either (i) M is M-height one and #};(a) N £ (b) = ¥, or (ii) there is an
M-height one prime P # M such that for ¢ € M, ga € bR implies g € P.

Theorem 4.8 The following are equivalent for a domain R.

1. Rp is a rank one discrete valuation domain for each height one prime P.
2. Each maximal ideal satisfies Krl.
3. There is a maximal ideal that satisfies Krl.

Proof Suppose Rp is a rank one discrete valuation domain for each height one prime
P and let M be a maximal ideal. By Lemma 4.1, P N\ M is always an M-height one
M -prime and each M-height one prime has this form.

First we consider the case that M has height one. In this case MRy, = cRy, for
some ¢ € M and it follows that M = cR .

Next suppose Q" # M is an M-height one M -prime with corresponding height one
prime Q such that O’ = Q N M. There is an element ¢ € Q such that ORp = ¢Ry.
Thus for each element f € Q’, there are elements ¢, v € R with v € R\Q such that
vf = tq. Since Q' # M, there is an element m € M\Q and we have (mv)f = (mt)q
with mv € M\Q'. Thus M satisfies Krl.

It is clear that (2) implies (3). So assume M is a maximal ideal that satisfies Kr1.
If M has M-height one (so height one), we have M = cRy) and so MRy = cRy
with MRy, height one. Hence Ry, is a discrete rank one valuation domain in this
case. Next, let P # M be a height one prime of R. Then P’ = P N M is an M-height
one prime. Since P # M, there is a nonzero b € P’ such that for each a € P, there
are elements r, s € M with r ¢ P’ where ra = sb. It follows that a € bRp. For each
d € P\M, rd € P’ and we have elements ', s’ € M with ¥’ ¢ P’ such that r'rd = s'b
which puts d € bRp. Thus PRp = bRp. Since P has height one, Rp is a discrete rank
one valuation domain.

Therefore (3) implies (1).

Theorem 4.9 The following are equivalent for a domain R.

1. R=\{Rp | P € Spec(R) is height one}.
2. Each maximal ideal satisfies Kr2.
3. There is a maximal ideal that satisfies Kr2.
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Proof Suppose R = (\{Rp | P € Spec(R) is height one} and let M be a maximal
ideal of R. Also let a, b € M be such that a ¢ bR. Then a/b ¢ R. We may assume
that for each M-height one M-prime P’ % M, there is an element ¢ € M\ P’ such
that ga € bR. For such a P’, there is a (unique) height one prime P(# M) such that
P’ = PN M.Then q ¢ inP implies a/b € Rp. Thus it must be that a/b ¢ Ry, and M
is height one. In this case, M O (bR :g a) and no principal ideal is contained in both
My (a) and Z(b).

Assume M is a maximal ideal that satisfies Kr2 and let 7 € [ |{Rp | P € Spec(R)
has height one}\{0}. We may assume ¢t = a/b for some a, b € M. By way of contra-
diction we assume ¢ ¢ R, equivalently a ¢ bR. If M has height one, then t € Ry,
implies there are elements r, s € R with r € R\M such that ra = sb. The ideal
raR € Ny (a) N P (b). Hence there must be at least one M-height one M-prime
P’ £ M that satisfies condition (ii) of Kr2. Let P be the corresponding height one
prime such that P’ = PN M. We have t € Rp so there are elements x, y € R with
X € R\P suchthatxa = yb. Also there is an element m € M\P. We have mx, my € M
with mx ¢ P’ such that mxa = myb, contradicting that P’ satisfies (ii). Hence it must
be that # € R.

Theorem 4.10 The following are equivalent for a domain R.

1. Ris a Krull domain.

2. Foreach maximal ideal N, N satisfies both Kr1 and Kr2 and each nonzeror € N
is contained in only finitely many N-height one N-primes.

3. There is a maximal ideal M that satisfies both Krl and Kr2 and each nonzero
r € M is contained in only finitely many M-height one M-primes.

Proof If R is a Krull domain, then each nonzero nonunit is contained in only finitely
many height one primes. Thus a nonzero element in a particular maximal ideal N is
contained in only finitely many N-height one N-primes. Also by Theorems 4.8 and
4.9, each maximal ideal satisfies Krl and Kr2.

To complete the proof suppose M is a maximal ideal that satisfies both Krland
Kr2 where each nonzero element in M is contained in only finitely many M-height
one M-primes. By Theorem4.9, R = ({Rp | P € Spec(R) has height one}. It follows
that height one primes exist and Rp is a (rank one) discrete valuation domain for each
such prime P.

Let # be a nonzero element of the quotient field of R. Then there are nonzero
elements a, b € M such thatt = a/b. By assumption, at most finitely many M-height
one M-primes contain a and at most finitely many contain b. It follows that the set of
height one primes P where ¢ is not in unit of Rp is finite. Hence R is a Krull domain.

For a nonzero element r in a maximal ideal M, r is an irreducible element of
R if and only if there is no s € M such that rR C sR. We let Irr(R) denote the set
of irreducible elements of R and let Irr (M) = M N Irr(R). To handle the irreducible
elements that are not in M, we define an element r € M to be M-irreducible if there
is an element r € Irr(M) such that (i) 1R C rR, (ii) 1R € A} (r), and (iii) there is
no d € M such that tfR C dR C rR. We let M-Irr denote the set of M-irreducible
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elements of M. Also for a given t € M-Irr, we let M-Irr(¢) denote the set of elements
r € Irr(M) such that (i) tR C rR, (ii) tR € A3 (r) and (iii) there is no d € M such
that fR C dR C rR.

Lemma 4.11 For a given maximal ideal M of a domain R, M-Irr = {t e R | t = wr
for some r € Trr (M) and irreducible w € R\M}.

Proof Lett = wr € M be such that w € Irr(R)\M and r € Irr(M). Clearly, tR C 7R
and 1R € Ay (r). Supposed € M issuchthattR € dR C rR. Thend = rsandt = dv
for some elements s, v € R with s not a unit. We have rw = t = dv = rsv and thus
w = sv. Since w is irreducible and s is not a unit it must be that v is a unit and we
have R = dR. It follows that t € M-Irr.

Next suppose f € M-Irr and let g € Irr(M) be such that (i) fR C gR, (ii) fR €
M (g), and (iii) there is no element 4 € M such thatfR C hR C gR. We have f = gk
for some nonunit k € R\M. If k is not irreducible, then there are nonunits b, c € R\M
such that k = bc. But in such a case fR = gkR C gb C gR, a contradiction. Hence k
is irreducible.

In general, it is possible to have an element f € M-Irr that is also a product of
irreducibles inside M. For example, let R = F [X%, XY, Y?] where F is a field. The
maximalideal M = (X, Y + 1)F[X, Y] N R contains both X? and XY butnot Y2. Also
all three of X2, XY and Y2 are irreducible in R. The element f = X?Y?isin M-Irr but it
also factors as f = (XY)? with XY e Irr(M). For a maximal ideal M of R we say that
M satisfies Atom if for each nonzero f € M, there are elements m;, m,, ..., m, €
Irr(M) such that fR € A};(m) for m = mym; - - - m,, and for each such list of irre-
ducibles in M, either fR = mR or there are elements ay, ay, . .., a; € M-Irr with cor-
responding g; € M-Irr(a;) suchthatfg g, - - - g = mymy - - - m,a,a; - - - a,. Inthe case
fR = mR,thereisaunitx € Rsuchthatf = xm = (xm;)m, - - - m, withxm; € Irr(M).
Next we show that being an atomic domain is lobal.

Theorem 4.12 The following are equivalent for a domain R.

1. Ris atomic.
2. Each maximal ideal satisfies Atom.
3. There is a maximal ideal that satisfies Atom.

Proof Suppose that R is atomic and let f be a nonzero element in the maximal ideal M.

Then there are atoms ny, n, . .., ng such that f = nyn, - - - ;. At least one of the n;s
isin M. If all are, then fR = nR € _A4};(n) where n = nyn; - - - n. Otherwise, we may
assume ny, ny, ..., n; € Mforsomel <t < kandn;yq,...,n € R\M.In this case

JR € M (n) with fR C n'R where n’ = nyn; - - - n,. Next choose a p € Irr(M). By
Lemma4.11 (and its proof), a; = pn; € M-Irr withp € M-Irr(a;) foreacht < j < k.
In addition fp*~" = nyny - - - may 1 an - - - ay.

Finally, for my,my, ..., m, € Irr(M) with fR € Ay (m) where m = mym, ...
m,, we have f = mx where x € R\M. In the case fR = mR, x is a unit and thus
xm; € Irr(M). For the case, fR C mR, x is a nonunit and thus factors as a finite prod-
uct of atoms in R\M. Continue as in the case some n; € R\M to get a factorization
that shows M satisfies Atom.
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For the reverse implication, suppose M satisfies Atom. There is nothing to prove
for a nonzero element g € M that is a finite product of irreducibles in Irr(M). Next,
let f be a nonzero element of M with a corresponding factorization fg,q, - - - gs =
mymy ...myaa, - - - ag where each m; € Irr(M) with fR € A};(m, - --m,) and each
a; € M-Irr with corresponding g; € Irr(M) suchthatg; = M-Irr(a;). By Lemma4.11,
there is an irreducible element 4; € Irr(R)\M such that a; = h;q;. By cancellation
we have f = my ---m,h; - - - hy is factorization of f into atoms.

Finally suppose b € R\M is a nonunit. The set Irr(M) is nonempty, so choose
an arbitrary m € Irr(M) and consider the element ¢ = mb. We have cR € A}, (m)
with cR C mR and m € M-Irr(c). By Atom, there are elements d;, d5, ..., dy € M-
Irr and corresponding p; € M-Irr(d;) such that cp = mbp = md,d, - - - dy where p =
pip2 - - - pr.- By Lemma4.11, there are irreducibles wy, wa, . .., wy such thatd; = p;w;
for each j. It follows that b = wyw; - - - wi. Hence R is atomic.

In our final result we show that being an HFD is lobal. For a maximal ideal
M, we say that M satisfies HFD if for each nonzero f € M whenever there are
irreducibles my, my, ..., m, € Irr(M) with f € A3 (m) for m = mymy ---m, and
either fR =mR or fqg =ma for ay,ay, ..., a; € M-Irr with corresponding ¢g; €
M-Irr(a;) where a =ajay---a; and g = q1q2---q,, and there are irreducibles
ny, ny,...,n € Ier(M) with f € A};(n) for n = nyny - - - n, and either fR = nR or
fp =nb for by, by, ...b, € M-Irr with corresponding p; € M-Irr(by) where b =
biby---b,and p = pip> .. .p,, then there is a one-to-one correspondence between
the lists my, my, ..., my,ay,az,...,ay and ny,ny, ..., n, by, by, ...b, (perhaps
with no a;s and/or no bys).

Theorem 4.13 The following are equivalent for a domain R.

1. Risan HFD.
2. Each maximal ideal satisfies Atom and HFD.
3. There is a maximal ideal that satisfies Atom and HFD.

Proof If R is an HFD, it is atomic and thus each maximal ideal satisfies Atom
(Theorem 4.12). Let f € M\{0} where M is a maximal ideal. Then for a pair of
factorizations f = g1g2---g, and f = hihy---h, where each g; and each A; is
irreducible, we have n =m. If each g; and h; is in M, we are done for these
two factorizations. So next we consider the case that at least one g; is not in
M. Since f € M, some g; is in M, so we may assume the indexing is such
that g;,...,8- €M and g,41,...,8, ¢ M. For r +1 <k <n, choose an irre-
ducible z; € M (for example z; = g;). Then ¢, = zgx e M-Irr forr+1 <k <n
withzy € M-Irr(cy). Letz = 2412042 -+ Zns € = Cpp1Cry - - Cpand g = g1 82+ - &1
Then fz = g’c with a total of n factors from Irr(M) U M-Irr on the right hand
side: g1, 82,..., 8> Crtl, - -+, Cp. A similar factorization holds for f with respect
to the hys if some /s are not in N. To conclude, suppose there are irreducibles
P1,P2, .., ps € Irr(M) and M-irreducibles a;, ay, . .., a; € M-Irr with correspond-
ing g; € M-Irr(a;) for eachj such thatfg = pawherep = pips -+ -ps,a=a1a - - - a
and ¢ =¢qiq>---q;. Then corresponding to each pair a;, g; there is an
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irreducible element d; € Irr(M) such that a; = d;q; (Lemma 4.11). Cancelling
the common factors of ¢g;, we have that f = pp,---psdid,---d; is a factoriza-
tion of f into irreducibles. Since R is an HFD, s + t = n. Therefore M satisfies
HFD.

To complete the proof it suffices to show (3) implies (1). Suppose M satisfies
both Atom and HFD. Then R is atomic and thus Irr(M) is nonempty. Let f be a
nonzero nonunit of R. We first consider the case that f € M. Then, as above, there
are irreducible elements g1, g2, ..., g, such that f = g1g> ... g,. Suppose there are
also irreducible elements Ay, hy, ..., h, such that f = hyh, ---h,,. If each g; and
h; is in M, then the assumption that M satisfies HFD establishes that n = m. Sup-
pose some g; is not in M. Since f € M, we may assume that g1, g2,...,8 € M
and g,41,...,8: € R\M. For r +1 <k < n, choose a irreducible z; € M. Then
¢k = grzx € M-Irr by Lemma 4.11. We have fz = g'c where ¢ = g1g2---gr, ¢ =
Crq1Crq2 - Cpandz = Z,11Zp42 - - - Zp. Ifeachhy € M, wehaven =r 4+ (n —r) = m.
Or in the case some h; is not in M, we may assume hy, hy, ..., hy € M and
hsi1s ..., hy € RAM. As with the g;s that are not in M, we have irreducible ele-
ments Wyy i, ..., wy, € Mwithdhjw; € M-Irrfors + g <j < mandfw = h'd where
W =hihy---hg, w=wg1Weip---wy, and d = dgy1dsyo - - - d,,. Since M satisfies
HFD,wehavem =s+ (m—s)=r+ (n—r) =n.

For f € R\M, choose any irreducible x € M. Then xf € M. Since R is atomic,
f =y1y2...y, whereeachy; € Irr(R) and soxf = xy; ...y,. By the argument above,
if f = ujuy ... u, is another factorization of f into irreducible, then xy;y, ...y, =
xf = xujuy ...us € M implies 1 + ¢ = 1 4 s and therefore r = s and R is an HFD.
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Noetherian Semigroup Algebras
and Beyond

Jan Okninski

Abstract A selection of results on Noetherian semigroup algebras is presented.
They are of structural, arithmetical, and combinatorial nature. Starting with the case
of Noetherian group algebras, where several deep results are known, a lot of attention
is later given to the case of algebras of submonoids of groups. The role of algebras
of this type in the general theory of Noetherian semigroup algebras is explained and
sample structural results on arbitrary Noetherian semigroup algebras, based on this
approach, are presented. A special emphasis is on various classes of algebras with
good arithmetical properties, such as maximal orders and principal ideal rings. In
this context, several results indicating the nature and applications of the structure of
prime ideals are presented. Recent results on the prime spectrum and arithmetics of
a class of non-Noetherian orders are also given.

1 Introduction

The aim of this paper is to present selected representative results on Noetherian
semigroup algebras K[S], where S is a monoid and K is a field. The results are
both of structural, arithmetical, and combinatorial nature. In particular, we present
an approach exploiting in this context linear semigroups over division rings, and
indicating the role of cancellative subsemigroups of S. An emphasis is therefore
made on the case of Noetherian algebras K[S] of submonoids S of polycyclic-by-
finite groups. Certain concrete classes of such algebras that arise independently in
other contexts and that motivate the general theory are presented. Hence, we first
summarize some of the relevant results on Noetherian group algebras. Results on
the structure of an arbitrary monoid S that yield certain necessary and sufficient
conditions for K[S] to be Noetherian are then presented. Some advantages of this
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approach are illustrated, in particular in the context of polynomial identities and the
Gelfand—Kirillov dimension. A special attention is given to prime Noetherian orders
in simple artinian rings, and especially maximal orders. We conclude with recent
developments that indicate that certain non-Noetherian orders are of interest and
importance, but at the same time they seem to be very difficult to study.

We start in Sect. 2 with important results on Noetherian group algebras that are
relevant for the rest of the paper. In Sect.3 an approach to the structure of general
Noetherian semigroup algebras is presented. This is via semigroups of matrices over
a field, or a division ring, and this is based on finite ideal chains of some specific
type that arise in a natural way. In particular, this explains the role of cancellative
subsemigroups of the given semigroup S in the general theory. And this also explains
our focus on the case where S is a submonoid of a polycyclic-by-finite group. An
intriguing class of examples arising from a different context is presented in Sect. 4. In
Sect.5 we discuss certain classical arithmetical properties, especially in the context
of orders in simple artinian algebras. In particular, these include maximal orders and
principal ideal rings. The special role that is played by the prime ideals is explained.
In the final Sect. 6 a recent example of a non-Noetherian order, arising from consid-
erations in noncommutative geometry, is presented. It motivates a new area of study,
namely non-Noetherian orders coming from submonoids of nilpotent groups. We
conclude with some recent results in this direction.

Throughout the paper, K will denote a field and S a monoid (a semigroup with a
unity element) with operation written multiplicatively. The corresponding semigroup
algebra is denoted by K[S]. If S has a zero element 6 then K6 is a 1-dimensional
ideal of K[S] and Ky[S] = K[S]/K® is called the contracted semigroup algebra of S
over K. In other words, we identify the zero of S with the zero of the algebra.

Our basic references for the results and methods of the theory of group algebras
and semigroup algebras are [38, 51, 54, 57, 58], while we refer to [27, 50] for an
extensive background on noncommutative Noetherian rings.

2  Group Algebras—Introductory Results

The class of Noetherian group algebras is one of our starting points. Recall that
a polycyclic-by-finite group is a group with a finite subnormal series whose every
factor is either finite or cyclic, [61]. We have the following classical result.

Theorem 2.1 Let G be a polycyclic-by-finite group. Then K[G] is Noetherian.

The idea of the proof is easy. It is based on an induction on the length of a
subnormal chain of G with finite and cyclic factors. Let H € F' be two consecutive
factors of such a chain. Assume that K[H] is Noetherian. If [F' : H] < oo, then we
have a finite module extension K[H] C K[F]. So K[F] is Noetherian. If F/H is
infinite cyclic, then an argument similar to that in the proof of Hilbert basis theorem
is used to show that K[F] is also Noetherian.
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We note that it is not known whether there exist classes of Noetherian group
algebras other than those described in Theorem 2.1.

The second point of departure is the class of commutative semigroup rings. The
following result is attributed to Budach, see [23], Theorem 5.10.

Theorem 2.2 Assume that S is a commutative monoid. Then K[S] is Noetherian if
and only if S is finitely generated.

The proof of the nontrivial implication (the necessity) is based on a decomposi-
tion theory for congruences of a commutative monoid with acc on congruences, on
properties of irreducible congruences and of cancellative congruences.

In many other important cases one can also show that ‘noetherian’ implies ‘finitely
generated’. Recall that the Gelfand—Kirillov dimension of a finitely generated algebra
R over K is finite if the growth function dy (n) is bounded by a polynomial in n. Here V
is a finite dimensional generating subspace of R and dy (n) = dimg(V + V? +--- +
V™). Then lim sup(logdy (n)/log(n)) is called the Gelfand—Kirillov dimension of
R and is denoted by GKdim(R), see [47]. In general, it is not an integer. On the
other hand, in the class of commutative algebras, this dimension coincides with the
classical Krull dimension.

Theorem 2.3 ([33, 38]) Assume K[S] is right Noetherian. Then S is finitely gener-
ated in each of the following cases:

1. Ssatisfies acc on leftideals (this holds in particular if K [S] is also left Noetherian),
2. K[S] satisfies a polynomial identity,
3. the Gelfand—Kirillov dimension of K[S] is finite.

It is not known whether the assertion of the above theorem is true for an arbi-
trary right Noetherian algebra K[S]. This is not known even in the case where S is
cancellative (in this case, S has group of classical right quotients G, because of the
acc on right ideals; whence K[G] is a classical localization of K[S] and it is also
Noetherian).

There are several deep results on the prime spectrum of Noetherian group algebras.
We mention some highlights, that will be also used in Sect.6. The first is due to
Zalesskii, see [57], Corollary 11.4.6. Recall that a prime ideal P of K[G] is faithful
if the normal subgroup {g € G | g — 1 € P} of G is trivial. By Z(G) we denote the
center of G.

Theorem 2.4 Assume that G is a finitely generated torsion free nilpotent group.
There is a bijection between the set of faithful primes in K[G] and faithful primes of
K[Z(G)], given by:

0 — ONK[Z(G)], P— P-KI[G].
The above, together with a reduction to a torsion free subgroup of finite index, is

one of the steps of the following result of Smith, [57], Theorem 11.4.9. Recall that
the Hirsch length h(G) of a polycyclic-by-finite group G is defined as the number of
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infinite cyclic factors in a subnormal chain in G with cyclic or finite factors (which
is independent of the chosen chain). By clKdim(R) we denote the classical Krull
dimension of an algebra R.

Theorem 2.5 Assume that G is a finitely generated nilpotent group. Then
clKdim(K[G]) = h(G).

Let us note that in the more general polycyclic-by-finite case, a more complicated
invariant, called the plinth length of G (in general, not exceeding h(G)), see [58],
page 192, plays the role of h(G), by a result of Roseblade [60].

The known Noetherian group algebras share a very important property of finitely
generated commutative algebras, called catenarity. Recall that the latter means that
every two saturated chains of primes between any two given prime ideals P C P’
have equal lengths.

Theorem 2.6 ([49]) The group algebra K[G] of a polycyclic-by-finite group G is
catenary.

The following is an immediate consequence of the fact that polycyclic-by-finite
groups are finitely presented, see [61], Theorem 8.4.

Theorem 2.7 If G is a polycyclic-by-finite group, then the algebra K[G] is finitely
presented.

As a consequence of the structural characterization obtained in Theorem 2.11, one
can prove the following corollary, which settles a general framework for the results
presented in Sect.4.

Corollary 2.8 ([34]) Let S be a submonoid of a polycyclic-by-finite group. If S
satisfies the ascending chain condition on right ideals, then S is a finitely presented
monoid. In particular, the semigroup algebra K|[S] is finitely presented.

From the point of view of the theory of orders in division rings, or more generally
in simple artinian rings, the following classical results of Connell on prime rings, see
[57], Theorem 4.2.10, and of Farkas and Snider, [57], Theorem 13.4.18, and Cliff
[11] (domains of zero and positive characteristic, respectively) are of basic interest.

Theorem 2.9 Let G be a group. Then

1. K[G] is prime if and only if G has no nontrivial finite normal subgroups.
2. If Gis polycyclic-by-finite, then K[G] is a domain if and only if G is torsion free.

Orders of the form K[G] are interesting also from the point of view of the asso-
ciated division rings, as they supply a rich class of examples.
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Theorem 2.10 ([15]) Let G, H be non-isomorphic finitely generated nilpotent tor-
sion free groups. Then the classical division rings of quotients Q. (K[G]) and
Q.1(K[H]) are not isomorphic.

As said above, if K[S] is right Noetherian for a submonoid S of a group G then §
has a group of right quotients isomorphic to SS~! € G and K[G] is Noetherian. The
case where S is a submonoid of a polycyclic-by-finite group is therefore of special
interest; first because of Theorem 2.1, second, because of some important examples
discussed in Sect.4, third because of a general structural approach explained in
Sect. 3.

The following complete result comes from [37], while some partial steps were
earlier made in [33, 34].

Theorem 2.11 ([37]) Let S be a submonoid of a polycyclic-by-finite group. Then
the following conditions are equivalent:

1. K[S] is right Noetherian,

2. S satisfies acc on right ideals,

3. S has a group of quotients G and there exists a normal subgroup H of G such that:
[G: H] < oo, S N H is finitely generated and the derived subgroup [H, H] C S,

4. KI[S] is left Noetherian.

In the above notation, let F = [H, H]. So, in some sense, such K[S] can be
approached in two steps: from the perspective of the Noetherian group algebra
K[F] <€ K[S] and of the Noetherian PI-algebra K[S/F] C K[G/F]. Recall that the
general theory provides additional strong tools in the class of Noetherian PI-algebras,
[50]. In particular, finitely generated Pl-algebras are catenary, see [50], Corollary
13.10.13.

3 A General Structural Approach

In this section we present a structural approach to arbitrary Noetherian semigroup
algebras K[S]. It is based on finite ideal chains of S of a very special type. Such
chains arise naturally in the study of linear semigroups and for this reason they
seem unavoidable in the context of Noetherian algebras K[S]. On the one hand, they
allow to prove certain necessary and sufficient conditions for § in order that K[S] is
Noetherian. On the other hand, they allow to reduce several problems to submonoids
of groups, and hence to group algebras. They also are very useful in the case of
certain families of algebras arising from other contexts, which will be reflected in
Sect. 4.

Let X, Y be arbitrary nonempty sets and let P = (p,,) be a ¥ x X-matrix with
entries in 7° = T U {0}, for a monoid 7. So, strictly speaking, P is a mapping
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Y xX — TU{0}.Let #Z(T,X, Y, P)bethe setof all X x Y-matrices with entries
in 7' U {0} but with at most one nonzero entry. Such a nonzero matrix can be denoted
by (g, x, y) (with g € T in position (x, y)). Multiplication, called sandwich multipli-
cation, is defined as follows:

aob=aPb

where in the right hand side one uses the standard matrix products.

Assume also that the ‘sandwich matrix’ P has no nonzero rows or columnsand 7 =
Gis agroup. Then M = .# (G, X, Y, P) is called a completely O-simple semigroup
over the group G with sandwich matrix P. It has no ideals other than M and {0}
and it can bee considered as a semigroup analogue of a simple artinian ring. Such
semigroups play a prominent role in semigroup theory, see [12], §2.7 and §3.2. The
nonzero maximal subgroups of .Z (G, X, Y, P) are all isomorphic to G, they are of
the form G, = {(g, x,y) | g € G}, where p,, # 0.

A subsemigroup S of .#Z (G, X, Y, P) such that S intersects nontrivially every set
M,, ={(g x,y) | g€ G}, x € X,y €Y,is called a uniform (sub)semigroup.

The case when X =Y and P = A, the identity matrix, is of special interest. If
|X| = r < oo then we write .# (G, r, r, A). In this case, the contracted semigroup
algebra Ky[.#Z (G, r, r, A)]is isomorphic to the matrix algebra M, (K[G]). A uniform
subsemigroup S of # (G, r, r, A) is called a semigroup of generalized matrix type.
So Ko[S] < M, (K[GD).

Let SCM = .#(G,X,Y, P) be a uniform subsemigroup. One can show that
there exists a unique subgroup H of G and a sandwich matrix Q over H” so that S C
M= #(H,X,Y, Q) and (if S is identified with a subsemigroup of .#Z (H, X, Y, Q))
every maximal subgroup of .# (H, X, Y, Q) is generated as a group by its intersection
with S. So, intuitively, one is tempted to think of .Z (G, X, Y, P) as a ‘semigroup
of quotients of S’. If one prefers, one can consider S as an order in .#Z (G, X, Y, P).
This can be given a very precise meaning if additionally H is a group of quotients of
S N H, see [17]. The latter holds for example if K[S] satisfies a polynomial identity
or if § has acc on right ideals.

If 7 is an ideal of a semigroup S then the Rees factor S/I is defined as the set
(S'\ 7) U {0} with the operation s -t = st if st € S\ [ and s-t = 0 otherwise. A
structure theorem, obtained in [52], see also [54], Theorem 3.5, reads as follows.

Theorem 3.1 IfS is a subsemigroup of the multiplicative monoid M,,(F) of alln x n-
matrices over a field F, then S has a finite ideal chain I} C I, C --- C I, = § with
I) and every factor 1;/1;_y nilpotent or a uniform semigroup. The same applies if F
is a division ring and S satisfies the ascending chain condition on right ideals.

In particular, the second part applies to the case where K[S] is right Noetherian and
embeds into M, (D) for a division ring D.

Clearly, the simplest example is S = M,,(F), for a field F. Then the chain
M CSM, C---CM,=M,(F)definedby M; = {a € M,,(F) | rank(a) < j} has all
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factors completely 0-simple. The maximal subgroups of S are of the form H, = {a €
eM, (F)e | rank(a) = rank(e)}, where ¢ = ¢> € M, (F) and they are isomorphic to
the corresponding full linear groups GI;(F), j = rank(e).

The following important theorem is an extension of the classical result of Malcev
saying that a finitely generated commutative algebra is embeddable in a matrix ring
over a field.

Theorem 3.2 ([2]) Let R be a finitely generated right Noetherian Pl-algebra. Then
R embeds into the matrix ring M,,(F) over a field extension F of the base field K.

So, in view of Theorem 2.3, Theorem 3.1 can be applied if R = K[S] is right
Noetherian and satisfies a polynomial identity. Moreover, since every semiprime
Noetherian algebra has a semisimple artinian classical quotient ring, it follows that
Theorem 3.1 applies also to K[S]/B(K[S]) (B(K[S]) denoting the prime radical of
K[S]) as well as to every prime homomorphic image K[S]/P of K[S]. So, such an S
has a finite ideal chain with all factors nilpotent or uniform.

One can show that even more is true in certain other cases.

Theorem 3.3 ([38, 55]) Let S be a monoid such that K[S] is left and right Noetherian
and GKdim(K[S]) < oo. If for every a, b € S one has

ala, b) Nbla,b) # @ # (a, b)a N (a, b)b,

then S has an ideal chain S € S, C --- C S, = S such that S and every factor
S;/Si_1 is either nilpotent or a semigroup of generalized matrix type.

More importantly, the following partial converse of this theorem holds.

Theorem 3.4 ([55]) Let S be a finitely generated monoid with an ideal chain S; C
S, C .- C S8, =S8 such that Sy and every factor S;/S;_ is either nilpotent or a
semigroup of generalized matrix type. If GKdim(K[S]) < oo and S satisfies the
ascending chain condition on right ideals, then K[S] is right Noetherian.

The assumptions in the theorem imply that cancellative subsemigroups of uni-
form factors S;/S;—1 and S} have groups of quotients that are finitely generated and
nilpotent-by-finite (so polycyclic-by-finite, in particular).

As an example of an application of this strategy to some problems of a combina-
torial nature, we state the following result. Recall that the prime radical B(K[S]) of
K[S] is nilpotent if K[S] is a right Noetherian algebra.

Theorem 3.5 ([53]) Assume that K[S] a right Noetherian algebra. Then

1. the Gelfand-Kirillov dimension of K[S] is finite if and only if for every cancellative
subsemigroup T of S we have GKdim(K[T]) < oo.

2. Moreover, in this case GKdim (K [S]/B(K[S])) = GKdim(K|[T]) (and it is an inte-
ger) for a cancellative subsemigroup T of the image S of S in K[S1/B(K[S]) and
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GKdim(K[S]) < r - GKdim(K[T]), where r is the nilpotency index of B(K[S]).
Moreover, T has a finitely generated nilpotent-by-finite quotient group.

Notice, that by a celebrated result of Gromov, the Gelfand—Kirillov dimension of
afinitely generated group algebra K[G] is finite if and only if G is nilpotent-by-finite,
and in this case due to the formula of Bass it is an integer expressible in terms of the
ranks of the (torsion free) factors of the upper central series of a nilpotent subgroup
of finite index in G, see [47], Chap. 11. Moreover, GKdim(K[7T]) = GKdim(K[G])
if G is the group of quotients of its submonoid 7, by a result of Grigorchuk, see [51],
Chap. 8.

4 Important Motivating Examples—Algebras
with Homogeneous Quadratic Relations

Important classes of examples of Noetherian semigroup algebras include algebras
corresponding to the set theoretic solutions of the Yang-Baxter equation. Recall that
by a set theoretic solution of the Yang-Baxter equation we meanamapr : X x X —
X x X, where X is a nonempty set, such that

ripri3rs3 = ra3risriy,

where r;; denotes the map X x X x X — X x X x X acting as r on the (i, j) factor
and as the identity on the remaining factor. We will focus on the case where X =
{x1,...,x,} is finite.

The problem of finding all such solutions was posed in [13], and turned out to be
very difficult. In particular, one considers solutions that are involutive (r* = id) and
non-degenerate (this condition will be defined later). This area leads to a fascinating
class of Noetherian algebras, referred to as Yang-Baxter algebras. Namely, one asso-
ciates to r an algebra defined by the presentation K (xi, ..., x,)/J where J consists
of relations of the form xy = x’y’ if r(x, y) = (x/, ). This implies that J consists of
(g) relations and it follows also that every monomial xy, x, y € X, appears in at most
one relation.

These algebras arose independently in several other contexts, including homolog-
ical methods developed for an important class of algebras, called Sklyanin algebras,
[62]. The following theorem summarizes their main properties.

Theorem 4.1 ([21]) These algebras are isomorphic to K[S], where S is a submonoid
of a finitely generated torsion free abelian-by-finite group. They are Noetherian PI
domains of finite homological dimension and they are maximal orders.

Actually, S has a group of quotients that is solvable [14], see also [31], and embeds
into the semidirect product F,, x S,, where S,, is the symmetric group acting on the
free commutative group F,, of rank n by the natural permutation of the basis, [14,
38]. Simplest examples include commutative polynomial rings K[x1, . . ., x,], arising
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from the free commutative monoids S, and the algebra of the monoid defined by the
presentation S = (x, y | x> = y?).

These algebras have several other properties similar to the properties of commu-
tative polynomial rings, including nice homological properties. Certain families of
such algebras are known, but new examples are very difficult to construct.

Height one prime ideals P of these algebras have been described [31, 36]. In
particular, if PN S # @ then P = aK[S] = K[S]a for some a € S, and there are
finitely many such height one primes. While prime ideals of K[S] not intersecting S
come from primes of the group algebra K[SS~'] (see Sect.5). In particular, this can
be used to prove that K[S] is a maximal order.

There exist important more general classes of semigroup algebras which fit in this
context. We say that an algebra A is defined by homogeneous semigroup relations if
it is defined by a presentation A = K(xi, ..., x, | R), with every relation of the set
R of defining relations of the form v = w, where v, w are words in the free monoid
on xy, ..., x, and v, w have equal lengths. Exploiting the approach presented in the
previous section, one can prove the following result.

Theorem 4.2 ([20]) Assume that an algebra A = K[S] is right Noetherian and
GKdim(K[S]) < oo. If A is defined by homogeneous semigroup relations, then A
satisfies a polynomial identity.

In particular, consider the following class of quadratic algebras, that generalizes
the Yang-Baxter algebras. These are semigroup algebras of monoids with generators
X1,X2, ..., X, subject to (’;) quadratic relations of the form x;x; = xx; with (i, j) #
(k, 1) and, moreover, every monomial x;x; appears at most once in one of the defining
relations. One of the origins of these algebras comes from [18]. Recently, further
combinatorial aspects of such algebras have been studied in [19].

Forevery x € X = {x, ..., x,}, let
fi: X—>X
and
& X=X

be the maps such that
r(x,y) = (:(»), gy ).

One says that S is a non-degenerate quadratic monoid if each f, and each g, is
bijective, with x € X.

The following result was obtained in [20] in the special case of square-free defining
relations, and in full generality in [41].

Theorem 4.3 Let S be a non-degenerate quadratic monoid. Then K[S] is right and
left Noetherian, it satisfies a polynomial identity and embeds into a matrix algebra
over a field extension of K.
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The proof uses the structural approach explained before and several other results.
First, a finite ideal chain in S is constructed from the combinatorial data. Every factor
of this chain is either of generalized matrix type or it is nilpotent. Independently, one
shows that K[S] has finite Gelfand—Kirillov dimension and that S satisfies acc on
one-sided ideals. This allows us to prove that K[S] is Noetherian, by applying Theo-
rem 3.4. Then, using Theorem 4.2, one shows that the algebra satisfies a polynomial
identity. Finally, using the embedding theorem of Anan’in, Theorem 3.2, we get the
last assertion.

5 Prime Ideals and Arithmetical Properties of K[S]

There are several classical important arithmetical properties that have been exten-
sively studied in the class of commutative semigroup rings. These include in par-
ticular Krull domains, integrally closed domains, principal ideal rings. For the main
results and general techniques of this theory we refer to Gilmer’s book [23]. And
for general results on commutative orders, and integrally closed domains in partic-
ular, to [16]. Several methods and results of the multiplicative ideal theory are valid
for both commutative rings and monoids, as they depend only on the multiplicative
structure of the ring. The philosophy that such results should be derived as far as
possible without making reference to the additive structure of the ring, is presented
in particular in [28].

There has been also an extensive work done on noncommutative orders, that
we will discuss in this section. Some of this is based on earlier general work on
noncommutative orders (in particular, see [1, 8] and its bibliography), some has
been developed for special classes of noncommutative semigroups in [64], and more
recently in [22].

Recall that a monoid S which has a left and right group of quotients G is called
an order. Then S is called a maximal order if there does not exist a submonoid S’ of
G properly containing S and such that aS’b C S for some a, b € G.

For subsets A, B C G we define (A:;B)={geG|gBC A}, (A:,B)={ge
G | Bg € A}. Then S is a maximal order if and only (I :; I) = (I :, I) = S for every
fractional ideal I of S. A nonempty subset / of G is called a fractional ideal of § if
SIS CTandcl,Id C S forsomec,d € S.

Assume now that S is a maximal order. Then (S :, I) = (S :; I) for any fractional
ideal 1. One denotes this setas (S : I). Define I* = (S : (S : I)), the divisorial closure
of I. If I = I"* then I is said to be divisorial. Then S is said to be a Krull order (or
a Krull monoid in the terminology of [22]) if § satisfies also the ascending chain
condition on divisorial ideals contained in S. In this case the divisor group D(S)
(also defined as in ring theory) is a free abelian group with basis the set of prime
divisorial ideals. The latter are minimal prime ideals of S.

The following result is our starting point. Notice in particular that the obtained
description is expressed in terms of the underlying semigroup only. Here U(S)
denotes the unit group of the monoid S.
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Theorem 5.1 ([10]) A commutative monoid algebra K[S] is a Krull domain if and
only if S is a submonoid of a torsion free abelian group which satisfies the ascending
chain condition on cyclic subgroups and S is a Krull order in its group of quotients.

Furthermore, S is a Krull order if and only if S = U(S) x S|, where Sy is a
submonoid of a free abelian group F such that S is the intersection of the quotient
group of S1 with the positive cone of F. Moreover, in this situation the class group
of K[S] coincides with the class group of S.

This result extended an earlier work of Anderson, [3, 4], on commutative
Noetherian maximal orders. Notice that the class of commutative Noetherian max-
imal orders K[S] coincides with the class of finitely generated integrally closed
domains.

The last property mentioned in the theorem allows one to simplify the calculation
of the class group in several concrete classes of algebras, and it also shows that the
height one primes of K[S] determined by the minimal primes of S are crucial. In
particular, for certain concrete finitely presented commutative algebras this invariant
was calculated in [26].

Theorem 5.2 Let A be a finitely generated commutative algebra over a field K

with a presentation A = K[Xy, ..., X,|R], where R is a set of monomial relations
in the generators Xi, ..., X,. So A = K[S], the semigroup algebra of the monoid
S = (X1, ..., Xu|R). A characterization, purely in terms of the defining relations, is

given of when A is an integrally closed domain, provided R contains at most two
relations. Also the class group of such algebras A is calculated.

Also within the noncommutative ring theory, Noetherian orders in simple algebras
form an important class of rings. Maximal orders have been studied in this context, in
particular for the class of group algebras of polycyclic-by-finite groups. Recall that
the infinite dihedral group (a, b | ba = a~'b, b*> = 1) is denoted by Dq,. A group G
is said to be dihedral-free if the normalizer of any subgroup H isomorphic with D,
is of infinite index in G, (equivalently, H has infinitely many conjugates in G).

Theorem 5.3 ([S]) Let G be a polycyclic-by-finite group. The group algebra K[G]
is a prime maximal order if and only if

1. G has no nontrivial finite normal subgroups,

2. G is dihedral-free.

The first condition in the theorem is equivalent with the group algebra being
prime, see Theorem 2.9. Brown also determined when the height one prime ideals
are principal. By A(G) we denote the finite conjugacy subgroup of G.