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Chapter 1
Introduction

A critical step in qualifying laser irradiation for use in nano-electronic ap-
plications and device fabrication is the ability to predict the alteration of
materials and structures generated by the laser beam. The lack of integra-
tion of reliable and complete Laser Annealing (LA) simulators (including
material calibration) into commercial Technology Computer Aided De-
sign (TCAD) tools, which are commonly used in the technological devel-
opment of devices, is still the most significant bottleneck preventing the
widespread use of LA in micro- and nano-electronics.

One seemingly contradictory element of the current claim for the use
of the LA is that the appeal of this process rises in tandem with the es-
sential issue of its control, which appears to be a contradiction in terms.
To be sure, the demand for LA features as a viable alternative to conven-
tional thermal processes grows as the complexity of the device structures
to be processed increases: it is not difficult to imagine that the irradiation
effects in complex 2D/3D distributions of different materials are difficult
to predict/control. Furthermore, in order to achieve a successful process
integration, it is necessary to undergo a thorough retraining even in the
case of minor design changes throughout the development of the same
device class (i.e. in the case of new device generations).

For example, when an advanced device design requires some compo-
nents to be placed on top of pre-fabricated layers that could be harmed
if the heating stretches across the entire wafer, a query for targeted heat-
ing, which LA can ensure, is called. The propagation of the electromag-
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6 CHAPTER 1. INTRODUCTION

netic (em) field, its absorption, and all of the phenomena activated by
the structure-em field interaction are, without a doubt, vitally dependent
on the geometry and material design of the devices, which are typically
complex and difficult to construct.

Aside from the essential dependence of the LA process feature on
the device design, the paradigm of "interest vs crucial control" occurs
in other commonly invoked applications of this particular manufactur-
ing method . Indeed, the activation of phase transitions (which are fre-
quently confined and ultra-fast) is another major application class for LA
technology. In this class, we find the classic LA application in semicon-
ductor doping, i.e., the high dopant activation above the solubility level
after melting and crystal regrowth [1, 2, 3], but also more difficult and
critical applications such as the (explosive) crystallization of amorphous
nano-structures or the formation of silicides when processing a metal
layer deposited on semiconductive substrates

Beyond the difficulty of predicting phases and chemical component
evolution during LA, ultra-fast phase transitions are also associated to the
unusual behavior of the physical observables of interest, which should be
studied and regulated as part of the whole process. Among these are the
alloy redistribution [4, 5, 6, 7], the electrical activation of ion-implanted
impurities [8, 9, 10], the defect evolution [11, 12, 13] and the observation
of non-conventional extended defects [14, 15].

LA, in any case, induces a kinetics in the irradiated materials that is far
from equilibrium, and the benefits of this non-equilibrium phenomenon
(i.e., the potential process performance that is far beyond conventional
annealing) are outweighed by the difficulties in process control, partic-
ularly if the process design is based solely on experimental Design of
Experiments (DoE) procedures, as is the case with most DoE procedures.

Many of these far from equilibrium phenomena necessitate the use of
atomistic techniques such as Molecular Dynamics or Kinetic Monte Carlo
simulations for proper modeling. However, it is difficult to achieve a com-
plete TCAD simulation of the LA process using only atomistic techniques
because structures with multi-space scales react to the irradiation (for ex-
ample, accurate simulations of nanostructures melting are only possible
if the temperature field evolution is computed on the close-to-millimetre
scale of wafer thickness is taken into account). Furthermore, in many cir-
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cumstances, it is impossible to describe the entire process time scale (in-
cluding the quenching stage and the pulse to pulse time in a multi-pulse
mode) using atomistic simulations. As a result, continuum modeling,
which is also merged with more realistic atomistic simulation findings, is
a critical tool for the predictive knowledge and management of the LA
process, among other things.

Our discussion will focus on the current state-of-the-art in contin-
uum modeling of laser annealing (LA), utilizing the key characteristics
contained in the core of LIAB, a tool that we created in collaboration with
LASSE, an industry leader in the development of laser annealers. We are
able to forecast the ultra-rapid evolution of average fields that are related
to the micro-structural and atomistic evolution of the processed systems
by employing this tool. The main focus of the thesis will be on the LA
modeling of structures and materials that are relevant to nanoelectron-
ics. In any case, the modeling methodologies are frequently convertible
to different technological applications of LA, which is a positive develop-
ment.

In the mid-1970s, Russian scientists proposed laser annealing as a new
approach for activating dopants and removing damage in ion-implanted
semiconductors [16, 17]. By the end of the 1970s, it had become a hot
topic, and laser processing was mostly used for annealing ion-implanted
layers, which was a big concern for the semiconductor industry at the
time. Early experiments were carried out utilizing a pulsed Q-switched
ruby (694 nm, 1.79 eV) laser with pulse durations in the tens of nanosec-
onds. Irradiation of ion implanted Si resulted in recrystallization of the
amorphized silicon layer and activation of the implanted dopant impuri-
ties over a specific fluence.

Initially, two primary theories were presented to explain these find-
ings: the melting model and a putative mechanism based on a highly
excited electronic system that may keep its excitation for tens or hun-
dreds of nanoseconds in the form of a ’hot dense plasma.’ However, a
variety of experimental evidences, including as time-resolved reflectivity,
time-dependent Raman scattering, time-dependent X-ray Bragg scatter-
ing, and time-dependent electrical resistivity, clearly demonstrated that
the melting model accurately represents the phenomenon. In reality, the
energy delivered by the laser field to the electronic system is promptly
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converted to phonons in less than 1 picosecond, resulting in melting of
the near surface region.

The first focus of laser semiconductor processing was on the anneal-
ing of ion implanted layers in order to solve several implant-related is-
sues, such as heating the entire sample to restore crystalline order. Laser
irradiation enables for the heating of only the sample’s surface without
causing bulk deterioration of the substrate. The following are some of
the benefits of pulsed laser processing: a "near-zero" thermal budget (due
to laser pulses lasting only tens of nanoseconds); the extent of dopant
diffusion is controlled by the melt depth (with negligible diffusion in
the adjacent solid substrate); active dopant concentrations can exceed the
solid solubility limit [18].

Laser annealing was a prominent issue in the late 1970s and early
1980s, and thanks to numerous research, it was possible to precisely es-
tablish the phase diagram of crystal, amorphous, and liquid Si over a
wide range of temperature, quenching rate, and solidification velocity. It
has been demonstrated that a-Si melts at temperatures 200 K below the
crystalline melting point, and that a phenomenon known as explosive
crystallization (EC) is triggered by the latent heat released by the reso-
lidifying surface, resulting in a self-sustaining melting front towards the
underlying a-Si [19, 20]. Measured pulsed laser processing quenching
rates of the order of 1010 K/s have been reported, and at high interface
velocities, above 20 m s-1, undercooling can drive the formation of a-Si.

In general, ion-implantation causes crystalline structure damage or
amorphization, while laser irradiation causes structural alterations to the
a-Si layer on crystalline silicon (c-Si). Various scenarios can be observed
depending on the energy density: 1) When the energy density surpasses
the melting point of the a-Si surface, EC is activated, converting the a-Si
layer into fine grain polycrystalline silicon (FG-polysilicon). EC is trig-
gered by the latent heat released by the resolidifying surface towards
the underlying a-Si [21, 22], with the self-propagating buried liquid layer
moving into the a-Si at a speed of 11-13 m/s [23, 24].

We note that, because amorphous silicon undergoes transformation
into FG-polysilicon prior to primary melt propagation [21, 22], the melt-
ing temperature of irradiated film reported in literature (1500 K) [25] can
be related to melting temperature of FG-polysilicon produced by explo-
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sive crystallization, which results in a temperature well below that of
c-Si; 3) by increasing the energy density, the maximum primary melt
depth propagates into the FG-polysili If the FG-polysilicon layer is par-
tially melted, resolidification begins at the solid/liquid interface, with
epitaxial regrowth from FG-polysilicon. Because of the inherent inhomo-
geneities of the FG-polysilicon layer, the regeneration process will begin
at random. If the energy density is high enough to melt the entire FG-
polysilicon, resolidification will begin at the c-Si, resulting in epitaxial
regrowth of the implanted layer [26, 27]. Melting a portion of the c-Si
substrate guarantees epitaxial development of a substantially defect-free
crystal with few "quenched-in" interstitials [28].

Despite the benefits of pulsed laser annealing of ion-implanted wafers,
laser irradiation in the melt/regrowth regime was not widely used in
the microelectronics industry since rapid thermal annealing (RTA) estab-
lished in the solid phase regime could meet the technical requirements at
the time. Indeed, RTA can heat wafers of any size, cassette to cassette, in
seconds to eliminate damage, activate the implanted species with limited
diffusion, and produce thin dielectric and/or metallic layers.

However, during the mid-1980s, a novel application of pulsed laser
annealing to create the active layer of polycrystalline silicon thin film
transistors was presented (TFTs). Over the last 40 years, polysilicon TFTs
technology has been extensively researched for applications in active ma-
trix liquid-crystal displays and, more crucially, active matrix organic light
emitting displays, a technology that is now widely used in mass produc-
tion of mobile phone displays. The Sony group [29] was among the first
to demonstrate the ability to use excimer laser irradiation to convert thin
(on the order of 10 – 100 nm) a-Si films placed on glass into polysili-
con. The introduction of such technology resulted in a significant boost
in the performance of polysilicon TFTs, resulting in electron field-effect
mobilities greater than 100 cm2 (V s)-1.

Excimer lasers proved to be a critical tool in the amazing advance-
ment of polysilicon TFT technology due to their main characteristics: UV
light emission (output wavelengths 193 nm, 248 nm, and 308 nm for ArF,
KrF, and XeCI gas combinations, respectively) with a short pulse duration
(10-30 ns). The breakthrough made in excimer lasers and optical systems
to manage laser beams aided in the industrialization of polysilicon TFT
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technology. In the following part, we will go over some of the more im-
portant components of such technology. The combination of intense UV
light optical absorption (> 106 cm−1) and short heat diffusion length dur-
ing the laser pulse (100 nm) in Si suggests that high temperatures can
be formed in the Si surface region, inducing melting, without significant
heating (400 °C) of the substrate. As a result, the excimer laser annealing
method can be used on glass or even plastic substrates . Another advan-
tage is that the polysilicon produced by the melt-regrowth method has
outstanding crystallinity with minimal in-grain flaws, allowing for great
device performance.

In the early 2000s, the increasingly rigorous requirements of c-Si metal-
oxide-semiconductor technology, driven by device geometries downscal-
ing, created the dilemma of finding an alternate approach to RTA to form
ultrashallow junctions. Indeed, at nodes smaller than 90 nm, source/drain
(S/D) abrupt junctions shallower than 50 nm with sheet resistance less
than 500 were required to reduce short channel effects and the transis-
tor’s on-resistance.

Conventional RTA or even high-ramp-rate (400 C/s) short-time (1 s)
high-temperature (> 1000 °C) "spike" annealing failed to create ultrashal-
low junctions due to nonequilibrium diffusion (transient-enhanced dif-
fusion). This resulted in a revived interest in pulsed laser annealing for
MOS applications , not only because of the process’s key advantages, but
also because of the great advance in excimer laser technology, pushed
by the display sector, that occurred in the meanwhile. Excimer laser
annealing in the melting regime has several advantages over alterna-
tive nonmelting-based techniques, including precise control over junction
depth, greater dopant activation, and profile abruptness.

In reality, when Si is irradiated with sufficient energy density by laser
light, a well-defined melted zone with a sharp transition from liquid to
crystal phase is generated. Dopant diffusivity increases in the liquid state
(2104 cm2/s), and the dopants can disperse uniformly throughout the
melted layer, resulting in boxlike profiles following regrowth. Because of
the large heat gradient between the liquid and solid phases, the liquid-
crystal interface advances toward the surface at a velocity of 3 m/s soon
after irradiation.

Because of the quick solidification (low-temperature solid-phase re-
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growth is generally 1.5 1010 m/s at 550 C), less dopant is segregated into
the liquid phase at the liquid-crystal interface, and dopant trapping is im-
proved. Segregation (during regrowth), evaporation (during the melting
phase), and ablation all influence the fraction of the implant dosage main-
tained within the semiconductor during ELA (during energy deposition).
Electrical activation of the residual dopant in the regrown layer after ELA
is finally limited by morphological instability at the liquid-crystal inter-
face during regrowth, lattice strain, and thermodynamic limits. Several
groups have reported on a variety of investigations for the creation of
ultrashallow junctions, as well as process integration challenges in MOS-
technology.

By the late 1990s and early 2000s, the semiconductor industry, which
had a global revenue of around 250 billion euros at the time and sup-
ported a global market of more than 6 trillion euros in terms of electronic
systems and services, was beginning the transition from microelectron-
ics to nanoelectronics. The new era of nanoelectronics raised the ICT
(Information and Communication Technology) society to unprecedented
heights during that time period and enabled Europe’s vision of Ambi-
ent Intelligence, i.e. living environments that are aware of our presence
and responsive to our needs, is being realized. As a result, innovative
solutions were required for the major device, process, and materials in-
tegration challenges for the technologies planned for the coming years.
However, many issues had to be addressed in order to achieve technol-
ogy nodes below 65 nm, such as short channel effect (SCE), gate leakage,
and mobility degradation, and simple scaling down without proper opti-
misation based on experiments and simulation would have been useless.
Furthermore, several device parameters, including contact and wiring re-
sistances, were approaching their physical or technical limits: gate oxide
thickness, source/drain junction depth, and parasitic resistance. As a
result, the traditional scaling scheme came to an end, and a new one be-
gan. To improve VLSI performance even further, new material and/or
processing concepts had to be presented.

To control the SCE and sub-threshold performances, the sub-90 nm
MOSFET architecture required ultra-shallow junctions and the design of
2D dopant profiles. Indeed, the formation of ultra-shallow source-drain
extensions with high doping levels and optimal dopant distribution in



12 CHAPTER 1. INTRODUCTION

the channel zone allows for the reduction of the parasitic effect of thresh-
old voltage roll-off versus channel length decrease. Alternative anneal-
ing techniques were unquestionably required for technology nodes in the
early 2000s. If it was a matter of ’courage,’ Flash Lamp Annealing and/or
Non Melting LTP with ultra violet or infrared sources were an extension
of the now-defunct Rapid Thermal Annealing method, whereas the use
of melting ELA required a significant effort of integration but provided
doping profiles with distinct characteristics.

Thermal diffusion and inadequate dopant activation are limitations of
conventional rapid thermal annealing (RTA). While maintaining up with
Moore’s Law meant reducing processing times, the 45 nm node required
processing times of 10 ms or less, with almost no diffusion. This was
beyond the present processing regime of lamp-based RTP systems, re-
stricted to 1 s processing time. Fabricating ultra-shallow p+/n junctions
was thus one of the primary hurdles for sub-65 nm pMOSFET manu-
facture. In addition to the deep junction and high doping level, a 2.5
nm/decade lateral abruptness was required to reduce the spreading re-
sistance and hence the total resistance of the MOS circuit. The criteria for
CMOS technology at the time were addressed by using low-energy ion
implantation and the “spike annealing” approach. This allows for very
fast ramp rates (250 °C/s) and very short soak annealing times. However,
the resulting junction depth, electrical activation, and profile abruptness
were unsuitable for following technology nodes. The proposed alterna-
tive used excimer laser annealing to generate ultra-thin abrupt junctions
with strong electrical activity. Despite the fact that ELA systems were
relatively developed at the time (see previous section), this technique had
major technology integration challenges.

This strategy could potentially suit the needs of technological nodes.
Many entries in the ITRS were red for technology nodes below 100 nm.
Affordability, gate stack, junction depth, sheet resistance at contact and
extension, power dissipation, and power dissi A fundamental challenge
with the ELA approach remained its integration with the process steps
and materials utilized for device manufacture. The interaction of the laser
beam with doped silicon and the device’s components, such as dielectrics,
metal contacts, and polycrystalline silicon, was studied extensively. De-
termining lateral diffusion of doping contaminants beneath a mask was
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thus explored in one and two dimensions. A manufacturing flow for the
fabrication of a MOS device that incorporates the ELA method was finally
developed and implemented. This included the evolution of the thermal
field and dopant dispersion during ELA and subsequent quenching.

By suppressing lateral diffusion of the dopant, the Si melting regime
reduces the short channel effects and size scaling. A real benefit over
alternative annealing procedures could be established, influencing future
technology requirements. However, in terms of device integration, this
approach posed difficult hurdles.

In this context of a rapdly changing industry it was also possible to
develop reliable computational packages, which were designed to be cou-
pled and integrated with existing codes for process simulation. These
packages were capable of simulating the interaction between the laser
beam and the silicon device, including the evolution of the thermal field
and dopant distribution during the ELA process and the subsequent
quenching.

Our work follows the road paved by these early developers to achieve
a reliable solution to simulate the full Laser Anneal process.
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Chapter 2
LIAB: a powerful TCAD assisted
simulation tool for Laser Thermal
Annealing

The following is the chapter’s organizational structure: We discuss briefly
in sections 1-2 how the code deals with laser-matter interaction, taking
into account optical excitations of electrons in solids activated by photons
with ∼eV energies and the inner interaction leading to energy transfer
from the electron system to the phonon bath (also known as thermaliza-
tion); in section 3, we discuss the modelling of LA processes inducing the
crystal-liquid-crystal phase transitions, focusing primarily on the compu-
tational complexity of non-equilibrium impurity kinetics and activation.
Finally we will discuss how the code actually works, and the differences
before and after my PhD work.

2.1 Optical excitations and relaxation phenom-
ena and ultrashort laser pulse

Although not fundamental to our scope and far from the actual imple-
mentation of laser heating in LIAB, this section provides a brief overview
of the main processes that occur in laser matter interaction, particularly

15
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when using an ultrafast pulsed configuration with the specific scope to in-
sert the thermalization approximation in the proper context. The current
state-of-the-art TCAD models for LA assume this approximation, which
in turn allows for affordable numerical simulations of the process also in
complex device structures. Laser-induced changes in solid materials are
complex processes [30, 31]. The excitation characteristic is largely reliant
on pulse duration. Using ultra-short laser pulses, non-equilibrium en-
ergy distributions with high excited state populations can be created. It
is possible to affect the structure and morphology of materials by using
ultrafast processes that occur in laser–solid interactions. The work of [32]
presents a thorough computational framework for the modeling of opti-
cal excitations and the following phonon-induced relaxation dynamics of
nonequilibrium electrons.
Ultrashort laser pulses can study electron dynamics in solids or near sur-
faces on time scales of tens of femtoseconds. In rare circumstances, where
only a few discrete channels for energy dissipation are available, coher-
ent evolution of excited states of systems can be seen. Relaxation mech-
anisms break phase coherence and generate quasi-equilibrium electron
distribution functions. While the system’s coherence and subsequent re-
laxation dynamics necessitates a DMT description, the well-defined exci-
tation energies allow for a quasi-particle band structure description. Cal-
culating the quasi-particle band structure requires a self-consistent elec-
tronic structure computation as a starting point. Even while a single-step
theory like time-dependent Density Functional Theory can theoretically
describe excited state dynamics, it is computationally difficult and cur-
rently relies on approximations. Alternatively, we can utilize a two-step
technique where DMT describes the relevant degrees of freedom of dy-
namics while DFT describes the microscopic processes (input as parame-
ters into DMT equations). The density matrix theory-derived dynamical
equations for ultra-fast solid response are valid for any multi-band sys-
tem with any phonon mode. This generic framework enables for flexible
dynamics modeling, either by maintaining only a few bands and fixing
the remaining parameters empirically, or by working with an ab initio
description of the electronic quasi-particle band structure and phonon
modes. DFT can describe the surface atomic structure realistically. We
can apply many-particle perturbation theory for excited states (GW ap-
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proximation for single quasi-particle states and Bethe–Salpeter equation
solutions for two-particle states [33]). The electron–electron interaction of
optically stimulated states can also be used in the DMT equations [34].

The complete quantum technique described above is required to de-
scribe fs pulse phenomena, but not for longer laser pulses. A compromise
between pulse duration and numerical method accuracy leads to reliable
results with repeated approximations for extended irradiation.

The following qualitative factors justify the switch from quantum to
semi-classical description. Initially, the initial electronic excitation causes
a temporary coherent polarization. A de-phasing operation of 10 fs de-
stroys this polarization. In the following 100 fs, non-thermal carrier-
carrier interactions modify these states’ occupation. The heated electron
state emits phonons to cool. In 1 ps, electrons cool and phonons relax.
Then thermal cooling happens > 1 ps.

Semi-classical approaches using the particle-like Monte-Carlo tech-
nique may accurately simulate charge carrier dynamics for pulses 10−12-
10−10 in duration. These methods use established band-structure and
electron-phonon coupling characteristics. Time-dependent Maxwell equa-
tions can be closed form solved using carrier semi-classical evolution with
electron-hole production.

However, The local average energy Eave(t) of the overall electrons in
the bands deviates from the pure ballistic energy (Erms) due to different
scattering events, leading to a different estimate of self-consistent optical
coefficients. With pulsed irradiation, the electron energy distribution is
asymmetrical compared to the electromagnetic one.

This stochastic simulation model may assess energy transfer from the
electron system to the phonon bath. The electron system has an equiva-
lent average temperature Te (electron temperature) orders of magnitude
higher than the lattice system (kTe ∼ 1eV and maximal electron energy of
order of several eVs).

A calibrated continuum model for pulses of this time employs two
temperature fields, Te and T [35, 36]. The electron temperature Te con-
verges towards the lattice temperature, i.e. TesimT, for long time scales
∼ 1ns and smooth fluctuations of the laser power density. The ther-
malization approximation ignores the delayed mediation by the electron
system and uses the entire absorbed laser energy as a temperature source.
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When compared to fs excitation, nanosecond pulses excite electrons
in a very different way. Excited electrons transmit energy to the lattice
during the duration of electron excitation when a ns pulse delivers en-
ergy to a material. Throughout the excitation process, electrons and the
lattice are in equilibrium. During the duration of the laser pulse, the ns
laser heats the solid to its melting point. Unlike fs absorption, the ns ab-
sorption processes are linear and have a substantially longer absorption
length. Deeper melt depths may result from linear absorption. The ns-
induced temperature difference between the molten layer and the solid
substrate is lower and spread over a longer distance than in the fs-laser
situation. As a result, the melt time is longer and the resolidification
front speed is slower, resulting in a crystalline structure. For both ultra-
fast and ns lasers, absorption is caused via multiphoton absorption if the
laser wavelength is transparent to the medium. When compared to an
ultrafast laser, the ns laser will have a deeper penetration depth due to a
smaller absorption cross section. For both lasers, the penetration depth
for opaque materials is defined by the absorption coefficient owing to
single-photon absorption. Due to a mix of linear and nonlinear absorp-
tion, an ultrafast laser with a modest absorption coefficient may have a
shorter penetration depth.

2.2 Thermalization approximation and self-consistent
electromagnetic calculations for the heat sources
in laser annealing

It is possible to assume the spatial distribution of electromagnetic power
to be uniform over areas of approximately cm2 when laser annealing is
performed with pulsed laser setups.The c oherence length Lc of the elec-
tromagnetic field is generally much smaller than the pulse dimension
Lc << 1cm, but much bigger than the feature size of irradiated objects
in general. This disparity in dimensions allows the heat source to be ap-
proximated as the one generated by a generic incident coherent electro-
magnetic plane wave with set angular frequency ω in a given polarization
state, which may be described as follows: the total fluence (energy den-
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sity) Elaser in [J/cm2 ] units and the normalized power density Pnorm(t) of
the laser pulse.

[H]
∫︂ ∆tpulse

0
Pnorm(t)dt = 1 (2.1)

where Pnorm(t) = 0 when t < 0 or t > ∆t.
For pulse duration longer than ∼ 1ns and photon energy of ∼ 1eV,

∆tpulse is usually much larger than the inverse of the frequency

ν−1 = (ω/2π)−1 = (c/λ)−1 (2.2)

where ω denotes the angular frequency and c denotes the speed of light.
These constraints render any fully time dependent solution of the Maxwell
equations worthless for calculating absorbed energy. A simple "adiabatic-
like" formulation of the heating problem suffices, providing that the change
in optical constants during annealing is slow in comparison to the sys-
tem reaction to the electromagnetic stimulation. With the additional as-
sumption that electromagnetic excitation is efficiently transmitted from
electrons to photons, in this approximation we can determine the heat
sources using a stationary (or time-harmonic) evaluation of the resistive
heat averaging the “ultra-fast” time scales of the oscillating electromag-
netic field

Slaser(t, r) =
ε
′′

2ρ
|Eth(r)|2 · Pnorm(t) (2.3)

where ε
′′

is the imaginary part of the complex dielectric constant ε = ε
′
+

jε
′′

of the material and Eth is the time-harmonic electric field E = Eth ×
exp(−jωt + ϕ) that can be evaluated by the following time independent
form (i.e. the time-harmonic Maxwell curl-curl problem)

∇× (µ−1∇× Eth)− jω(σ − jω
′′
)Eth = jω J, in Ω (2.4)

and
n × Eth = n × Eth

0 , on δΩe (2.5)

n × (µ−1∇× Eth) + jωn × (λ(n × Eth)) = jω J f + jωn × H0, on δΩh
(2.6)
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where

δΩ = δΩe ∩ δΩh (2.7)

and

δΩe ∪ δΩh = 0 (2.8)

here Ω is an open, bounded domain with boundary Γ = δΩ ,δΩe and
∪δΩh are respectively boundaries where a condition on the electric or
magnetic field is applied, J is the internal source and n is the outward
normal vector to the boundary. We can modify Eq. 5 with the relations:

Eth = Eth
z z (2.9)

δEth

δz
= 0 (2.10)

Obtaining the Helmotz equation:

−∇(µ−1∇Eth
z )− jω(σ − jωϵ)Eth

z = 0 (2.11)

and

Eth
z = Eth

0 , on δΩe (2.12)

−n · ∇Eth
z − jkEth

z = jωn × H0, on δΩh (2.13)
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Figure 2.1: Temperature, heat source, and phase field pictures for a 135
nm FinFET irradiated at 0.6 J/cm2 fluence and 90 degree polarization
(transverse magnetic) at t=146ns, from left to right. Green indicates the
solid domains in the phase field section, whereas violet represents the
liquid domains. The shape of the FinFET structure is represented by the
black line. [37]

2.3 Melting processes in laser annealing TCAD
simulation

Transient and localized melting enhances the potential functions of the
laser process by activating phenomena that are either too slow or do not
occur in the solid phase of the material being melted. Obviously, con-
trolling a laser process in the melting regime is much more complex, and
TCAD techniques should take into account the nucleation and growth of
the molten front, as well as the modeling of all of the aforementioned
events and processes. Specifically, we will examine simulations for two-
phase boundaries (i.e., solid-liquid or liquid crystal) with a particular
emphasis on the doping of elemental semiconductors, such as Si or Ge
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semiconductors, and a changing impurity density profile.

2.3.1 Liquid-Phase transition fundamentals: free energy
barrier, nucleation and evolution

Melting/solidification is a first order phase transition caused by an en-
ergy imbalance between the material’s solid/liquid free energies at a
particular temperature TM. Within the Landau-Ginsberg formalism, a
proper generic continuum formulation of the free energy F(ϕ, T) behav-
ior can be obtained, where F(ϕ, T) is a double minimum function of an
order parameter ϕ, with the minimum at ϕ = 0 representing the liquid
phase and the minimum at ϕ = 1 representing the solid phase. A possible
expression for F(ϕ, T), which forms the basis of the phase field model [2]
used in the melting simulation [1]

−F (ϕ, T) = f (ϕ) + g (ϕ)U (T − TM) (2.14)

where
f (ϕ) = −ϕ2 (1 − ϕ)2 (2.15)

g (ϕ) = 8
(︃

1
3

ϕ3 − 1
2

ϕ4 +
1
5

ϕ5
)︃

(2.16)

and U (T − TM) a drift term which is 0 for T = TM and U > 0(U < 0) for
T > TM(T < TM).

The free energy function’s behavior is depicted in Fig. 2.2. At T = T M
(green curve), the two minima separated by a free energy barrier are de-
generate, whereas the absolute minimum is reached at the correct ϕ typi-
cal of the two phasesT < TM (blue line) and T > TM (red line). The free
energy barrier encapsulates the original event’s nucleation mechanism:
for example, a model based on Eq. 2.14 will preserve the solid value of
ϕ even when T > TM until the first liquid nucleus occurs. The mecha-
nism of nucleation and the associated barrier are extremely challenging
to examine using atomistic simulations. Only recently has the nucleation
been examined using a Machine-Learning study of Molecular Dynamics
(MD) Si trajectories [38] (see, for example, Fig. 2.2 (b)), validating the
Landau-Ginsberg approach’s reliability.
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Figure 2.2: (a) The free-energy density F(ϕ T) of eq 2.14, displayed as a
function of three values of temperature near the melting temperature TM:
for T < TM, T = TM and T > TM. (from S.L. Lombardo PhD Thesis [39])
(b) Machine Learning MD estimated Liquid/Solid free Energy barrier in
Si. (From. Luigi Bonati, Yue-Yu Zhang, and Michele Parrinello PNAS
September 3, 2019 116 (36) 17641-17647; Ref. [38]

Notably, consistent with the nucleation theory nature of the phase
field-based formalism, the Landau-Ginsberg approach can also take into
account the relative stability of the nucleated phase with respect to the
nucleus size, for example, curvature effects in the kinetics of the evolving
phase (for a detailed discussion, see the seminal paper [40]).

As a result of the preceding discussion, it is clear that under transient
and strongly non-equilibrium conditions, the liquid/solid interface is not
always equivalent to the one defined by the T = TM condition, whereas
under equilibrium, the thermal field’s TM level set coincides with the
melting front. As a result, a completely valid theory should addition-
ally account for the interface speed’s reliance on T. Fig. 2.3 illustrates a
Fulcher-Vogel type expression fitted to experimental data for amorphous
and crystal Si. Close to TT M, the curves are approximately linear with
a maximum in the under-cooling area ((T < TM) and monotonically in-
creasing in absolute value as T > TM.
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Figure 2.3: Interface speed for the crystalline (blue line and squares)
and amorphous (red line and triangles) phases. In accordance with each
phase’s melting temperature, the velocity goes to zero.

2.3.2 Phase field and enthalpy formalisms

We now introduce the features of melting/solidification by means of the
phase field formalism.

The derivation is reported in several papers (see e.g. Ref. [41] Here
we begin our discussion with the coupled PDEs:

τ
∂ϕ

∂t
= W2∇2ϕ − ∂ f

∂ϕ
− U

∂g
∂ϕ

(2.17)

C(T)
∂T
∂t

= ∇ [kbulk (ϕ, T)∇T] + 30Lϕ2 (1 − ϕ)2 ∂ϕ

∂t
+ S (2.18)

where Eq. 2.17 is a diffuse interface equation in which the thickness of
the solid/liquid front is determined by W, and the temperature equation
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Eq. 2.18 phase includes a latent heat L term that is appropriately ex-
pressed so that the correct amount of latent heat is consumed (released)
during melting (solidification).

Once a reliable nucleation model is integrated into the formalism (i.e.
a method that allows for the stochastic formation of the early nucleus of
the other phase citeLombExp in the deterministic PDE-based approach),
the phase-field equations allow for an accurate continuum modeling of
the melting kinetics.

Numerical integration of nonlinear Eqs. 2.17 and 2.18 phase may re-
quire a significant amount of CPU time, particularly for big and com-
plicated 2D and 3D systems. As a result, approximated methods are
frequently used in the class of so-called "Enthalpy" methods, which are
trustworthy for flat liquid/solid interfaces and evolution close to equilib-
rium [42]. The “Enthalpy” method is based on a heat equation formally
written as energy conservation law in terms of the (volumetric) enthalpy
H:

∂tH +∇ · −→Q = S (2.19)

where H denotes the enthalpy per volume unit,
−→
Q denotes the heat flux,

and S denotes the heat source. This law enables the determination of
heat and phase transitions, as latent heat is incorporated in the enthalpy
formulation. This equation, however, must be linked with an appropriate
equation for the relationship between H and T. A more straightforward
similar derivation [43] employs a modified Cp function in the Fourier
Law that includes the heat absorbed (released) by phase transitions. The
discontinuity of the modified Cp function’s jump in the transition zone is
critical for determining the interface’s position. The latent heat change in
the Cp function of T is incorporated into this enthalpy model formulation
via a suitable Gaussian approximation of the associated Dirac δ function.
As a result, the Cp(T) function can be expressed as follows:

˜︂Cp = Cp(T) +
1

T
√

π
e−

(︂
T−TM

∆T

)︂2

L f (2.20)

with TM denoting the melting point, L f indicating the latent heat of
fusion, and ∆T representing the width of the gaussian (the phase transi-
tion region). This is the only parameter that the user can tweak in order to
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obtain an accurate phase change calculation while simultaneously achiev-
ing numerical convergence. The "Enthalpy" technique views melting as a
relatively simple adjustment to the standard heat equation. As a result, it
enables straightforward implementation and less difficult numerical inte-
gration. In any case, it is necessary to evaluate the phase-field model’s
restrictions in order to select the appropriate numerical approach:

• The curvature role is not included, therefore the enthalpy model
solutions can deviate significantly from the phase field ones in 2D
and 3D cases especially in the presence of a constrained materials’
interface;

• The T = TM level sets the solid/liquid front. This could cause
numerical instability when TM depends on other variables (e.g. the
alloy fraction, see the following section);

• The studied problem has to belong to quasi-equilibrium: i.e. the
temperature at the solid-liquid front must stay close to TM. This is
not the case of e.g. non-equilibrium phenomena as the explosive
crystallization (see again the next section).
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Figure 2.4: A comparison of the maximum melt depth as predicted by
LIAB [37] (green line) and as observed (magenta squares). Silicon consti-
tutes the 1D structure’s core portion.

2.3.3 Simulation examples of melting processes in 1D, 2D
and 3D systems

In blanket samples, the melt depth (i.e. the maximum extension of the
molten film) can be determined as a function of the irradiation condition.
As a result, comparisons between measured and predicted values of this
quantity provide a viable method for validating simulations (model +
parameter calibration). Fig. 2.4 plots the predicted melt depth in a pure
Si substrate as a function of fluence for a laser process our standard pulse
pulse (λ = 308nm). The agreement between simulation and experiment is
excellent, revealing not just the maturity of the Si parameter calibration,
but also the quality of the Si parameter calibration. As expected, phase
field and ethalpy models produce identical findings in this basic scenario.
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Figure 2.5: In the 45-degree polarization instance, the global maximum
melting area for different laser energy was determined. Total areas of the
upper and lower Fins are depicted by horizontal lines.

As expected, the complicated behavior of the laser process (namely,
its reliance on geometric constraints in patterned samples) is increased in
melting processes. A non-linear example of this tendency is illustrated
in Fig. 2.5, which depicts the simulated total melt area for the FinFET
structure discussed in the preceding section. By varying the periodicity
of the FinFET array, a substantially non-linear dependence on the melt
area is obtained, and the peak of these curves as a function of pitch occurs
at different pitch values as the fluence changes.
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Figure 2.6: On the left there are Two- and three-dimensional models of a
FinFET structure. 3D models provide the examination of a spatially con-
strained top gate. (b) Maximum temperature of the top Fin as a function
of time during a 3D laser annealing simulation with varying polarization
values and the presence/absence of a top gate. Ref. [37]) ,

Due to the intricate interplay of electromagnetic energy absorption,
heating, and melting phenomena, process design with TCAD cannot be
adequately addressed by simplifying the structure under consideration.
For example, approximated simulations of 2D cuts, which are frequently
used in the study of other thermal processes, are ineffective for the laser
annealing process if the structure is intrinsically 3D (as illustrated in the
left panel of Fig. 2.6). To illustrate the significance of this issue, the right
panel of 2.6 compares the maximum temperature simulated in the 3D
FinFET geometry (solid lines) to one alternative 2D (dashed lines) cut
of the same system. Non-melting and melting processes (as indicated
by the plateau of the temperature curves) are reproduced as a function
of polarization in both cases with a similar qualitative trend. However,
the quantitative findings are significantly different, indicating the need of
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conducting the investigation in complete 3D.

2.3.4 Advanced features: Impurity and Dopants evolution

Transient melting achieved using pulsed laser processes also has the ad-
vantage of being a doping technique, as highly active (beyond the max-
imum solid solubility threshold) impurity profiles may be generated as
a result of non-equilibrium phenomena. As a result, TCAD simulations
rely heavily on the prediction of impurity evolution during a melting
laser annealing process.

In contrast to the non-melting case, significant mass transfer on the
nanosecond scale occurs throughout the melting stage, owing to the high
diffusivity ∼ 10−4cm2/s (strong intermixing) of all impurities in the liq-
uid phase, including doping impurities. As a result, the phase transition
has a significant effect on the impurity chemical profiles, which remain
basically constant during the extremely rapid heating.

To provide sufficiently trustworthy predictions of impurity redistribu-
tion, two major effects must be modeled: bulk diffusion and segregation
behavior at the solid-liquid interface. The latter two phenomena are re-
lated to the density jump at the solid-liquid interface and are governed
by the impurity coefficient of segregation in equilibrium under quasi-
equilibrium conditions.

k0 = Csolid/Cliquid ≃ Constant < 1 (2.21)
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Figure 2.7: A comparison between LIAB [37] simulated continuum lines
and SIMS profiles (point) of implanted P in Si (P 200 keV 1014 cm−2,
grey points) after laser annealing processes at different fluences (∼ 160
ns pulse and λ = 308 nm).

Because phase field and enthalpy models accurately map the molten
area (e.g., ϕ = 0 in the phase field case and T > TM in the enthalpy case),
they may be used to describe diffusion and equilibrium segregation. We
observe that the kinetic effect of the density jump (Eq. 2.21), particularly
for small values of k0, has a significant effect on the final impurity profile
with an accumulation peak (segregation peak) for the impurity density
formed during the solidification stage in the shrinking molten region [2]. .
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Indeed, modeling is hampered further by the fact that the (non-equilibrium)
segregation coefficient is dependent on the local speed of the liquid-solid
front and approaches to unity at very high speeds [44]. This behavior,
referred to as solute trapping, is extremely beneficial for doping applica-
tions, but it complicates the numerical approach further by requiring the
inclusion of the front speed in the dopant diffusion equation, and it also
makes the use of enthalpy models less practical. Regardless, a global for-
mulation of the phase and density fields using a generalized phase field
technique [1, 2] enables an accurate formulation of the solute trapping
effect within the coupled phase field equations for the phase and density
variables. There is no requirement for a speed front evaluation, and the
model is acceptable for integration in any dimension.

The integration of dopant evolution equations into laser annealing
TCAD models demonstrates the ability to forecast dopant profiles in both
blanket and structured samples. When these methodologies are used, ex-
amples of agreement between experimental and simulated profiles are
shown in Fig. 2.7 for a blanket scenario (initial implanted P 1D profile)
and Fig. 2.8 for a patterned case (initial implanted As 2D profile).
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Figure 2.8: A comparison between the simulated dopant distribution and
a transmission electron microscopy image of a dopant profile that had
been delineated using the selective etching procedure. Annealing was
performed on the specimen utilizing a one pulse at fluence 0.887 J/cm2

(a) and 1 J/cm2 (b) (∼ 20 ns pulse and λ = 308 nm). Ref. [3].
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Figure 2.9: Dopant redistribution in the melting phase in implanted Si
following exposure to multiple pulses of laser irradiation, as seen experi-
mentally (circles) and simulatedly (lines). (2.6 J/cm2). Ref. [4].
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Impurity evolution during melting pulsed LA processes can be sim-
ulated using calibrated diffusion equations (Fick-law) and segregation
models [44, 2]. However, especially for ultra shallow profiles, the dif-
fuse profiles often indicate anomalies that necessitate model adjustment.
In shallow profiles of implanted Si-X and Ge-X (X = B, P, and As) alloys
after LA, anomalous peaks (see e.g. Fig. 2.9 [45, 46, 5, 7].

The anomalous redistribution of impurities is treated as an indirect
impact of their diffusion mechanism in the liquid semiconductor in Ref
[4]. The essential premise is that the solute atoms dispersed in the liquid
semiconductor have two states with suitable bonding arrangement [47,
48, 49]. These states, with wildly varying mobilities, are in a dynamic
equilibrium governed by local temperature. In emphl-Si, the balance of
these two components of solute density leads to worldwide diffusion of
impurities that defies Fick’s law (Ge). The diffusion model is expressed
by the following equations:

∂c
∂t

=
∂cHD

∂t
+

∂cLD

∂t
(2.22)

∂cHD

∂t
= ∇

[︂
DHD∇cHD

]︂
+ kτ

(︂
cLD − R̄ · cHD

)︂
(2.23)

∂cLD

∂t
= ∇

[︂
DLD∇cLD

]︂
− kτ

(︂
cLD − R̄ · cHD

)︂
(2.24)

where DHD and DLD are the impurity diffusivities in the liquid phase.
The concentrations are cHD and cLD. It is the ratio of low to high diffu-
sivity states at constant T. Please note that for non-equilibrium processes,
the liquid phase temperature is not limited to > Tm. In under-cooled lo-
cations, poorer diffusivity impurity atoms dominate migration [49] and
impurity kinetics have R̄(T) < 1 for T over the melting point and atoms
in the higher diffusivity state. This is called standard diffusion in the solid
phase, and it is described in [50]. kτ controls the transition between the
two states and is connected to the bonding order fluctuations in l-Si and
l-Ge and I ts value is fixed [4, 5].

In regions with T < Tm, lower diffusivity dopant atoms are preferred,
while greater diffusivity dopant atoms describe impurity kinetics in sta-
ble liquid regions. The two-state model predicts temperature-dependent
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diffusivity in the liquid phase. However, the anomalous redistribution
is a secondary consequence, linked to the local imbalance between states
with high and low mobility.

Comparison of the model’s predicted diffusion profiles to SIMS ob-
served Boron (B) density profiles in implanted Si (B 3 keV energy, 5×10)

The dose (black circles in the figures) after single pulse LA procedures
at varying energy densities is presented in Fig 2.9. The diffusion model’s
anticipated post-LA B profiles (solid lines in Fig.reffig:non-fick) match the
experimental ones.

An extended melting front across the defective implanted regions pro-
motes complete healing of the damage after regrowth, a typically epitax-
ial regrowth mode, and strong activation of the dopant profiles. Some
technical applications necessitate partial melting of implanted layers (pock-
ets). Destruction evolution and activation efficiency in locations not touched
by the melting front are therefore interesting.

Today’s TCAD models for conventional annealing procedures use con-
tinuum and Monte-Carlo modeling of implanted defect evolution in solid
sections during LA. The rate parameters are depending on the local (space
dependent) temperature field [11]. Without a doubt, the defect and defect-
impurity aggregates evolve in these LA models, as they do in traditional
annealing processes, via the mobile species density field [51]. In the end,
they don’t explain how fast extended defects arise in experiments and in
molecular dynamics simulations.
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Figure 2.10: Experimental results from SRP measurements (open trian-
gles) and the simulated (thick dashes) P active profile as a function of
depth after a single pulse laser process (3.0 J/cm2) of an implanted Si
substrate (P 200 keV energy, 1014 cm−2 dose). Thin dashes: the model’s
simulation of the P active profile. Solid line: the total redistribution of P
that was simulated. The open circles are for the SIMS analysis, and the
vertical line is for the experimental melt depth. Ref. [52].

Despite this flaw, continuum modelling of systems with defects-impurities
accurately reproduces dopant activation kinetics during pulsed LA pro-
cedures. Figure 2.10 compares the simulated active profile of implanted P
in Si after partial melting LA to the active profile measured by Spreading
Resistance Probe (SRP).
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2.4 LIAB workflow, basics and evolution

It is our intention to use this brief section to provide a quick overview of
the many computational processes that we employ in LIAB, which have
already been thoroughly detailed in the preceding sections.

The first point to address is how to use the application. LIAB is mostly
utilized through its graphical user interface (GUI), which takes the user
through the CAD design process and the setup of all of the parameters.
Because everything is handled by xml files, an experienced developer can
set up a variety of customs scenarios (such as the ones we’ll see in chapter
4), which are useful for more complicated configurations. The first stage
is the definition of geometry.

When we design our 1d, 2d, or 3d models using the CAD modeler
built into the LIAB GUI or by writing an ex-novo xml input file. In the
LIAB GUI, we can define our simulation space by assigning a name and
dimensions to each region. We can also specify what kind of material
will fill that space - for example, we can choose between Si, Ge, or GaAs.
We can even specify impurities that will be added to the material, which
can affect its properties. Finally, we can specify whether or not the re-
gion will be melted in the simulation. All of these choices are important
in defining the geometry of our simulations. By carefully choosing the
dimensions and materials of each region, we can control how the light
interacts with our devices and create structures with desired properties.
In finite element analysis, the quality of the results is directly related to
the quality of the mesh. A good mesh will have elements of uniform
size and shape, with minimal gaps or overlaps. In contrast, a bad mesh
will have inaccurately sized or shaped elements, leading to errors in the
final results. The meshing step is therefore crucial in ensuring the accu-
racy of the final analysis. GMSH is a powerful open source mesher that
is capable of creating high-quality meshes. In addition, GMSH is highly
customizable, allowing users to fine-tune the mesh to their specific needs.
As a result, GMSH is the perfect tool for handling the meshing step in
our finite element analysis workflow.

While our main solver is the most sophisticated and computationally
intensive stage, it is divided into many phases to make the process more
manageable. The first stage is the electromagnetic calculation, which es-
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tablishes the strength and direction of the magnetic field. Once this is
known, a heat source can be computed, and then the heat diffusion stage
takes over to complete the process. This division of labor ensures that
each stage is performed with the utmost accuracy, resulting in a more
reliable overall solution.

We will now proceed to the final stage of phase computation, where
we will employ the phase field or enthalpy formalism to compute the
phase change. This will be a more complicated calculation that includes
alloy redistribution, dopant diffusion, and other such things. However,
with this method, we will be able to obtain a more accurate result for
the phase of our material. Additionally, this will allow us to study the
effects of different dopants on the phase of our material. Finally, this
method will also allow us to investigate the role of interfaces in phase
transformations.

Prior to the beginning of this work, LIAB relied solely on the enthalpy
model as the source computation method. As previously stated, this is
a relatively fast but inaccurate method, which is useful for fast solutions
involving simple geometries and materials that do not contain alloys or
doped materials. The Phase Field model is a newer approach that over-
comes these limitations, it is more accurate because it takes into account
material transport. The implementation of a stable algorithm for the
phase field accounted for a significant portion of the code’s development.

As seen before the phase-field model is typically developed in such a
way that the right interfacial dynamics can be retrieved even in the case of
minuscule interface width (the so-called sharp interface limit). This ren-
ders the problem quite a stiff one, i.e. for which certain numerical meth-
ods for solving the equation are numerically unstable. Multiple checks on
the numerical error between two stages are performed by the algorithm;
if the error exceeds a user-defined threshold, the step is repeated with a
smaller timestep.

The code has been parallelized using the Message Passing Interface
(MPI) standard, in order to run on high-performance computing (HPC)
clusters. The use of MPI allows for a great deal of flexibility, since the
code can be easily used on systems with a variety of number of proces-
sors. This is due to the fact that the domain decomposition and load
balancing are performed automatically by the MPI library. FEniCS, a
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Figure 2.11: Schematic of the main stages of a LIAB simulation

prominent open-source computing platform for solving partial differen-
tial equations, is used to manage all solvers that include the use of differ-
ential equations.

We discussed how the code handles the laser-matter interaction, in-
cluding optical excitations of electrons in solids caused by photons with
energies of simeV, as well as the inner interaction that leads to energy
transfer from the electron system to the phonon bath (also known as
thermalization). Then we spoke about simulating the LA mechanisms
that cause crystal-liquid-crystal phase transitions. The main focus of this
discussion was on the computational challenges of non-equilibrium im-
purity kinetics and activation. Finally, we’ll discuss how the code really
works, as well as the differences between the code before and after I fin-
ished my PhD.



Chapter 3
Simulations with complex
materials, SiGe case study

In this chapter, we address one of the major issues with our continuous
simulations: the lack of an atomistic description of the material alloys,
particularly SiGe, which required a strong calibration of its parameters
based on experimental and simulation data in order to work in our code.
The calibration of the optical parameters is explained in the first section,
and the first evaluation stage compares our Electromagnetic (EM) results
with those derived from Dr Litho software developed at Fraunhofer insti-
tute. Dr Litho is a simulation environment for photolithography, and its
EM results are fairly accurate. Following the validation section, we offer
a Study of SiGe patterned structures to demonstrate the robustness of our
calibration.
The main driving force of the CMOS industry is scaling rules, which re-
quire doubling the transistor aerial density per technology generation.
Traditionally, scaling transistor dimensions by a factor of 0.7 has resulted
in continuous performance improvement or a reduction in circuit delay.
However, as transistors are scaled down, the rate of performance boost
slows because parasitic device components begin to impact overall device
performance.

To address this problem, strained Si has been used in the industry
since the 90 nm technology node[53]. Tensile stress liners have been used
to enable channel strain in n-MOSFETs and embedded silicon-germanium

41
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(SiGe) source/drain (S/D) in p-MOSFETs. The embedded SiGe in the
S/D regions applies compressive strain to the Si channel and has been
tuned at each technological generation by the amount of Ge, boron dop-
ing, recess volume, and profile to assure the maximal strain advantage
for p-MOSFETs manufactured on bulk or SOI substrates [54, 55].On the
other hand, it has been demonstrated that as the contacting gate pitch size
is reduced, the positive impact of these known stressors is considerably
reduced[56]. This problem is exacerbated when nonplanar topologies
such as trigates, FinFETs, or gate-all-around nanowires are manufactured
on SOI substrates. One possibility is to replace the Si with a material with
great mobility, such as SiGe or Ge. Utilization of globally strained mate-
rials, such as strained Si for nFETs and strained SiGe for pFETs, appears
to be a near-term technological solution, whereas replacing the channel
with other candidates, such as III-V or pure Ge, appears to be a long-term
solution for advanced high-performance technologies.

The complex simulation of the melting processes of Si1 − X GeX al-
loy is mostly due to the material characteristics’ dependency on the lo-
cal alloy fraction X, which evolves as the impurity profile during tran-
sient melting governed by a diffusion/segregation equation. This de-
pendence is especially important for numerical simulations of melting
temperatures TM(X) since it has a substantial impact on the dynamics
of the solid/liquid interface and increases the non-linearity of the dif-
fusion/segregation model. Finally, the problems of the simulation tech-
nique are related to achieving a proper calibration of the thermal and
optical parameters, which, in addition to temperature dependency, uti-
lizes a dependence on X.

As previously stated, the interaction between the segregation behavior
of the X field and the X dependent melting point renders the enthalpy ap-
proach inapplicable, because the ultra fast change of X at the solid/liquid
interface artificially and instantly displaces the position of the interface it-
self (which is located at the T = TM(X) level in the enthalpy model).

The additional phase equation governs the interface in the phase field
model, and the TM(X) variable influences the interface speed (U term in
refeq:phase), not its position, allowing for a reasonable, albeit challeng-
ing, numerical implementation. A reliable TCAD model of the SiGe LA
process has just been obtained [57]. The phase field type technique and
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relative calibration have been validated both in blanket samples (see next
section for further details) and in sophisticated device designs (for exam-
ple, see Fig. 3.14 for an example of a TCAD simulation in a SiGe-based
nanodevice structure) while also taking dopant atoms into account. De-
spite the highly non-linear nature of the alloy’s continuum model, the
numerical solutions are shown to be adequately stable, at least in the 2D
case, after careful tuning of the FEM technique.

3.1 Calibration of the optical constants in SiGe

SiGe is a nearly perfect binary alloy system in which Si and Ge are entirely
miscible across the whole composition range. Because of this, the linear
interpolation of the physical properties of Si and Ge (using the Ge alloy
fraction variable X) is a reasonable starting point for the calibration of
this material (5). However, there are several crucial uncertainties. A more
precise determination of the optical parameters’ dependency on X in each
phase is required. Furthermore, direct measurements are insufficient to
determine the dependency of the parameters in the disordered phases
(liquid and amorphous) on X: The conventional technique is to apply the
same relationships as for the crystalline phase. The optical parameter
P (e.g., the real or imaginary component of the dielectric function) is
denoted as:

PSiGe(T, X) = PGe(T) f n
P(X, T) + PSi(T)[1 − f n

P(X, T)] (3.1)

where f n
P(X, T) is monotonically growing polynomial function of degree

n satisfying the obvious relationships f n
P(0, T) = 0, f n

P(1, T) = 1 while
PGe(T) and PSi(T) are the Ge and Si parameters present in our database.
Therefore, only f n

P(X, T) has an unknown form and calibration. If we
consider a second order polynomial function f 2

P(X, T), we have:

f 2
P(X, T) = a(T)X2 + [1 − a(T)]X (3.2)

We note here that such a function fulfils the f 2
P(0, T) = 0, f 2

P(1, T) = 1
constraints that reflect the limiting conditions where the content of Ge is
either 0% (pure Silicon) or 100% (pure Germanium). In order to consider
the temperature dependence of the optical constants, function a(T) has
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been further calibrated as a second-order unrestricted polynomial func-
tion:

a(T) = bT2 + cT + d (3.3)

where b, c and d represent the calibrated parameters from the experi-
mental measurements. A second level of calibration is necessary when
SiGe samples are doped. In this case, a function ESiGe(T, X, C) can be
introduced, where C represents the dopant concentration in the samples:

ESiGe(T, X, C) = PSiGe(T, X)g(C, T) (3.4)

where g(C, T) = 1 − m(T)C/C0. Here, m(T) = b′T2 + c′T + d′ is an
unrestricted second-order polynomial function of temperature with pa-
rameters b′, c′ and d′, while C0 is a constant that allows for g(C, T) ≈ 1 in
the case of very low-doping (hence, for very low doping, ESiGe(T, X, C) ≈
PSiGe(T, X)). The full parametrization and optical constant calibration for
wavelength λ = 308 nm (corresponding to the used laser line during laser
annealing experiments) is reported in Table 3.1.
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Parameter Description Values related
to Real

Permittivity

Values related
to Imaginary
Permittivity

PGe(T) Permittivity
function for Ge

3.91230E-06*T2-
1.35530E-

02*T+8.94077

-5.22533E-
06*T2+1.59269E-

02*T+23.5712
PSi(T) Permittivity

function for Si
-9.025E-07*T2-

6.55813E-
03*T+13.8925

9.652E-
03*T+35.0688

b Parameter for
function a(T)

2.69960559E-06 6.16719594E-07

c Parameter for
function a(T)

-8.93283612E-03 -3.76779637E-03

d Parameter for
function a(T)

2.7473922E+00 7.240882338E-
01

b’ Parameter for
function m(T)

-3.04319581E-08 -1.55547589E-09

c’ Parameter for
function m(T)

8.79752533E-05 5.51655818E-07

d’ Parameter for
function m(T)

-4.73111366E-03 4.13092579E-03

C0 Constant for
function
g(C, T)

1.00E+19 1.00E+19

Table 3.1: Calibrated parameters and base functions for the real and imag-
inary permittivity of SiGe alloys which allow one to describe these per-
mittivities as a function of temperature, alloy fraction and boron doping
concentration. The calibration has been performed considering optical
data with a wavelength of 308 nm. The unit of temperature in PGe and
PSi is Kelvin whereas the unit of C0 is cm−3.
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Figure 3.1 shows the calculated reflectivity for undoped (a) and boron-
doped (b) samples, based on the real and imaginary dielectric functions
of our theoretical scheme. In Figure 3.1 a, we note that calibration for
undoped samples took place for different Ge contents, also including the
cases of pure silicon and pure germanium at room temperature (as limit
cases). The calibration in Figure 3.1 b (regarding boron-doped samples)
was instead based on a single Ge content (30%) and different dopant
concentrations.

Figure 3.1: : (a) The reflectivity of samples of undoped SiGe as a function
of the amount of Ge in the alloy and the temperature. (b) The reflectivity
of samples of B-doped Si0.7Ge0.3 as a function of the amount of dopant
and the temperature. The value of the reflectivity is shown on the color
scale. The experimental values are shown by colored dots. For both
experimental and theoretical results, a photon wavelength of 308 nm was
taken into account.

Finally, to make uniform the calibration scheme beyond the dielectric
permittivity, we have defined all other SiGe parameters of interest for
LA simulations as a linear interpolation of the respective values for pure
silicon and germanium, on the basis of their percentage within the SiGe
alloy.

We present now two different case scenarios where the simulated data
comes directly from LIAB while the SIMS experimental data comes from
two different laboratories. In Fig. 3.2, simulated and experimental alloy
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fraction profiles and total melt depth for an irradiated system constituted
of 30 nm thick layer epitaxially grown SiGe on a Si substrate are com-
pared. The segregation effects are significant and appropriately modelled
(see Fig. 3.2 a)) both for the cases where only the SiGe melts and for the
case at 2.23 J/cm2 fluence when the molten layer expands in the Si sub-
strate.
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Figure 3.2: Simulated (dashed lines) Si SIMS depth profiles for Si0.8Ge0.2
30 nm thick layer case superposed to experimental SIMS after laser an-
nealing for fluences = 1.8, 2.0 and 2.2 J/cm2. (b) Melting depth as a func-
tion of laser fluence extracted from Si SIMS profiles (symbols) and sim-
ulated after calibration of the Si(1-X)GeX optical properties (solid line).
Ref. [57]
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In partnership with CEA, an early evaluation of the proposed cali-
brated SiGe system was undertaken. These simulations aimed to repli-
cate analogous experimental processes for low-doped blanket Si0.7Ge0.3
samples treated with CEA-LETI’s pulsed excimer laser annealing system.
The laser line had a 308 nm wavelength and a pulse duration of 160
ns, and it irradiated 15x15 mm2 regions. It is worth noting that the LA
code may dynamically import pre-annealing profiles for Si, Ge, and the
dopant, tracking their time evolution during the annealing process. Sim-
ulations and experiments both focus on a single pulse annealing process.
For three different laser fluences (1.6 J/cm2, 1.95 J/cm2, and 2.2J/cm2),
we fixed the total time duration of the simulation at 400 ns: no substan-
tial evolution of the alloy fraction and dopant field occurs after this time
step. This energy range is useful for a wide range of regimes and melting
depths, as we can see. Figure 3.3 shows comparative results for the con-
centration of Ge throughout the sample depth. We see an overall good
agreement between the simulated and actual profiles, especially at lower
laser fluences, where a partial-melt zone close to the sample surface can
be observed. The melt region grows as the laser fluence increases, and a
full melt regime can be simulated with a fluence of 2.2 J/cm2.

Figure 3.3: : Simulation of laser annealing processes for a Si0.7Ge0.3 sam-
ple (blue lines) and comparison with experimental SIMS profiles (orange
lines), taking into account three different laser fluences: (a) 1.6 J/cm2,
1.95 J/cm2 and 2.2J/cm2 The first Ge profile had a constant value of 0.3
over the entire depth of the SiGe sample, which was (≈32nm).
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3.2 Benchmark of heat source calculations in pat-
terned structures

The proper description of heating in laser annealing models represents
one of the key issues for the reliable simulation of actual processes. In
the custom tools owned by the CNR and CEA,that, at the core are the em
mmodel used in LIAB, heating is modelled as the time harmonic solution
of Maxwell’s equations, where the laser heat source S(r, t) is described as:

S(r, t) = ϵ2/2ρ|E(t−h)|2 (3.5)

The imaginary part of the complex dielectric function of the heated
material is denoted by ϵ2, the time harmonic electric field is denoted by
E(t − h), and the square of the time harmonic electric field denotes the
strength of the electromagnetic field. The findings of heating source dis-
persion in complex SiGe structures generated from these bespoke tools
were compared with EMW calculations performed using the Dr. LiTHO
software citeFhner2007[58] to demonstrate the accuracy of this approach.The
latter method, which is based on the finite-difference time-domain (FDTD)
and the waveguide methods, provides precise estimates of the dissipation
of electromagnetic energy in these complicated geometries. Within the
irradiated materials, two quantities have been measured: a spatial dis-
tribution of electromagnetic wave intensity and an absorption of electro-
magnetic waves (which is related to a material’s heat generation density)
in the material itself.

Figure 3.4 illustrates a simplified geometry of the periodic Si0.9Ge0.1 Fin-
FET structure (with periodic boundary conditions at the left and right
borders) on a silicon substrate. According to the results for both the in-
tensity and absorption of electromagnetic waves, the quasi-adiabatic tech-
nique used by the custom laser annealing solvers can adequately model
the heating process. It is critical to check for electromagnetic congruency
at temperatures higher than room temperature since the laser process it-
self should cause heating up to melting temperatures, which is required
for the activation of dopants. This is a challenging problem to solve. The
comparison of findings between the two approaches for a Si0.8Ge0.2 Fin-
FET structure at three different constant temperatures is depicted in Fig-
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ure 3.5 (300 K, 873 K, 1273 K). It is also obvious in this case that there
is agreement between the two theoretical schemes, with the electromag-
netic intensity exhibiting two maxima at the lateral edges of the FinFET
at 300 K, which tend to merge as the temperature rises. At long last,
we looked at the compatibility of the two techniques for more complex
geometries, such as an over-etched FinFET structure (Figure 3.6) and a
SiGe trench with an oxide mask on top (Figure 3.7). We discover that,
given the trench structure, a distinct variation in EMW intensity can be
observed in the oxide and SiGe portions of the layer, as previously stated.
Although the results were satisfactory even for these complicated geom-
etry structures, the quasi-adiabatic method to heating in laser annealing
simulations was found to be even more valid in this case. A decision was
made in light of the aforementioned findings to continue the simulation
campaign using the quasi-adiabatic model of the custom laser annealing
equipment.
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Figure 3.4: (a) A FinFET structure made of Si0.9Ge0.1 with a width of 20
nm, a height of 60 nm, on a 100 nm pitched silicon substrate. (b) Calcu-
lations of the intensity of the electromagnetic field’s spatial distribution
(upper) and how it is absorbed by the Si0.9Ge0.1 material (lower) at 300
K, based on custom research tools at the CNR that use quasi-adiabatic
methods. (c) Dr. Litho software calculations as in (b), based on how
much power is lost. The different number scales in the two programs are
caused by the way they are normalized.
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Figure 3.5: Comparison between the spatial distribution of electromag-
netic wave intensity for different temperatures based on custom research
tools at the CNR (a) and the Dr. Litho software (b). The target structure
is a FinFET based on Si0.8Ge0.2 with a width of 20 nm and a height of 60
nm on a silicon substrate with a pitch of 100 nm.



54 CHAPTER 3. SIGE SIMULATIONS

Figure 3.6: (a) Overetched FinFET structure based on Si0.9Ge0.1 with a
width of 20 nm and a height of 30 nm on a 10-nm-high silicon etching, on
top of a silicon substrate with a pitch of 100 nm. (b) Calculations of the
spatial distribution of the intensity of the electromagnetic field (upper)
and its absorption by the Si0.9Ge0.1-Si material (lower) at 300 K, based
on custom research tools at the CNR using quasi-adiabatic methods. (c)
Similar calculations as in (b) based on power dissipation, using the Dr.
Litho software.
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Figure 3.7: (a) Si0.9Ge0.1 trench structure having an oxide mask with a
width of 20 nm and a height of 30 nm on a silicon substrate with a pitch
of 100 nm. (b) Calculations of the spatial distribution of the intensity
of the electromagnetic field (upper) and its absorption by the SiO2 and
Si0.9Ge0.1 materials (lower) at 300 K, based on custom research tools at
the CNR using quasi-adiabatic methods. (c) Similar calculations as in (b)
based on power dissipation, using the Dr. Litho software.

3.3 Study of SiGe patterned structures and com-
plex devices

Using a simulated analysis of the laser annealing process in two-dimensional
patterns, it was possible to identify laser process windows that may be
used in future experiments. These investigations should be devoted to the
investigation of patterning effects in material modification and dopant
redistribution induced by irradiation using various characterisation tech-
niques, as well as the development of new patterns. In this study, we use
epitaxial SiGe/Si structures as reference substrates, i.e., 30nm strained
substrates with varying degrees of Ge alloy percentage and B dopants,
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as well as strained SiGe/Si epitaxial structures. Additional lithographic
methods may be used to create periodic SiO2 trenches with varying pitches,
heights, and widths; as a result, we simulated the LA using the same cali-
bration set described in the preceding section as a function of the fluence,
polarization, and structural geometry. Figure 3.8 depicts a schematic of
the structure with the geometry modifications taken into consideration
during the simulation study.

In this section, we discuss the generic behavior of the simulated evo-
lutions, which exhibit qualitatively similar characteristics while exhibit-
ing quantitatively different characteristics in dependence on the laser pa-
rameters, geometry, alloy fraction, and doping level, as illustrated by a
specific case. Among the structure’s distinguishing characteristics is the
time-dependent variation of its temperature field, which reaches its max-
imum at the core of the structure. All of the investigated examples ex-
hibit this modulation as a result of the irradiation, with the center-border
differences depending on the laser strength, polarization, and geometry,
among other factors. Besides transverse electric (TE), transverse magnetic
(TM), and mixed polarization (Θ=45°), we have also studied transverse
magnetic (TM). However, when the polarization is changed, the solu-
tions are relatively comparable, indicating that this is not a key process
parameter for the chosen geometry, as we would expect given the pecu-
liar and highly symmetric nature of the patterning (SiO2 material). It is
the persistence of the antireflective effect in the patterned systems that
is responsible for the temperature modulation. As a result, it is a direct
consequence of the modification of absorbed power. For the 308nm laser
irradiation, we see that the effective λ/4 thickness is close to 50nm, re-
sulting in a maximal reflectivity decrease of more than 45% for a blanket
SiO2+SiGe stack for the SiGe materials under consideration. The temper-
ature modulation has an effect on how the molten phase nucleates in the
SiGe at the center of the SiGe/SiO2 interface nucleates, which results in a
two-dimensional distribution of the alloy fraction and the dopant during
the early stages of the transient melting phenomenon (as shown in Figure
3.9a). There , the Ge fraction is depicted in a snapshot of the simulated
evolution 5ns after the nucleation event for a LA process with fluence of
1.1 J/cm2 and TE polarization in a structur ewith 100nm pitch, 80nm and
30nm oxide thickness and width, and a dopant level of 7.4×1019. In this
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Figure 3.8: The diameters of the pitches, oxide heights, and widths for
the case studies are shown in the schematic of the simulated geometries.
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Figure 3.9: Comparison between Ge alloy fraction (a) and Phase function
(0 and blue indicate liquid regions while 1 and red indicate solid regions)
(b) after 5 ns with respect to the melting nucleation event. The compari-
son shows how the two quantities are linked, since the molten SiGe front
is the main force behind the change in Ge concentration. This is clearer
in (c), which shows a cutline of the phase and Ge concentration after 180
ns of LTA. at 1.1 J/cm2.
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particular instance, the process is quite close to the melting threshold of
1.0 J/cm2.

This flattening of the simulated melt front in these nano-systems is
caused by a capillarity effect inherent in the phase field formulations (as
shown in Figure 3.9b) for the same process and time step previously men-
tioned. Indeed, the curvature dependency of the overheated value results
in differing local normal speeds (also with inverted signs) from one site of
the l-s front to another region of the l-s front, which hinders the growth of
a curved surface (we notice that extremely small curvature radius occurs
easily in nano-systems). After the completion of the regrowth process,
the SiGe redistributed profile is dominated by the segregation effects (see
Figure 3.9c) where the phase function and the SiGe profile are shown
along a central cutline in the latest stage of the melting process for the TE
1.1 J/cm2 fluence case).

Important 2D characteristics in the SiGe alloy profile are only visible
for fluences close to the melting threshold Eth (i.e., Eth+0.1-0.2 J/cm2),
and not for higher fluences. The flattening of the profile, which occurs
with increasing fluence size, makes these characteristics less significant.

Qualitatively similar considerations, as the one discussed for the alloy
fraction, can be reported for the final dopant redistribution (see e.g. Fig-
ure 3.10 for the same process of Figure 3.9). 2D features of the dopant
profile are relevant close to the Eth. Anyhow, the final profile (Figure
3.10) is the result of the complex overall kinetics of the melting front and
some uniform behavior has been simulated (e.g. the oscillations of the
final boron profile in central cutlines). Of course, all these features have
to be verified especially due to the limitation of the continuum method
for such small systems.

We conclude this simulation study with some useful indications of
the process windows for the eventual experimental study. As already
discussed, a fluence close to the melting threshold could produce a mod-
ulated dopant 2D distribution that can be investigated by means of scan-
ning conductivity measurements (SCMs). Therefore, the melting thresh-
old is an important parameter as a guideline of the central point for the
experimental Design of Experiments (DoE). In Figure 15 a simulation
analysis of the Eth as a function of the geometry is presented for the
SiGe layer with X=0.3 alloy fraction and 7.4 1019cm−3 boron density. In



60 CHAPTER 3. SIGE SIMULATIONS

Figure 3.10: Boron concentration profile after 178 ns of LTA at 1.1J/cm2,
starting from a constant profile of 7.4 1025 On the left we have a 2d map of
the concentration and highlighted the cutline whose results can be seen
on the image on the right.
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Figure 3.11: Melting threshold dependence on the trenches geometry for
a SiGe layer with X=0.3 alloy fraction and 7.4 1019cm−3 boron density.
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general, the Eth is smaller with respect to the 1D substrate case studied
previously. As already discussed, this is the result of the anti-reflective
effect. Of course, Eth is in general smaller for the oxide with 50nm thick-
ness (close to the λ/4 value) and it monotonically decreases as the oxide
width increases (the minimum value is obtained for a blanket stack).

The calibrated parameters are then applied to a more sophisticated
construction in a realistic manner. Nanosecond laser annealing in the
melt regime was performed on a 2D structure representative of a scaled
finFET device to demonstrate on a practical example. The structure shape
and dimensions, as shown in Figs. 3.12 a and b, consist of a 2D plane cut
in a 3D device structure along the fin direction. They are the nodes of
a high-performance PMOS finFET device that are currently in advanced
technology.

The gate metal layer stack is made of tungsten (W), with an oxide
(SiO2) hardmask on top and nitride (Si3N4) spacers on the sides, and the
gate oxide is a thin layer of hafnium oxide (HfO2). The channel, exten-
sions, and Source and Drain (S/D) regions are Si0.75Ge0.25, the top of the
S/D area (contact) is Si0.5Ge0.5, and the bottom fin region is Si. Laser an-
nealing occurs immediately after the contact dielectric opening process.
Temperature and phase have a lateral boundary condition that is periodic.
The concentrations of boron (B) dopant in the extension are 1019cm−3,
1020cm−3, and 51021cm−3 in the contact region. Boron diffusion parame-
ters were established approximately identically to those in [59], calibrated
for Si, where anomalous diffusion is well reproduced, and then extended
to Si(1-x)Gex without accounting for alloy fraction dependency.

The laser emits light at 308 nm, with a pulse duration of 160 ns at
full-width at half maximum and an ED of 0.75 J/cm2. For a meaningful
understanding of the process dynamics, a comprehensive 3D structural
simulation would be required. Nonetheless, in the context of this study,
such a 2D geometry allows for a sufficient assessment of trends.

Figure 3.13 displays a typical heat source distribution at the beginning
of surface melting. The majority of the heat source is located on the near
surface absorbing regions (gate, contact, and top of S/D) due to the lim-
ited optical penetration depth in these materials at the laser wavelength
(10 nm for both Tungsten and SiGe). Fig 3.13 b represents the simulated
temperature distribution and shows the maximum temperature obtained
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Figure 3.12: (a) A 3D drawing of the structure of the FinFET device of
interest. b) Simulated two-dimensional structure cut along the direction
of the fin (perpendicular to the gate direction). [57]
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Figure 3.13: (a) Heat source at the time surface melting started. (b)
Highest temperature reached during simulation, superimposed on the
vertical temperature profile in the center of the structure. [57]

in the structure during the experiment. Because of the significantly scaled
size in relation to the thermal diffusion length, the temperature is reason-
ably consistent laterally (1 m). The gradient inside the melting area is also
rather small (0.5 °C/nm), as expected given the liquid layer’s high heat
conductivity. In non-melting SiGe sections, where thermal conductivity
is an order of magnitude lower, the gradient is significantly steeper (up to
3 °C/nm). Such a thermal profile shows that the phase and temperature
dependent local thermal conductivity dominates the thermal dynamics
at first order in such nanometer-scaled devices during sub-s annealing
periods.

Figure 3.14 depicts the distributions of phase (ϕ), temperature (Tmax),
Ge fraction (xGe), and B concentration fields at the surface melt initiation
(t0), maximum melt time (t1), and final time (t2) (heat source). Because of
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Figure 3.14: Snapshots of Phase (top, 1: solid, 0: liquid), B concentration
(center) and Ge fraction (bottom) fields at time of surface melting onset
(left), maximum melt (middle), end of melting (right). (B) Ref. [57]
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the rapid alloy mixing within this narrow molten zone, the early stage of
melting is driven by a melting temperature that interpolates between re-
gions with high Ge content and regions with low Ge concentration. Even
in the first nanoseconds after melting begins, the liquid/solid interface
curvature becomes very minimal (almost flat) (not shown). The minus-
cule curvature is induced by a reduction in interface energy as a result
of the resolution of the associated temperature and phase field equations,
with a flat interface having the least energy. As a result, the energy re-
leased by curvature relaxation is greater than the small quantity of latent
heat-related energy required to melt the lower Ge fraction region.

The evolution of the Ge percentage shows the expected surface seg-
regation described in previous investigations, with a slightly higher con-
centration near the structure’s core due to the aperture’s V shape. A high
Ge fraction can be beneficial for p-type contact formation by lowering
the Schottky barrier height [21], lowering contact resistance. Finally, B
concentration within the molten zone exhibits lateral redistribution, with
anomalous diffusion creating a pile-up near the maximum melt depth.
Under these settings, unwanted B diffusion occurs in the extension and
channel areas, which may result in poor short channel performance.

The first strategy for minimizing such diffusion is to reduce the laser
ED to limit the melting region to the contact zone, which requires careful
laser energy control. Another possibility is to pre-amorphize a shallow
piece of the contact region, increasing the melting temperature differen-
tial between the surface and the rest of the structure. In this case, the
laser condition will need to be fine-tuned again in order to successfully
repair the associated implantation faults.

In this chapter, we discussed the material calibration process for a
totally self-consistent laser annealing simulation model incorporated into
the LIAB TCAD framework. The calibration approach employs extremely
basic structures, including diffusion marker species and uncomplicated
characterization techniques. In addition, an in-situ time-resolved metrol-
ogy system is utilized. We have a solid grasp of the fundamental material
qualities that need to be calibrated, which include the diffusion param-
eters (segregation, diffusion) and the optical properties. The technique
was successfully applied to Ge and Si(1-x)Gex (where x = 0.2, 0.3, and
0.4) and acceptable agreement with experimental data was achieved. As
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an example 2D application case, the laser annealing of an advanced p-
type finFET with SiGe contact areas was modeled. This demonstrated
that process flow optimization and precise control of laser annealing set-
tings are necessary to avoid undesirable melt-mediated diffusion effects.
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Chapter 4
Nanoscale effects on thermal
transport

This chapter concentrates on the original PhD project of implementing
phonon-mediated heat transport model corrections in our software. We
will provide a thorough theoretical foundation that explains our method
and motivations. The heat transpot model is then presented, along with
some basic thermal conductivity analyses that serve as a first validation
stage. When we compare our results from the revised continuum model
with Non Equilibrium Molecular Dynamics (NEMD) simulations done by
our colleagues at Fraunhofer institute, we get a more robust validation.
As with SiGe, the final validation stage involves using the corrected heat
transport model with more complicated structures that are more akin to
an actual device grade model than a toy model.

The release of energy towards a processed sample is probably one
of the most important aspects of material manipulation processes. Tem-
perature control, heating, annealing and quenching are mandatory key-
words of any sample preparation method in the scientific literature. Of-
ten, when standard laboratory practices for macroscopic samples are di-
rectly applied to the manufacturing of nanoscaled systems, they become
critical. If, additionally to the system size, also the process time shrinks
(as in the case of Laser Thermal Annealing (LTA) with nanosecond range
pulses[60]), the critical issues become huge and the accurate process con-
trol requires basic research also supported by reliable modeling. An accu-

69
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rate theoretical approach of heat transport at the nanoscale relies either on
direct solutions of the Boltzmann Transport Equation (BTE) for phonons
[61], or on atomistic simulations in the Molecular Dynamics framework
[62]. These methods are fundamental for achieving a deep understanding
of the energy transport in particular nanosystems, but their application
could be too cumbersome when applied in a thermal process simulation.

Indeed, an advanced simulation of a thermal process (including a laser
process) aims at predicting the modifications of a material presumably in
the presence of complex structures (e.g. with nm wide elements made of
different materials/phases and in thermal contact with meso- and macro-
scopic objects like substrates, supports etc.). Moreover, it is generally a
multi-physics problem where several “fields” [50, 63, 1, 44, 64, 2, 3, 46, 4]
(i.e. electromagnetic field, impurity density, local time-dependent phases,
etc.) self-consistently interact with the temperature field. In this frame-
work, heat transport is usually modeled by means of numerical solu-
tions of the Fourier Law (FL), expressed as a Partial Differential equation
(PDE), by means of the finite element method (FEM) or similar numerical
schemes, when suitable space-time dependent heat sources and boundary
conditions are defined.

Such approach shows strong limitations for nanoscale systems with
complex boundaries and material specifications, where e.g. the regime of
transport for phonons can change from diffusive to ballistic. As a conse-
quence, an appealing improvement of the heat transport model for struc-
tures with component sizes comparable to their intrinsic phonon mean-
free paths should maintain this continuum description in order to allow
for a direct integration in process simulators while introducing a proper
formulation for the corrections due to the phonons’ dynamics. Advance-
ments in this sense appear in the recent literature [65, 66], where the im-
portant general conclusion is that corrections due to the finite size of the
system are based on Fourier law-like PDEs (where the thermal conductiv-
ity is the only material-dependent parameter in the bulk), whilst bound-
ary conditions (BCs) of the corrections have to be significantly modified
in order to consider the transport of phonons.

For the sake of consistency, we report the foundations of our work
based on this article from 2017 [65]
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4.1 Basic formulation

This work builds on Peraud and Hadjiconstantinou’s article [66], in which
they demonstrated that the zeroth order solution is the classic Fourier’s
law solution with fixed temperatures at the boundaries, whereas the first-
and second-order solutions involve temperature jumps at the boundaries.
Their study establishes that, up to second order, the thermal conductivity
in the bulk is identical to the unmodified bulk conductivity regardless
of the structure’s size. They emphasize that incorporating an effective
thermal conductivity into compact structures is not necessary, as thermal
transmission is reduced due to temperature jump boundary conditions,
not thermal conductivity. They reached the same results in the work
that we analyzed and used as a foundation. The primary distinction
is that Peraud and Hadjiconstantinou asymptotically expand the entire
BTE while concentrating on the small Knudsen number regime. In con-
trast, the proposed study begins with the McKelvey–Shockley equations
and then demonstrates that these equations lead directly to Fourier’s law
and that temperature jump boundary conditions develop naturally when
physically correct boundary conditions are used for the BTE.

Additionally, Peraud and Hadjiconstantinou enhanced their model by
incorporating kinetic boundary layer functions to account for non-linear
temperature profiles near the boundaries. In this model, we ignore these
border layers and apply Fourier’s rule to the entire region enclosed by
the contacts. Our solution is less precise for moderate Knudsen num-
ber(a dimensionless number calculated as the molecular mean free path
length divided by a relevant physical length scale) values, but it is exact
in the diffusive and ballistic limits. The primary conclusion of this work
is consistent with that of Peraud and Hadjiconstantinou—that one should
use the unmodified Fourier’s law inside a nanostructure but modify the
border conditions to a jump type boundary condition.

We begin with the steady-state flux equations as written by Shockley
19,20
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where F+
Q (x) is the forward-directed heat flux, F−

Q (x)is the negative-
directed heat flux, and λ is the mean-free-path for backscattering. The
term, S, is a heat generation term assumed to be spatially uniform. The
mean-free-path for backscattering is related to the conventional mean-
free-path, Λ = vsτ20,21

λ =
4
3

Λ (4.3)

Temperatures can be associated with the forward and revers fluxes12

F+
Q = v+x

CV

2
T+ (4.4)

F−
Q = v+x

CV

2
T− (4.5)

where v+x = vs/2is the average +x-directed velocity, CV is the specific
heat per unit volume, and vs is the sound velocity. T+ and T− should
be understood to be temperatures relative to a background temperature,
T0.12 Small deviations in temperature are assumed so that the specific
heat can be treated as a constant. Our use of two different temperatures
for the forward and reverse streams has been discussed in Ref. [67] and
is analogous to how the electrochemical potential has been defined at
the nanoscale[68]. As discussed in Ref. [67], the forward and reverse
halves of the distribution are assumed to be near-equilibrium distribu-
tions characterized by two different temperatures. Although each half is
a near-equilibrium distribution, the overall distribution can be very far
from equilibrium as the ballistic limit is approached. Local thermody-
namic equilibrium, which would characterize the distribution with a sin-
gle temperature, is not assumed. Finally, we note that the flux equations
can be derived from the Boltzmann transport equation. They can be re-
garded as a type of differential approximation to the equation of phonon
radiative transport (EPRT) in which we integrate separately over the for-
ward and reverse directions rather than over all directions. By adding
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and subtracting Eqs. 4.1 and 4.2, we find

dFQ

dx
= S (4.6)

FQ = −kbulk
dT
dx

(4.7)

where
FQ(x) = F+

Q (x)− F−
Q (x) (4.8)

is the net heat flux,

kbulk =
v+x λ

2
CV =

1
3

vsΛCV (4.9)

is the thermal conductivity, and

T = (T+ + T−)/2 (4.10)

is the average temperature of the forward and reverse heat fluxes. Equa-
tions4.6 and 4.7 lead to a steady-state heat diffusion equation,

d2T
dx2 =

S
kbulk

(4.11)

that is mathematically identical to equations 4.1 and 4.2 and since they
applies from the ballistic to diffusive limits. Accordingly, Eq. 4.11 also
applies from the ballistic to diffusive limits. The thermal conductivity,
kbulk , is not size dependent (unless we bring in surface roughness scat-
tering). The fact that Fourier’s law and the heat diffusionequation can
be used from the diffusive to ballistic limits with the bulk thermal con-
ductivity has been discussed in Ref. [67]. We must, however, be careful
about the boundary conditions when using 4.11[67] . We shall see that a
size dependent “apparent thermal conductivity” results when the proper
boundary conditions are used. Peraud and Hadjiconstantinou reached
the same conclusion[66]. The boundary conditions for the phonon BTE
are the incident heat fluxes from the two contacts. (Ideal black body con-
tacts are assumed.) The temperatures at the two ends of the film are a
result of the calculation and can only be imposed in the diffusive limit.
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As shown in Ref. [67], when the correct boundary conditions are used,
temperature jumps can occur—even for ideal contacts. The temperatures
at the two contacts can be written as

T(0+) = TL − ∆T(0) (4.12)

T(L−
x ) = TR − ∆T(Lx) (4.13)

where TL is the temperature of the left contact and TR is the temperature
of the right contact. The temperature jumps can be shown to be the prod-
uct of the net heat flux and one-half of the ballistic thermal resistance12

∆T(0) = FQ(0)
RB A

2
(4.14)

is the net heat flux,

∆T(L) = FQ(L)
RB A

2
(4.15)

where A is the cross-sectional area and

RB A =
2

Cvv+x
(4.16)

is the ballistic thermal resistance. Note that RB is a fundamental thermal
boundary resistance for the assumed ideal, reflectionless (black) contacts.
Real contacts would have additional interface resistance.

4.2 Heat transport model

Starting from th interesting results of the previous section, we have inte-
grated phonon transport corrections to our existing simulation tool LIAB
, in order to reproduce experimental data and predict the behavior of
various material structures upon thermal annealing, including laser an-
nealing. Our continuum modelling is thus integrated in a FEM frame-
work and the corrections allow for achieving a calibrated method able
to simulate thermal processes from the diffusive to the ballistic regime
of phonon dynamics. Within this approach, we have simulated different
cases where heating is induced by conventional and laser annealing in
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various complex bi- and tri-dimensional (2D and 3D) structures. Results
are in excellent agreement with the experiments and demonstrate that a
continuous treatment of thermal transport is possible in complex nano-
sized systems in thermal contact with macroscopic objects. Here there are
a brief recap of the previous conclusions as well our way to implement
them in our tool.

The Fourier Law can be expressed as:

F⃗Q = −k∇T (4.17)

where FQ is the net heat flux, k is the thermal conductivity and T is the
temperature. Eq. 4.17 is ubiquitously applied for the study of heat dif-
fusion problems and it can be formally derived from the BTE, for local
phonon distributions close to the thermodynamic equilibrium, assuming
the continuum limit and the diffusive regime [69]. Recently [66] a sys-
tematic expansion in terms of continuum quasi-thermal fields has been
derived, indicating that FL is the correct zero-order approximation for the
phononic BTE in the (diffusive) limit of a small Knudsen number ⟨Kn⟩.
We notice that ⟨Kn⟩ is a dimensionless number defined as the ratio be-
tween the average phonons’ mean free path and the representative length
of the system in study. In the diffusive approximation the same derivation
[66] demonstrates that the usual:

1. Dirichelet: T = T0

2. Neunmann: ∇T = 0

3. Continuity −k1∇T1|Γ = −k2∇T2|Γ and T1|Γ = T2|Γ = T

relations are the correct boundary conditions respectively for: 1) The ther-
mostat at T0 temperature; 2) The diffusely specular wall; 3) The interface Γ
between two materials 1 and 2 with thermal conductivities k1 and k2. The
analysis of high order corrections in ⟨Kn⟩ shows that these are ruled by
FL-type equations in the bulk (all ruled by the bulk conductivity), whilst
boundary conditions have to be modified with jump-type BCs for the
temperature [66]. Interesting analytic results in simple one-dimensional
systems [65] show that by using the FL and suitable jump BCs, we can
obtain exact solutions in the diffusive ⟨Kn⟩ << 1 and ballistic ⟨Kn⟩ >> 1
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limit, while the solutions deviate only a few percent points with respect
to the BTE solution in the intermediate ⟨Kn⟩ ∼ 1 region. If we consider a
system in contact with a thermostat at a T0 temperature, the jump bound-
ary conditions can be written as:

n̂ · F⃗Q = kbulkλ−1(T − T0) (4.18)

Where F⃗Q = F⃗
+
Q − F⃗

−
Q is the combined phonon flux coming from the left

and right size of the junction between the nano-system and the thermo-
stat, kbulk is the bulk thermal conductivity of the material and λ is the
average phonon scattering length, which can be related to known and
measurable material properties as

λ(T) = 4kbulk(T)/C(T)vs(T) (4.19)

where vs(T) is the sound velocity and C(T) is the thermal capacitance,
which is also used in the time dependent bulk equation for the T field

C(T)
∂T
∂t

= ∇ · [kbulk(T)∇T] + S(t) (4.20)

with S(t) the eventual time dependent internal source. Eq. 4.20 is numer-
ically solved in the simulation results of sec. 4.5.

We note that the interpolating boundary correction Eq. 4.19 derives
from a multiple-temperature approach to the local non-equilibrium, due
to ballistic effects. T is the average temperature [65] and the multiple
temperature collapses to a single T in the diffusive limit. If the system is
significantly smaller than λ (ballistic limit, ⟨Kn⟩ << 1) the corrected BCs
in Eq. 4.18 impose that the phonon modes which are in thermal equi-
librium with the thermostat at T0 and at the interface do not thermalize
with inner phonon modes: i.e. they reproduce correctly the behaviour in
the ballistic regime (details are discussed in Ref. [65]).

Extending this derivation with arguments coming from the Chapman-
Enskog like expansion of Ref. [66], we have to consider again the jump
solutions at different temperatures T1 and T2 at the interface between two
regions made of different materials. Consistently to the interpolating cor-
rection at the thermostat surface (Eq. 4.18), the discontinuous solutions
at the material’s boundary Γ are:

−k1
bulk∇T1 = Π̂(T1|+Γ n̂1 + T2|−Γ n̂2) (4.21)
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Where n̂1 = −n̂2 are the local outward normal unit vectors to the two
sides of the boundary and Π̂ = (k1

bulkλ−1
1 + k2

bulkλ−1
2 )|Γ is the local phonon

scattering functional. Moreover, the energy conservation condition at the
boundary has to be imposed as [66]:

−k1
bulk∇T1|Γ = −k2

bulk∇T2|Γ (4.22)

Eq. 4.22 acts as a closure of the model at the interface location. We note
that an external boundary simulating a virtual interface with the same
material is still ruled by the Neunmann relation ∇T = 0. In the following
we will discuss the impact of the thermal mode equations introduced
here (Eqs. 4.18-4.22), by comparing corrected and standard solutions (i.e.
solutions with strictly diffusive BCs) in the heating processes of 2D and
3D systems.

4.3 Effective conductivity analysis

Figure 4.1: : (a) Cross section of a heated Si nanowire with a diame-
ter of 56 nm: standard (left) and corrected (right) solutions. (b) Stan-
dard and corrected T values along the nanowire diameter line shown
in (a). In the Finite Element Methods used to solve the heat equation,
the correction is implemented as a jump-like (i.e., Robin-type) boundary
condition. Due to the nanoscale of the system, the discontinuity at the
device/thermostat interface reproduces the incomplete thermalization of
the internal phonon modes.
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We start our analysis with Si nanowires (NWs) having their equilibrium
shape [70] (i.e. an almost regular polygon with 12 edges) and different
diameters. These are in contact with one or two thermostat(s) along one
or two perimeter edge(s), while internally heated by a uniform source.
The effective phonon scattering length λ is the only physical quantity of
the model which, in all the results presented in this paper, has been cal-
ibrated using the experimental values of kbulk(T), C(T) and vs(T) which
can also depend on T.

In Fig. 4.1(a) we report a cross section, perpendicular to the Si NW
axis, of the thermal field obtained for the standard Dirichelet BC(s) (left
side) and the corrected BC(s) expression (right side) for the edge(s) in
contact with the thermostat. The temperature obtained in the two cases
along the NW diameter connecting the center of the thermostat edge and
the opposite edge is shown in Fig. 4.1(b). For the thermal calibration of
Si we used values deriving from Ref. [37] whilst the sound of speed was
set to vs = 6400m/s [72]. In the simulations of single Si NWs (Fig. 4.2)
the internal source is tuned in order to obtain an increase of the order
of ∼ 1K for the internal temperature with respect to the thermostat. The
difference between the standard and the corrected solution is relevant for
this structure and it tends to enlarge(decrease) for smaller(larger) NWs
(see also section S1 of the supplementary material).

Si NWs are reference systems for the study of phononic energy trans-
port and they have been subjected to extensive experimental analyses.
The interest on Si NWs has been intensified from the apparent scaling of
the thermal conductivity with the diameter of the NW and several papers
reported these evidences. As a consequence, our model predictions could
in principle be compared also with the experimental results. As a matter
of fact, measurements are based on the “FL equivalent” behavior of the
system: they are dependent on the uniform heat source and they have to
be correctly interpreted in terms of the real microscopical behavior.

A direct method to compare the experimental [71] and theoretical re-
sults uses the apparent conductivity kapp concept [65]. kapp is a geometry
dependent parameter which describes a thermal field distribution T ob-
tained in real and numerical experiments, assuming that the constitutive
equation of T is the standard FL. As a consequence kapp ≃ kbulk in large
systems while in the nanoscale its geometrical dependence includes also
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Figure 4.2: a) Evaluation of the apparent thermal conductivity for Si NWs
with one and two thermal contacts and different sizes: 10nm (green lines),
100nm (blu lines), 1000nm (red lines). Bulk Si thermal conductivity is
shown as a black line. b) Comparison of simulated (filled grey markers,
plain line for one contact, dotted for two contacts) and observed (empty
markers) thermal conductivity for Si NWs with different sizes: 22 nm
(red lines), 37 nm (purple lines), 56 nm (blue lines), 115 nm (green lines).
Bulk Si thermal conductivity is shown as a black line. Experimental data
extracted from ref. [71]
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the real or virtual realization of the thermal contacts with the environ-
ment (e.g. the experimental apparatus). Following Ref. [65] we have
calculated kapp with the results of our NW simulations as

kapp(T) = kbulk(T)
⟨Tstandard − T0⟩
⟨Tcorrected − T0⟩

(4.23)

where Tcorrect and Tstandard are the corrected and diffusive temperature
fields evaluated numerically, the symbol T0 is the thermostat temperature
while ⟨⟩ indicates the average of the field expression over the space region
occupied by the structures. The approximate estimates of kapp have been
compared in Ref. [65] with direct Monte Carlo solutions of the Boltzmann
transport for the thin film geometry. The discrepancies between the two
methods are globally below 6% and tend to zero in the ballistic and diffu-
sive limits. Similar deviance could be expected if the continuum method
is compared to accurate predictions based on the phonon mean free path
sampling approach of Ref.[73].

In figure 4.2 (a) the apparent conductivity kapp(T), evaluated in a
broad temperature range for Si NWs of different sizes and in the cases of
the two types of thermal contacts, are compared with the kbulk(T) of bulk
Si. We notice that the investigated temperature range starts at 200K since
at lower temperatures the phonon quantization makes our continuum
analysis unfeasible. kapp(T) is close to the bulk value for meso-structures
in the µm range, while there is an important average reduction of kapp(T)
and a strong geometric effect for sizes of the order of ∼ 100nm and below.
Consistently, we note that the quantitative value kapp(T) significantly de-
pends on the contact realization procedure at the nanoscale, while this
dependence is less important at the mesoscale.

Our theoretical estimates of kapp(T) can be compared with experi-
mental measurements of the thermal conductivity, since any procedure
of conductivity measurement implicitly uses the FL for the data analysis
(i.e. we could reliably assume that experiments measure the apparent
conductivity kapp(T) of the nanosystem in a given configuration of the
contacts). These comparisons are shown in Fig. 4.2 (b), where experimen-
tal data (empty symbols) are extracted by the data discussed in Ref. [74]
while the numerical evaluations of kapp(T) are plotted for single (solid
lines) and double (dashes) contacts. Considering the numerous effects
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Figure 4.3: (a) CAD model and mesh of a Ge Telescopic NW on a Si
substrate; the colors denote the various elements utilized to construct the
CAD geometry. (b) The heat source distribution mapped on the FEM-
calculated structure mesh. The arrow denotes corresponding locations in
panels (a) and (b). (c) Comparison of thermal profiles obtained after 5 ns
of simulated LTA using standard and corrected BCs.
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that can impact this analysis (e.g. the heat sources and the realization
of the thermal contacts, the difference between real and ideal NW edges,
the uniformity of the size along the NW axis, etc.), the agreement be-
tween calculations and measurements is noteworthy. Finally, we notice
that the differences in the calculations of kapp(T) for the single and dou-
ble contacts and fixed size should have a counterpart in the experimental
measurements, if the same nano-system is studied with different mea-
surement techniques or procedures.

4.4 Model Validation with non equilibrium molec-
ular dynamics

The first validatation of our continuum model is a comparison of our
results with Non-Equilibrium Molecular Dynamics (NEMD) calculations
performed in LAMMPS, by considering axial heat transfer along Si nanowires
heated uniformly with 15 eV/ps through end lids coated by amorphous
SiO2 layers. This structure design provides conditions for axial heat trans-
fer including heat transport through the Si/SiO2 interface. The simula-
tions were performed using Tersoff potentials. The atomic structure of
the amorphous silicon dioxide material was simulated by heating of crys-
talline SiO2 above the melting point, followed by a quench. Periodic
boundary conditions were set at the boundaries of the MD simulation
box. Unfortunately, such a set-up was difficult to reproduce in contin-
uum approaches. To bridge MD to continuum simulations, Langevin
thermostats were applied in the outermost 4 Å of the SiO2 boundary re-
gions to match the Dirichlet boundary conditions used in the continuum
approach. In the continuum model taking into consideration phonon
transport corrections, separate temperature fields (e.g. T1 and T2) in the
material bulk regions are ruled by a Fourier law-like heat equation with
the bulk conductivity values (e.g. k1 and k2). Standard continuity condi-
tions (T1=T2) at the interface between different materials are replaced by
jump conditions mentioned above.
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Figure 4.4: (a) Atomistic scheme of a cylindrical Si nanowire end-coated
with SiO2. (b) Temperature distribution along the axis of the cylindrical Si
nanowire end-coated with SiO2 (see the upper part of the figure) obtained
with molecular dynamics within the canonical ensemble (using Langevin
thermostats). The lowest temperatures in the thermostat-controlled re-
gions are 187, 175, and 153 K for the a-SiO2 layers with thicknesses of 1,
2, and 3 nm, respectively.(c) Continuum representation of a cylindrical Si
nanowire end-coated with SiO2. (d) Temperature distribution along the
axis of cylindrical Si nanowires with 1-, 2-, and 3-nm-thick amorphous
SiO2 layers on the nanowire tips (upper) obtained within the continuum
model.In this case λSi = 59.6 nm and λSiO2 = 30.2 nm

Results shown in Figure 4.4 show a good quantitative agreement be-
tween the MD results and the corrected continuum solutions, particu-
larly with respect to the maximum temperature value reached within the
nanowire, as well as with the change of the slope of the thermal conduc-
tivity and the interface between the two materials. The used values of the
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average phonon scattering lengths are calibration parameters (see Figure
4.4 caption) which agree with the expression in eq. 4.19 when the other
quantities are estimated with the same MD scheme. Some variations per-
sist at the edges of the nanowire due to the smooth, non-ideal, interface
between Si and SiO2 in the MD simulations, which could require fur-
ther modeling in the continuum model. Overall, the corrected continuum
approach is able to capture most qualitative aspects of the thermal con-
ductivity and appears to be a viable solution with low computational cost
for the heat transport in nanostructures.

4.5 Simulations of complex systems

After the integration of the corrected boundary conditions in the compu-
tational code of LA, we can simulate the full LA process. As an example,
we have investigated the laser thermal treatment of a 56 nm wide infinite
Ge nanowire on a Si substrate. The presence in the device structures of
an interface between crystalline and amorphous materials needs a proper
"ad-hoc" calibration for the interface boundary expression since the av-
erage phonon scattering length cannot be properly estimated by means
of material properties in the amorphous phase. A ubiquitous example
is an interface between the structure and the air. In the modeling of the
process we introduced a scattering length λair to represent the air side of
the interface between the studied system and the air portion itself. Figure
4.5(a) shows the heat source distribution deriving from the absorption
of a laser pulse of ≈ 160 ns width and wavelength of 308 nm after 5 ns
heating for a value of the scattering length of λair = 3 nm. Using this
computed source distribution we simulated the heating using corrected
and standard boundary conditions. Further analysis of corrected versus
standard solutions can be seen in Figure 4.5(b), where the effect of heat
confinement is more evident. We notice that the setting of the interface
parameters for the crystal-amorphous boundary is a critical issue of the
method and deserves further studies also with the aid of MD simulations.

Another demonstration of the reliability of the approach based on
jump solutions for the heat transport equation opens perspectives for
its application in the simulation of the annealing process of complex
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Figure 4.5: (a) Source distribution after 5 ns heating with air = 3 nm. (b)
Comparison between the results of the pulsed LA heating process after
30 ns from pulse starting instant with air = 3 nm without (left) and with
(right) the corrections.
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nanosystems. However, whilst the formal extension of the method is
rather straightforward, its numerical implementation is more difficult
due to the possible presence of solution discontinuities at the bound-
aries of the material. We have implemented the discontinuous Galerkin
FEM approach in the time-dependent LIAB solver (see supplementary
material S2) in order to numerically address this issue. In the follow-
ing, we present some examples of laser annealing process simulations in
complex nanosystems where the conventional and corrected solutions are
compared.

The first system (see figure 4.3 (a) where the used computational mesh
is shown) is composed by a Ge telescopic NW (10 nm + 15 nm diame-
ters) immersed in air and deposited over a Si substrate. In this geome-
try a thermal contact forms between the substrate and the larger portion
of the telescopic NW. The used value of the speed of sound in Ge is
vs = 5400m/s[75], while the interface with the air is ruled by an effective
value of λair = 3nm (see also supplementary materials for a discussion
on the effect of this parameter). The calibration of the thermal parame-
ters for Ge is that reported in Ref. [74] (being also the default calibration
in LIAB). LIAB implements a self-consistent solution of laser annealing,
where the heat source (see Fig. 4.3 (b) for the source distribution of a
transverse electric incident wave) is evaluated by means of the solution
of the Maxwell equations in the time-harmonic approximation, once the
temperature field is known [37]. In our simulation, we use the same laser
pulse setting (wave length 308 nm, pulse width ∼ 160 ns, see section S3
of the supplementary material) of Ref.[37] and a fixed energy density of
0.4J/cm2.

The solutions (corrected and standard) of the thermal field distribu-
tion along the NW axis obtained after 5 ns of simulated annealing are
shown in Fig. 4.3 (b). The different temperatures (blue lines) obtained
in the two sides of the junction when the standard FL rules the trans-
port are due to a combined effect of different sizes and the differently
absorbed heat. However, the solution is obviously smooth along the NW
junction axis. A completely different heat distribution is calculated for the
corrected solution. Apart from the different average values of the temper-
ature that are caused by overall reduced heat dissipation when phononic
corrections are included at the nanoscale (confirmed by the previous anal-
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ysis of the apparent conductivity), we can also observe an abrupt change
of the temperature at the junction of the telescopic NW. We note that no
contact resistance correction has been added in the heat transport model
at the junction position, since the junction is not a material boundary,
and this jump is caused only by the different types of BCs, considering
a finite scattering length for the phonons at the material interfaces (the
larger NW only forms a thermal contact with the Si substrate).

LTA has a great application potential for microelectronics and, as a
consequence, we have tested our method considering the complex struc-
ture of a FIN-shaped field effect transistor (FINFET). The simulation of
the LTA process with the FL of heat diffusion for a Si FIN partially
embedded in a SiO2 layer and a tungsten (W) gate (see 4.6 (a) ), has
been extensively discussed in ref. [37]. The used mesh is shown in
figure 4.6 (a) while the heat source distribution evaluated with the cor-
rected model after 5 ns is shown in figure 4.6 (b) (laser energy density of
0.4J/cm2). For the phononic correction parameter we used vs = 5600 [76]
and vs = 5200m/s [75] in the SiO2 and W regions, respectively. A com-
parison between the temperature field obtained with both the FL and the
corrected model along a symmetric axis passing trough the FIN center
demonstrates that corrections are necessary for an accurate simulation,
although the differences are not so strong as in the telescopic NW case.
As discussed previously, the modified geometric constrains can explain
this reduced difference of the FL and corrected solutions: (a) the area of
the cross-section for the two nano-systems is different (100/165 nm2 for
the NWs, ∼ 1000 nm2 for the FIN, (b) the boundary with the substrate is
made of the same material for the FIN, while of two different materials
for the telescopic NW, and (c) only one side of the telescopic NW is in
contact with the substrate, while the full FIN is in contact with its own
substrate.

Our research shows that integrating phononic corrections into contin-
uum heat transport models is a feasible technique for accurately simu-
lating nanosystem heating processes. The technique replaces "ad hoc"
geometric calibrations (such as size- and shape-dependent kapp(T) in
the FL) with a more robust and universally applicable "material" cali-
bration from experiment or theory. We studied the influence of a first-
order phononic correction on 2D and 3D heating models. This adjust-
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Figure 4.6: (a) CAD model and mesh of a Si-gated FinFET structure.
: The colors differentiate the many elements required to construct the
CAD geometry. (b) Heat source distribution mapped in the structure
mesh used for FEM calculations. The arrow indicates equivalent regions
in the panels (a) and (b). (c) Comparison of thermal profiles obtained
after 5 ns of simulated LTA using standard and corrected BCs.
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ment interpolates between diffusive and ballistic heat transfer by using
the average phonon scattering length as the supplementary calibration
parameter. Our numerical method yields positive results: adjustments
are important at the nanoscale, and the solutions can restore the exper-
imental environment. The current approach contains flaws due to the
approximation of phononic energy transmission as a single scalar aver-
age field and the formulation of a single phonon scattering length. When
working with anisotropic materials, where heat conductivity is governed
by a large number of phonon modes, or amorphous or disordered sys-
tems, it may be necessary to generalize. Anisotropic materials use the
tensor Fourier law. The current deduction involves a formalization of
boundary relations. We implicitly assume that each phonon mode has
the same average relaxation time. When the relaxation term is incor-
porated for frequency and polarization, the problem becomes BTE. The
qualitative framework of the current (approximate) derivation may nev-
ertheless be useful for disordered or amorphous materials or when heat
transfer is unrelated to sound travel. [Cite] In this case, cannot be appro-
priately linked to the material’s attributes; it’s an ad hoc model parameter
that must be well-fitted. Extra changes to bulk constitutive equations are
possible, especially when atomically thin low-dimensional materials are
considered. NEMD simulation was utilized to validate this method. This
set-up may be used in molecular dynamics and continuum simulations to
examine the thermal properties of nanoscaled silicon nanowires. With its
help, empirical TCAD continuum models for nanoscaled electron devices
may be built and calibrated. These models simulate nanoscaled electron
devices.
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Chapter 5
Simulations with complex
dynamics: 2D explosive
crystallization

The goal of this brief chapter is to demonstrate the initial effort put into
stabilizing the algorithm with ultrafast phenomena such as Explosive
Crystallization. In the first section, we explain what explosive crystalliza-
tion is and what potential applications it has in today’s industry, followed
by a 1D simulation and then a 2D simulation that demonstrate our efforts
to stabilize the code in several dimensions. However, as previously indi-
cated, the work was placed on hold in favor of other tasks, but I’d like
to share it as a starting point for future development of a completely 3d
explosive workflow.

Explosive crystallization is a phenomenon that can occur during laser
annealing, in which the material being heated rapidly transforms from an
amorphous state into a crystalline state. This transformation can cause
the material to expand violently, resulting in damage to the surrounding
area. EC was first observed in the early 1970s during experiments on
laser annealing of amorphous silicon. Since then, it has been observed
in a variety of other materials, including germanium, silicon-germanium
alloys, and chalcogenide glasses. While EC can be detrimental to the
device being fabricated, it can also be exploited for certain applications.

91
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For example, EC can be used to create nanoscale features or to modify
the properties of a material.

EC is thought to occur when the rate of heating is high enough that
the atoms in the material do not have time to rearrange themselves into
a crystalline structure. Instead, they remain in an amorphous state until
the temperature gets high enough that they suddenly transform into a
crystal. This transformation can cause the material to expand rapidly,
resulting in damage to the surrounding area. EC has been observed in
a variety of materials, including germanium, silicon-germanium alloys,
and chalcogenide glasses. While EC can be detrimental to the device
being fabricated, it can also be exploited for certain applications. For
example, EC can be used to create nanoscale features or to modify the
properties of a material.

In the field of device technology, annealing techniques for amorphous
materials are rather common, and in the vast majority of cases, the crystal
phase is regained at the end of the operation. In the case of LA applica-
tion, the procedure can readily deal with Explosive crystallization (EC)
is a known mechanism in covalent elemental semiconductors (Si and Ge)
and is characterized by a significantly greater (negative) latent heat for
the liquid to crystal phase transition compared to the one (positive) for
the amorphous to liquid phase transition (see, for example, Ref. [77] and
references therein). Because the thermodynamic parameters of the three
concurrent phases are out of balance, the model must recover the explo-
sive kinetics of the process

Computer simulations of explosive crystallization are an essential tool
for researchers studying this phenomenon. By modeling the behavior
of materials under extreme conditions, scientists can gain a better un-
derstanding of how the phenomenon works and how to improve them.
Additionally, computer simulations can help researchers design new ma-
terials that are less likely to experience explosive crystallization.

As computer technology continues to evolve, so too will the capabili-
ties of explosive crystallization simulations. With each new generation of
computers, scientists will be able to model the behavior of materials with
greater accuracy and detail. Additionally, new simulation techniques and
software programs will be developed that will allow researchers to inves-
tigate a wider range of materials and conditions. As computer simula-
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tions become more sophisticated, they will continue to play a vital role in
the study of explosive crystallization.

The quantitative modeling of the EC phenomenon should allow the
computation of the contemporary kinetics of the crystal-liquid and liquid-
amorphous front on the basis of the thermodynamic parameters of the
substance in study. In ref. [74] the authors propose a new method for the
tracking of the interface. The proposed formalism is a natural extension
of the original phase field one and ensures an efficient computational
way to solve a multiple phase problem. The new formulation exploits
three local minima of the potential energy density at −1, 0, 1 (despite the
two minima of the phase field Wheeler’s formulation [1] discussed in the
previous section) that represent, respectively, the amorphous, liquid and
crystal phase. All the physical parameters (including the ones ruling the
dopant evolution) in this approach must interpolate the calibrated values
in the three phases. Here we report an example of one of the parameters
of the model that clearly depends on temperature and phase

K (ϕ, T) = θ (ϕ)Kc (T) + [1 − θ (ϕ)]Ka (T) + Kl (T) [1 − |ϕ|] (5.1)

where θ (ϕ) is the Heaviside step function while the c, a, l subscripts
indicate crystal, amorphous and liquid phases respectively.

An example of the solution of this three-phase model is reported in
Fig. 5.1. The simulation refers to LA processes in samples with an 3̃5
nm amorphous layer of Ge (α-Ge) laying on crystalline Ge (c-Ge). The
amorphous layer is formed by Phosphours implantation at the energy of
15 keV up to the dose of 1 × 1015 cm−2.

The initial phase variable (see Fig. 5.1 )matches the initial phase dis-
tribution: The top layer of 35 nm is in the amorphous phase, with value
ϕ = −1 of the phase variable, upon a crystalline bulk up to 50 µm (the
substrate thickness) with a value of 1 of ϕ. The initial temperature of
the sample is set at the value of 300 K in the whole simulation box. The
as-implanted P SIMS profile is also shown in Fig. 5.1 and is used for the
initialization of the impurity density field in the LA simulations.

Fig. 5.1 shows snapshots of phase, temperature and dopant fields
obtained in the simulation of LA at a fluence of 1.2 J/cm2 for different
times. The red curves with asterisks represent the temperature (scale on
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the left side), the black curves with circle represent the phase (only 3 steps
but no scale, the lower one is the amorphous, the liquid is in the middle
and the upper one is the crystal phase); the blue curves with the rhombus
represent the Phosporous distribution and the scale is on the right side.
The upper right part of the figures shows the melting temperature of the
amorphous phase (magenta line with squares) and the crystalline phase
(green line with triangles). In Fig. 5.1 (a) the blue curve represents the
as-implanted P SIMS profile.

Fig. 5.1 (a) shows the simulation results after t= 155 ns before the
occurrence of the EC nucleation event, where it is possible to see the
initial melting of the amorphous film on the surface. There is the liquid
phase on the left side (ϕ = 0), the amorphous one in the middle (ϕ = −1)
and the crystalline in the bulk (ϕ = 1). The temperature exhibits the
typical diffuse decay in the bulk and a plateau (at temperatures slightly
larger than the melting point of α-Ge) close to the surface due to both the
latent heat absorption and the presence of the liquid phase with its high
thermal conductivity.
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Figure 5.1: Multiple simulation snapshots taken at different times for the
1.2 J/cm2 fluence case. The scale on the left is for temperature values
(red solid line and asterisks), the scale on the right is for dopant density
(blue solid line and rhombus), and a text description is provided for the
phase (black solid line), which represents the three principal values of the
phase field function. ϕ : −1, 0, and 1 corresponding to the amorphous,
liquid, and crystalline phases, respectively. Indicated as well are the melt-
ing temperatures of the amorphous (magenta segment and squares) and
crystalline phases (green segment and triangles). (a) Snapshot of the sim-
ulation at t = 155 ns (before the EC event). (b) Snapshot of the simulation
at t = 156 ns (EC event). (c) Snapshot of the simulation at t = 210 ns (sec-
ondary melting). (d) Snapshot of the simulation at t = 500 ns (final state)
[74]. From S. Lombardo et al. J. Appl. Phys. 123, 105105 (2018);

Fig. 5.1 (b) shows the simulation results after t= 156 ns during the EC
event. In this situation the liquid phase is in an under-cooled and unsta-
ble state which then solidifies in the crystalline phase. The solidification
releases the latent heat that heats up locally the sample (consider that the
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solidification of the crystalline phase takes place at a higher temperature
than the amorphous one). The heat released tends to melt the amorphous
part and therefore the liquid/amorphous front moves to the bulk and is
followed by the crystalline/amorphous front. From left to right the black
curve (the phase) starts with value 1, i.e. the crystal phase, then it drops
to 0, which is the cushion of the liquid phase (this layer is about 15 nm
thick) and after the liquid layer the value -1 is reached for the remaining
part of the amorphous phase. The last part of the phase function is the
original crystalline bulk (ϕ = 1).

The red curve represents the temperature of the specimen in this stage
and it shows (from left to right): a significant higher value with respect
to the melting point of α-Ge due to the solidification on the surface (i.e.
the heat is released); a descending value in the liquid layer; a lower value
close to the liquid amorphous/interface (where heat is absorbed) and
beyond the amorphous/crystal interface due to the typical diffusion de-
cay. The primary front activated by the EC consumes the amorphous
film which is replaced by a nano-crystalline one at the end of the EC
phenomenon after a very short time interval (ECtime ∼ 1 ns).

The simulated evolution at t=210 is reproduced in Fig. 5.1 (c)). A
secondary (two-phase) front starts to evolve as soon as the (poly)crystal
surface reaches the c-Ge melting point and, for the particular irradiation
conditions here considered, it reaches a melt depth beyond the original
A/C interface.

Depending on the fluence values considered, different scenarios are
possible, which we do not report here, but which can be found in full in
ref. [74]. In this case, after the EC there is the re-melting of the newly
formed crystalline layer, well beyond the initial amorphous crystalline
interface.

Figure 5.1 (d) shows the simulation at t=500 ns when the evolution of
the phase and dopant fields is practically quenched. Here the sample is
fully crystalline (ϕ = 1). The temperature, the red curve in the figure,
shows a rather uniform value in the region of interest and it continues to
decrease with time recovering the 300 K value after few tens of µs. One
of the most notable achievements of the collaboration with LASSE was
the development of a stabilization algorithm for 1D explosive crystalliza-
tion, which was later expanded to include 2D and 3D crystallization. The
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method is fairly similar to the one used for the implementation of the
simple phase field, with the exception that we must deal with a double
sigmoid instead of a single sigmoid, as is the case with the normal phase
field implementation. In a limited 2D case set, the findings were promis-
ing; however, the algorithm failed when it was applied to 3D structures,
demonstrating that careful selection of input parameters is required for
successful results and that a more refined strategy is required to solve the
3D problem. Fig. 5.2 shows a 2D melting front driven by an ultrafast re-
crystallization in a simple Si slab with a 50 nm narrowing of the structure,
in order to test the robustness of the solution with hard edges.
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Figure 5.2: Snapshots of 2D explosive crystallization at (a) 78 ns (b) 84 ns
and (c) 89 ns.The red, blue, and grey sections are respectively crystalline,
amorphous, and liquid. The vertical line indicates the original thickness
of the amorphous zone, while the red region at the top is filled with
air. The structure’s lateral dimension is 50 nm, and periodic boundary
conditions are imposed along the x-axis.
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In order to get a deeper degree of knowledge and command over in-
creasingly complicated processes, it is vital to be able to evaluate ultrafast
phenomena, especially when considering the behavior of alloys and the
dispersion of dopants. For this purpose, we have developed a multi-well
phase-field model adapted to the modeling of explosive crystallization
caused by nanosecond-scale pulsed laser irradiation. This model was
created specifically for this type of modeling. Despite the phenomena-
caused sudden jumps in interface speed, the numerical implementation
of the model remains resilient. Due to time restrictions and the fact that
the code was refactored as a result of changes in task priority for the
development of the code, we have not conducted too many simulations.
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Chapter 6
Conclusions

Laser annealing is a vast topic to cover in detail, especially the simulation
aspect, which can be difficult to tackle as a problem. I purposefully left
out of the discussion a significant portion of the job, namely the coding
itself. Working with an industrial partner has been a fantastic experience,
and working with a commercially available program implies that its code
must adhere to certain industry standards. A significant portion of these
three years was devoted to refactoring the original code, which implies
that a significant amount of effort was done on performance optimiza-
tion and debugging with my colleagues at LASSE. This section of the
discussion was left out since it is more appropriate for a thesis in soft-
ware engineering. I only left some discussion on the implementation of
the new features in the first chapter because it is significant to the entire
narrative of the thesis. We can now summarize what we have seen in this
thesis work.

We talked about how the code handles the interaction between the
laser and the matter, taking into account the optical excitations of elec-
trons in solids that are triggered by photons with energies of simeV, as
well as the inner interaction that leads to energy transfer from the elec-
tron system to the phonon bath (also known as thermalization). Follow-
ing that, we spoke about the modeling of the LA processes that induce
the crystal-liquid-crystal phase transitions. The primary emphasis of this
conversation was on the computational difficulties of non-equilibrium im-
purity kinetics and activation. In the end, we talked about how the code
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really works, as well as the changes between the code before and after I
completed my PhD.

In the next chapter, we talked about the material calibration method-
ology for a completely self-consistent laser annealing simulation model
that is integrated into the LIAB TCAD framework. The calibration strat-
egy makes use of very simple structures, together with diffusion marker
species and straightforward characterisation methods. It also makes use
of an in-situ time-resolved metrology system. We have a good under-
standing of the primary material characteristics that need to be calibrated;
they include the diffusion parameters (segregation, diffusion), as well as
the optical properties. The approach was successfully applied to Ge and
Si(1-x)Gex (where x = 0.2, 0.3, and 0.4), and a reasonable agreement was
reached with the experimental results. Last but not least, the laser anneal-
ing of an advanced p-type finFET with SiGe contact regions was modeled
as a typical 2D use case. This showed that process flow optimization to-
gether with an accurate control of laser annealing parameters is required
in order to avoid unwanted melt-mediated diffusion effects.

Next, the findings of our research indicate that the integration of
phononic corrections into continuum heat transport models is a workable
strategy for achieving an accurate simulation of the heating processes that
are associated with complex nanosystems. The purpose of the approach
is to replace "ad hoc" geometric calibrations (for example, the use of the
size- and shape-dependent kapp(T) in the FL) with a more robust and
generally applicable "material" calibration that is obtained either from ex-
periment or theory. Within the scope of this study, we investigated the
effect that a first-order phononic correction has on simulations of heating
carried out for a variety of 2D and 3D systems. This adjustment is able to
interpolate between the diffusive and the ballistic regimes of heat trans-
port by making use of the average scattering length for the phonons in
the material as the single extra calibration parameter. The findings of our
numerical technique are encouraging: the corrections are significant at
the nanoscale, and when it is possible to make comparisons with experi-
ments, the solutions are able to restore the same experimental setting. The
present technique has certain shortcomings that can be traced back to the
approximation of the phononic energy transfer in terms of a single scalar
average field and the definition of a single phonon scattering length that
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comes as a direct result of this. In situations where this approximation
may be too precise, such as when dealing with anisotropic materials, in
which the heat conductions are determined by a large number of phonon
modes, or when dealing with amorphous or disordered systems, it may
be essential to resort to more generalizations. The tensor version of the
Fourier law is often utilized in anisotropic materials. Because of this, the
framework of the current derivation requires a distinct formalization of
the boundary relations. Because of the way we approach the problem,
it is implicitly assumed that each phonon mode has the same average
relaxation duration. The issue, of course, moves to the BTE level when
the relaxation term is accurately included with regard to frequency and
polarization. However, the qualitative framework of the current (approxi-
mate) derivation might still be relevant even for disordered or amorphous
materials or, more generally, when heat transport is scarcely connected
with the sound transport mechanism. [Citation needed] In this particular
instance, cannot be correctly connected to the qualities of the material;
rather, it should be thought of as an ad hoc model parameter that has
to be well fitted. In conclusion, more improvements are feasible, such as
extra adjustments to the bulk constitutive equations, particularly when
atomically thin low-dimensional materials are taken into consideration.
For the purpose of validating this approach, a NEMD simulation set-up
was used. This set-up is suitable for the assessment of the thermal charac-
teristics of nanoscaled silicon nanowires and may be utilized equivalently
in molecular dynamics simulations as well as continuum simulations. It
is feasible, with its assistance, to offer necessary data for the construction
and calibration of empirical TCAD continuum models that are suited for
nanoscaled electron devices. These models may be used to simulate the
behavior of nanoscaled electron devices. Explosive crystallization was the
last essential component that we included into the programming for our
simulation. The ability to analyze this ultrafast phenomena is essential
to achieving a deeper level of comprehension and command over more
complex processes, in particular when taking into consideration the be-
havior of alloys and the dispersion of dopants. For this reason, we have
constructed a multi-well phase-field model that is tailored to the simula-
tion of explosive crystallization generated by pulsed laser irradiation on
the nanosecond time scale. This model is especially designed to accom-
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modate this kind of modeling. Despite the abrupt jumps in the interface
speed that are caused by the phenomena, the numerical implementation
of the model is resilient. On the other hand, since the code was refactored
as a result of certain changes in task priority for the code’s development,
we haven’t run too many simulations owing to the fact that we have time
constraints.
The LIAB program is currently in a stable state; however, numerous
improvements could be made, particularly in the explosive component,
which could be further stabilized in 2D and expanded in 3D. In terms of
future perspectives, during the past several months, we have been work-
ing on a new multiscale technique that simulates a heating scenario at a
"wafer-scale" and uses that heatsource to calculate heat and phase distri-
bution at the nanoscale. But LIAB is not only a fully enclosed piece of
software; we also built it to be very modular, to be a collection of tools
that can be used for independent computations or as a multiphysics plat-
form for Laser Thermal annealing Simulations. This was our goal when
we set out to build it and now it’s EM and Heating modules are used
efficently in the latest project based on the parallel coupling of a con-
tinuum, finite elements, µm-scale electromagnetic-thermal solver with a
super-lattice Kinetic Monte Carlo atomistic model for melting [78].



Chapter 7
Parameters

In this chapter we present various tables with all the physical paramenters
present in the LIAB materials database for the different materials used in
our simulations.

Silicon

The material database needed for laser annealing of Silicon substrates is
reliable for the solid and the liquid phase due to the large number of in-
vestigations dealing with the LA process of Silicon (see table 1). For this
material all three phases (i.e. c-Si, l-Si and a-Si) have to be considered.
Amorphous phase parameters in the literature have a natural spread due
to the possible dependence of physical parameters on the a-phase prepa-
ration (e.g. implantation, deposition etc). Anyhow, a preliminary param-
eter set will be presented as a basis of the joint simulation and experimen-
tal work foreseen in T4.2. Direct optical measurements for the a-Si case
will be performed only if the validation activity in T4.2 will show discrep-
ancies between simulation predictions and process characterizations. In
the three tables below, we report the calibration assessment derived from
the literature for the Si-related parameters in the three phases, respec-
tively. Reference literature papers are indicated. We notice that some of
these papers refer to a list of previous works where direct measurements
are discussed.
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Crystal Si
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 2320 [2]
TM [K] Melting

Temperature
1688 [79]

C [J/KgK] Thermal
Capacitance

10 ∗
T−1.034/(1.02 +
0.01 ∗ T)− 213

[79]

k [W/mK] Thermal
Conductivity

100 ∗ ((1523.7 ∗
T−1.226) ∗ (T ≤

1200) +
(1523.7 ∗

T−0.502) ∗ (T ≥
1200)

[2]

L [J/m3] Latent heat 1797000 [2]
ϵr Real

Permittivity
11.87 [2]

ϵi Imaginary
Permittivity

37.96 [2]

A [m/s] Speed
pre-factor

1000 [2]

Ea [m/s] Activation
Energy

Range in
0.42-0.45

[2, 57]

N [at/m3] Atomic Density 4.995E+28 [2]
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Liquid Si
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 2520 [2]
C [J/KgK] Thermal

Capacitance
1045 [79]

k [W/mK] Thermal
Conductivity

100 ∗ [0.0502 +
0.000293 ∗ (T −

TM)]

[2]

ϵr Real
Permittivity

-15.734 [2]

ϵi Imaginary
Permittivity

10.126 [2]
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Amorphous Si
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 2100 [79]
TM [K] Melting

Temperature
1420 [2]

C [J/KgK] Thermal
Capacitance

10 ∗
T−1.034/(1.02 +
0.01 ∗ T)− 213

[79]

k [W/mK] Thermal
Conductivity

1.8 [2]

L [J/m3] Latent heat 1317000 [2]
ϵr Real

Permittivity
0.333 [2]

ϵi Imaginary
Permittivity

21.11 [2]

A [m/s] Speed
pre-factor

1000 [2]

Ea [m/s] Activation
Energy

0.32 [2]

N [at/m3] Atomic Density Range in
4.9-4.995E+28

[80, 2]

We note that a heating problem which considers also melting phenomena
requires the parameters appearing in the Fourier law (density, thermal
capacitance and conductivity, latent heat) as well as a law of the temper-
ature dependence for the solid-liquid interface speed v(T). A Fulcher-
Vogel law (5; 6) is usually assumed, which reads:

v(T) = Aexp(Ea/KbT) ∗ exp{1 − exp[(/kbN)(1/TM − 1/T)]}

Where kb is the Boltzmann constant.
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Germanium

Likewise silicon, the model calibration for germanium is reliable for the
solid and the liquid phase, while it has a less stable parameter setting for
the amorphous phase.

Crystal Ge
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 5320 [74]
TM [K] Melting

Temperature
1210 [74]

C [J/KgK] Thermal
Capacitance

1000 ∗
(0.000117 ∗ T +

0.293)

[74]

k [W/mK] Thermal
Conductivity

60.2 ∗
(T/300)−1.25

[74]

L [J/m3] Latent heat 465000 [74]
ϵr Real

Permittivity
3.192E −

06T2 − 1.355 ∗
T + 8.841

[57]

ϵi Imaginary
Permittivity

−5.2235E −
06T2 + 1.593 ∗

T + 23.571

[57]

A [m/s] Speed
pre-factor

0.3E+04 [74]

Ea [m/s] Activation
Energy

0.5 [74]

N [at/m3] Atomic Density 4.565E+28 [74]
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Liquid Ge
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 1000 ∗ (5.6 −
0.000625 ∗ (T −

1210))

[81]

C [J/KgK] Thermal
Capacitance

460 [74]

k [W/mK] Thermal
Conductivity

29.7 [74]

ϵr Real
Permittivity

-16.225 [74]

ϵi Imaginary
Permittivity

9.993 [74]
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Amorphous Ge
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 5320 [74]
TM [K] Melting

Temperature
987 [74]

C [J/KgK] Thermal
Capacitance

1000 ∗
(0.000172 ∗ T +

0.2899)

[74]

k [W/mK] Thermal
Conductivity

2.5 [74]

L [J/m3] Latent heat 350000 [74]
ϵr Real

Permittivity
-2.811 [74]

ϵi Imaginary
Permittivity

15.606 [74]

A [m/s] Speed
pre-factor

0.3E+04 [74]

Ea [m/s] Activation
Energy

0.5 [74]

N [at/m3] Atomic Density 4.12E+28 [74]

SiGe

SiGe is a nearly perfect binary alloy system: Si and Ge are completely
miscible across the whole composition range. Because of this, the lin-
ear interpolation of the physical properties of Si and Ge (using the alloy
fraction variable X) provides a reasonable starting point for the calibra-
tion of this material. However, there are several crucial uncertainties. A
more precise determination of the optical parameters’ dependency on X
in each phase is required. Furthermore, direct measurements are insuf-
ficient to determine the dependency of the parameters in the disordered
phases (liquid and amorphous) on X: The standard technique is to em-



112 CHAPTER 7.

ploy the same relations as for the crystal phase. All of the parameters are
expressed in the tables as:

PSiGe(T, X) = PGe(T)× f n
P(X) + PSi(T)× [1 − f n

P(X)]

where f n
P(X) is monotonically growing polynomial function of degree

n satisfying the obvious relationships fP(0) = 0, fP(1) = 1 while PGe(T)
and PSi(T) are the Ge and Si parameters reported in the previous sections.
Therefore, only f n

P(X) will be reported. In the case of linear interpolation
we have:

f n
P(X) = f 1

P(X) = X

The phase field model effectively obtains the quadratic dependency of
the solidus and liquidus curves, by combining the linear dependence of
the melting temperature TM on X and the segregation effect for X at the
liquid-solid interface.

Crystal SiGe
Symbol [units] Description f n

P(X) Ref.

ρ [Kg/m3] Density 1.2143 × X −
0.2143 × X2

[74]

TM [K] Melting
Temperature

X [74]

C [J/KgK] Thermal
Capacitance

X [74]

k [W/mK] Thermal
Conductivity

X [74]

L [J/m3] Latent heat X [74]
ϵr Real

Permittivity
1.023 × X −
0.023 × X2

[57]

ϵi Imaginary
Permittivity

1.469 × X −
0.469 × X2

[57]

A [m/s] Speed
pre-factor

X [74]

Ea [m/s] Activation
Energy

X [74]

N [at/m3] Atomic Density X [74]
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Liquid SiGe
Symbol [units] Description f n

P(X) Ref.

ρ [Kg/m3] Density 1.2143 × X −
0.2143 × X2

[81]

C [J/KgK] Thermal
Capacitance

X [74]

k [W/mK] Thermal
Conductivity

X [74]

ϵr Real
Permittivity

1.023 × X −
0.023 × X2

[74]

ϵi Imaginary
Permittivity

1.469 × X −
0.469 × X2

[74]
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Amorphous SiGe
Symbol [units] Description f n

P(X) Ref.

ρ [Kg/m3] Density 1.2143 × X −
0.2143 × X2

[74]

TM [K] Melting
Temperature

X [74]

C [J/KgK] Thermal
Capacitance

X [74]

k [W/mK] Thermal
Conductivity

X [74]

L [J/m3] Latent heat X [74]
ϵr Real

Permittivity
1.023 × X −
0.023 × X2

[57]

ϵi Imaginary
Permittivity

1.469 × X −
0.469 × X2

[57]

A [m/s] Speed
pre-factor

X [74]

Ea [m/s] Activation
Energy

X [74]

N [at/m3] Atomic Density X [74]

SiO2

For the SiO2 material, first order phase transitions (i.e. latent heat absorp-
tion/release) do not occur. TM is presented here as the glass transition
temperature because it may be of relevance when analyzing the simulated
temperature map. The thermal parameters’ dependence on T is consis-
tent. There is no need for direct optical measurements, and the constant
values presented here are adequate approximations for the early calibra-
tion set.
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Amorphous SiO2
Symbol [units] Description Expression Ref.

ρ [Kg/m3] Density 2203 [2]
TM [K] Glass

Transition
Temperature

1986 [2]

C [J/KgK] Thermal
Capacitance

1000 × (0.604 +
5.188E − 04 ×

T)

[2]

k [W/mK] Thermal
Conductivity

100 ×
((1.005E − 02 +

1.005E −
05T)×

(Tł1170) +
(2.512E − 02)×
(T ≥ 1170))

[2]

ϵr Real
Permittivity

2.245 [57]

ϵi Imaginary
Permittivity

0.00036 [2]
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