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Abstract

THE fifth generation (5G) of cellular networks aims at providing
connectivity for a large number of applications. To achieve this
goal, 5G has been designed considering three generic services

with vastly heterogeneous requirements: enhanced mobile broadband
(eMBB), massive machine-type communications (mMTC), and ultra-
reliable low-latency communications (URLLC). To accommodate these
wide range of services, a key role is played by scheduling and radio re-
source allocation, whose aim is allowing efficient sharing of the limited
radio spectrum among different services.

The aim of this Dissertation is to investigate and to design Radio Re-
source Management (RRM) techniques and scheduling strategies that are
suitable to meet the heterogeneous requirements of eMBB and mMTC
usage scenarios. For this reason, the analysis provided considers differ-
ent frequency band, like the mmWave transmissions and the sub-6GHz
transmissions, different access techniques, like Time Division Multi-
ple Access (TDMA), Orthogonal Frequency Division Multiple Access
(OFDMA) and the novel Sparse Code Multiple Access (SCMA), the
support of advanced radio access technologies, such as beamforming
technique and device-to-device (D2D) communications, the definition of
very simple random access procedure to meet the requirements of low-
complexity connected devices, and various network architectures, like
Millimeter-Wave Mobile Broadband (MMB) and single-cell.

In the context of radio resource allocation, we present four research
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activity. First, we provide an OFDMA-based Quality-of-Service (QoS)
aware scheduling framework to allocate radio resources among Guar-
anteed Bit Rate (GBR) and non-GBR services. Second, we consider a
D2D-enabled MMB and propose a TDMA-based centralized access con-
trol scheme which jointly manages D2D communications and transmis-
sions in both the access and the backhaul networks. Third, we propose
a new access control scheme tailored for mMTC scenarios, where radio
resources are allocated in the Physical Uplink Shared Channel (PUSCH)
by means of the SCMA technique to properly multiplex a large number
of small-sized date. Fourth, in order to reduce jointly the transmission
energy consumption and the signaling overhead from the prospective of
the MTC devices, we present the strategy of transmitting tagged pream-
bles in the Physical Random Access Channel (PRACH) and present a
rigorous analytical model to analyze the correct detection of both the
preamble and the tag at the receiver next Generation NodeB (gNB), con-
sidering the presence of interference, noise, and multi-path fading.
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CHAPTER1
Introduction

The objective of this Chapter is to provide a brief excursus of the main
concepts investigated in this Dissertation, whose aim is to study and pro-
pose new radio resource allocation strategies in 5G networks character-
ized by services with very heterogeneous requirements.

1.1 Background and Motivation

In the near future, it is expected a fully mobile and connected society,
characterized by a huge growth in connectivity and traffic volume. Some
typical trends include explosive growth of data traffic, great increase of
connected devices and continuous emergence of new services. Today’s
statistics show that over 1 billion mobile users around the globe are in-
tensely using the social networking media, streaming, and gaming ser-
vices on a daily basis. At this regards, 5G technology has to support the
proliferating traffic demand, providing a wide range of connected de-
vices and services. Unlike earlier generations, 5G networks are required
to simultaneously provide a diversity of services with different require-
ments in their service levels. Specifically, there is a broad consensus
today that categorizes these services. They are defined by the Interna-

1
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Chapter 1. Introduction

tional Telecommunication Union Radiocommunication Sector (ITU-R)
and are divided into three categories [3]:

• eMBB - Enhanced Mobile Broadband: as an extension to 4G
broadband services, the aim of this category is to have an ultra high-
speed connection for both indoors and outdoors.

• mMTC - Massive Machine Type Communications: 5G will need
to suit a whole raft of connected devices with heterogeneous quality
of service requirements. The objective of this category is to have a
unifying connectivity fabric with enough flexibility to support the
exponential increase in the density of connected devices.

• URLLC - Ultra-Reliable and Low Latency Communication: this
use case is related to services that are delay sensitive, and thus re-
quire stringent requirements for latency and reliability to ensure in-
creased reactivity

The service requirements for each of the above categories are remark-
ably distinct in terms of reliability, throughput, latency, among others.
The first category is data rate hungry (e.g., ultra high-definition (8K)
videos at 120 fps and virtual/augmented reality wireless streaming). On
the other hand, mMTC envisions the massive Internet of Things (mIoT)
paradigm, that requires low power consumption and very low through-
put, while URLLC services need to be extremely reliable with a target
latency below 1 ms. The requirements for radio access technologies are
depicted in Fig. 1.1 and listed in Table 1.1.

According to these objectives, 5G must be able to support users with
throughput and peak throughput of 10 and 20 times higher than what
available in legacy 4G networks, respectively. The density of the maxi-
mum connection will be 10 times more and the energy saving is of im-
portance. In order to cater this vision and to satisfy the proliferating
traffic demand, 5G technology is envisioned to support 1000 times in-
crease in capacity and 100 times more connected devices than today’s
4G networks. In this regard, the radio resource management has gained
popularity for achieving an efficient utilization of the available radio fre-
quency spectrum. Resource allocation, which involves scheduling of
spectrum and power resources, represents a crucial problem for the per-
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eMBB

mMTC

URLLC
5G core

Mobility
Up to 500 km/h

High peak data rate 
Downlink 20 Gbit/s

Uplink 10 Gbit/s

High capacity
10 Mbps/m2

High connection Density 
106/km2

Deep coverage

Ultra low energy consumption
Battery life 10 years

Reliability
1-10-5

Security

Low latency
User plane 1 ms

Control plane 20 ms

Figure 1.1: 5G usage scenarios

Table 1.1: Requirements for IMT-2020 5G

Capability 5G requirement Usage scenario
Downlink peak data rate 20 Gbit/s eMBB

Uplink peak data rate 10 Gbit/s eMBB
User experienced downlink data rate 100 Mbit/s eMBB

User experienced uplink data rate 50 Mbit/s eMBB
User plane Latency ≤4 ms eMBB

≤1 ms URLLC
Control plane Latency ≤20 ms eMBB/URLLC

Mobility 500 km/h eMBB/URLLC
Connection density 106/km2 mMTC
Energy efficiency Equal to 4G eMBB

Battery life 10 years mMTC
Area traffic capacity 10 Mbps/m2 eMBB

Peak downlink spectrum efficiency 30 bit/s/Hz eMBB
Reliability 1-10−5 URLLC

formance of 5G networks to achieve these heterogeneous service require-
ments. In this Dissertation, we investigate resource allocation problems
in 5G network characterized by eMBB service and mMTC service by
exploring a large variety of optimization techniques and available tech-
nologies.
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Chapter 1. Introduction

1.1.1 Enhanced mobile broadband usage scenario

The term enhanced mobile broadband (eMBB) unifies network capacity
and peak data rates in the always-changing area of consumer needs and
wants. eMBB has to cover not only a diverse present but also a future that
will follow consumers wherever they may lead. This family represents a
variety of services, with different QoS attributes.

In this context, 3GPP developed a new Radio Access Technology
(RAT) termed 5G New Radio (NR) [4] for the 5G mobile network. It
was designed to be the global standard for the air interface of 5G net-
works. Like in 4G wireless systems, for 5G NR Orthogonal Frequency
Division Multiple Access (OFDMA) has been selected as the physical
layer technology, but a flexible numerology has been introduced in or-
der to efficiently satisfy the different requirements of 5G services. Since
eMBB represents a great variety of services, in order to differentiate the
QoS attributes, un the Next Generation Core Network a flow-based QoS
concept is adopted. The 5G QoS model [1] supports both QoS Flows
which require a Guaranteed Flow Bit Rate, termed Guaranteed Bit Rate
(GBR) QoS Flows, and QoS Flows which do not require a GFBR, termed
non-GBR QoS Flows. In the 5G Radio Access Network (RAN), the
QoS Flows for these services are mapped into GBR Data Radio Bearers
(DRBs) and non-GBR DRBs, respectively [5].

It is clear that, in order to satisfy the QoS requirements of DRBs, radio
resources should be properly allocated among User Equipments (UEs),
i.e., the Radio Resource Management (RRM), which is responsible for
packet scheduling, plays a key role in the system performance. The basic
packet scheduling in 5G is already standardized [6], but the optimization
is still open to research and can be adapted for one or more usage scenar-
ios [7]. In order to efficiently utilize radio resources in 5G NR, rational
scheduling algorithms need to be designed, since they largely impact on
the quality and the system performance, the guarantee of QoS param-
eters, as well as the system throughput, and the fairness in throughput
among DRBs.

In parallel, to meet the stringent requirements of the eMBB services,
especially in terms of peak and user experienced data rate, several new
technologies and network paradigms built into 5G have emerged [8].
Some of them are the following.
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1.1. Background and Motivation

• mmWave radio transmission. Bands in this millimeter wave range
are characterized by higher available bandwidth than bands in the
sub-6GHz band, which means high-speed and high-capacity data
links.

• Massive MIMO and beamforming technique. Multiple Input,
Multiple Output refers to techniques that increase cellular coverage
and capacity through the use of large numbers of antennas.

• Unlicensed spectrum sharing. The use of unlicensed spectrum
permits to unlock more spectrum and to extend the 5G network. In
fact, 5G is designed to support all current spectrum types, with the
flexibility to use sharing paradigms.

• Device-to-device (D2D) communications. They enable direct com-
munications between devices in cellular networks, thus improving
the spectrum utilization, enhancing the overall throughput, and in-
creasing energy efficiency. D2D communication has the potential
to enable a large number of services among nearby users, such as
video sharing, gaming, proximity-aware services, popular content
downloading [9].

These technologies are characterized by some issues. As regards the
mmWave radio transmission, they suffer from high path loss, and sus-
ceptibility to blockage from physical barriers. Due to the high path loss,
the coverage area is very reduced. In fact, most of the early works avail-
able in the literature consider as typical mmWave scenario a wireless
personal area network (WPAN) limited to the coverage area of a single
piconet coordinator (PNC), typically 15m [10–12]. As for the beamform-
ing technique, one of the numerous difficulties is to fit a large number of
antennas inside a mobile device, especially at low frequencies. The main
issue of the unlicensed spectrum is the uncontrollable interferences, in
the case of a massive use of Wi-Fi and Bluetooth transmissions in the
same frequency range. The D2D communications need the management
of interferences, not only with traditional cellular communications, but
also among D2D communications themselves.

It is clear that the use of these technologies requires a thorough study
of the related characteristics, important changes in cellular network ar-
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Chapter 1. Introduction

chitecture and, accordingly, the radio resource allocation must be strongly
revised.

1.1.2 Massive Machine Type Communications usage scenario

The mMTC network consists of a dense deployment of low-power and
low-cost MTC devices, which transmit small packets sporadically with
relaxed delay requirements. Connected MTC devices include, for in-
stance, smart meters, smoke detectors, and consumer electronic devices,
whose number is attended to be 106 per km2, as reported in Table 1.1.
In this context, the problem of radio resource allocation becomes of pri-
mary importance to manage an enormous quantity of access requests and
to multiplex a large number of small-sized data transmissions since the
scarce radio spectrum need to be allocated in a more efficient way.

As regards the multiplexing of the data in the Physical Uplink Shared
Channel (PUSCH), one way to cope with this problem is to increase the
transmission efficiency with the adoption of a Non-Orthogonal Multiple
Access (NOMA) technique that can multiplex small-sized data in a more
efficient way than the traditional Single Carrier Frequency Division Mul-
tiple Access (SC-FDMA). The adoption of the proper NOMA technique
requires the study of these new innovative resource allocation techniques
and the verification of their feasibility.

On the other hand, the problem of managing the random access of a
huge number of MTC devices is of main importance. In fact, when sev-
eral MTC devices simultaneously initiate their procedure to access to the
network, a large number of access requests collide, the MTC devices will
re-attempt their access, thus causing a severe congestion problem in the
system. For this reason, the 3GPP proposed the adoption of Access Class
Barring (ACB) schemes [13], i.e., congestion control schemes designed
for limiting the number of simultaneous access attempts, thus reducing
the number of Random Access (RA) failed attempts. In the conven-
tional ACB scheme, the Base Station periodically broadcasts an ACB
factor p ∈ [0, 1] to the MTC devices. Then, each MTC device which
has data to be transmitted draws a uniform random number q ∈ [0, 1],
and transmit only whether q ≤ p. The main challenge of these ACB
schemes is to adapt the ACB factor p according to the traffic load. An-
other way to manage the huge number of access request is to increase
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1.1. Background and Motivation

the resources allocated to Physical Random Access Channel (PRACH).
However, due to limited uplink resources, if the PRACH resources are
increased, the amount of resources available for PUSCH decreases. Con-
sequently, many MTC devices which have successfully complete RA
procedure, could not find enough transmission resources in the PUSCH.
This means that it is necessary to determine an optimal division of the
uplink resources.

In spite of the adoption of an ACB scheme and/or a dynamic uplink
radio resource dimensioning, in a massive scenario the collision proba-
bility in each RA attempt remains significantly high, thus the average
access attempt number before success is high. This high number of
access attempts not only increases delays, but also increases signaling
transmissions and, therefore, energy consumption [14] which is a key
point for the MTC devices, as shown in Table 1.1. Currently, in LTE
/ LTE-Advanced (LTE-A) uplink communication, a grant-based 4-step
RA procedure is adopted. For each RA attempt, the device needs to
carry out two signaling transmissions. In addition, if the 4-phase RA
procedure was successful, further signaling messages have to be ex-
changed before starting the data packet transmission [14]. It is clear
that the legacy RA procedure is highly inefficient for supporting the very
short transmissions of MTC traffic. The 3GPP has already introduced,
in Release 13, the enhanced Machine Type Communication and the Nar-
rowBand IoT technologies [15], that are optimized for granting lower
complexity, and providing longer battery life. Nevertheless, eMTC in-
herits both the 4-phase RA procedure and the data transmission from
the conventional LTE/LTE-A, while NB-IoT inherits the RA procedure
but allows the device to transmit the data packet immediately after the
RA procedure. These technologies, although more suitable to support
machine-type communications according to the IMT-Advanced require-
ments (connection density of 105 devices per km2), are still inefficient
for the 5G mMTC scenario. For this reason, in order to save energy, we
necessitate to propose a new random access procedure, tailored for spo-
radic transmissions of small packets, enabled for reducing the number of
transmissions per access attempt and the signaling overhead.

7
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Chapter 1. Introduction

1.2 Research Contributions and Thesis outline

Motivated by the aforementioned technical challenges, the general ob-
jective of these Ph.D. research activities is to develop efficient radio re-
source allocation and interference management algorithms for 5G cellu-
lar networks and beyond.

For each research activity, we carried out several studies and a critical
analysis of the state of art. The objectives to be achieved had been clearly
reported and mathematically formalized. When the analytical solution of
the formulated problem is computationally high, we provided heuristic
proposals for the given problem. The goodness of the proposed solutions
has been verified through a large number of simulations in comparison
with other works available in the literature.

Through mathematical analysis, we provide a proper radio network
planning for a proposed mmWave architecture, and methodologies based
on the probability theory for analyzing the performance of the access re-
quests in mMTC scenarios. Furthermore, we present an accurate model
for analyzing the detection probability distribution of the signal pro-
cessed by the gNB receiver, considering a realistic radio channel, in
mMTC scenarios.

The main contributions of this Ph.D. Dissertation are summarized as
follows.

• The first research activity focuses on the radio resource allocation
in sub-6GHz 5G Networks for achieving the heterogeneous QoS re-
quirements of different services. The results have been published in
the conference work [16] and in the Wireless Networks journal [17],
and are described in Chapter 2. Therein, we present a new radio
resource scheduling scheme designed to manage a heterogeneous
traffic in Downlink OFDMA-based 5G NR network. We provide
a heuristic QoS-aware scheduling framework, with two different
channel aware scheduling strategies, at the aim of choosing a differ-
ent trade-off between the goals of maximizing the system through-
put and reaching the fairness among DRBs. Moreover, the proposed
scheme is designed to work well in realistic scenarios where non-
ideal Connection Admission Controls (CACs) are adopted.

8
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• The second research activity is described in Chapter 3. We ad-
dress the problem of radio resource allocation in a D2D-enabled
mmWave Mobile Broadband (MBB) scenario, consisting of several
Access Points (APs) interconnected among themselves through a
wireless backhaul network. The results have been published in the
conference works [18,19] and in the IEEE Access journal [20]. We
propose a slotted Time Division Multiple Access (TDMA) based
radio access scheme with concurrent transmission support, where
time slots are organized into variable-length frames and the access
request is carried out by means of a polling technique. We pro-
pose a data flow management strategy and a multi-criteria schedul-
ing algorithm based on greedy graph vertex-coloring techniques to
jointly manage D2D communications and transmissions in the ac-
cess and the backhaul network. We aim to maximize the system
throughput, to minimize the end-to-end delay, and to improve the
fairness among users. In addition, we provide a proper radio net-
work planning, consisting of both coverage and capacity planning.
We derive a mathematical analysis specific for the peculiarities of
mmWave technology and the adopted Centralized Access Control
scheme, taking into account the transmission delays, the physical
layer control delays, and the log-normal fading.

• The third research activity addresses the radio resource allocation
problem in a 5G mMTC scenario. The results have been published
in the conference works [21, 22], in IEEE Internet of Things Jour-
nal [23], and in IEEE Communications Letters [24]. A detailed de-
scription is reported in Chapter 4. Therein, we propose to increase
the transmission efficiency in the PUSCH by applying the Sparse
Code Multiple Access (SCMA) technique. We analyze also the fea-
sibility of our SCMA-based resource allocation by considering both
the complexity and the signaling overhead points of view. Further-
more, in order to support a large number of access requests, we pro-
pose a load-aware Dynamic Uplink Resource Allocation (DURD)
scheme to properly allocate the uplink radio resources between the
PRACH and the PUSCH. Then, in order to further increase the
number of succeeded communications even in the presence of a
very high traffic load, we present the innovative idea to exploit also

9



i
i

“thesis” — 2021/4/21 — 11:58 — page 10 — #28 i
i

i
i

i
i

Chapter 1. Introduction

the unused PUSCH resources to serve some MTC devices that have
failed their access attempt. Finally, to reduce the energy consump-
tion of the MTC device, we propose an optimized grant-based con-
nectionless 2-step Random Access (RA) procedure, based on the
transmission of a tagged preamble sequence. This technique re-
duces the number of signaling transmissions per access attempt, the
overall number of steps in the access procedure, and, accordingly,
the energy consumption per device.

• In light of the promising results achieved by means of the proposed
2-step RA access procedure, in the last research activity we math-
ematically analyze the strategy of transmitting tagged preambles in
a realistic radio channel. The results have been accepted for pub-
lication in IEEE Transactions on Wireless Communications [25],
and presented in Chapter 5. Despite the undoubted benefits intro-
duced by the transmission of tagged preamble sequences, the main
disadvantage is the complexity of the detection of these sequences
by the gNB receiver, especially in a realistic radio channel. In lit-
erature, the performances of these advanced detection procedures
were obtained only by running a large number of simulations that
are typically highly time-consuming. For this reason, we present
the first analytical model to analyze the correct detection of both
the preamble and the tag transmitted by each MTC device in the
presence of interference, due to other preambles and tags, of noise
and multi-path fading. The high accuracy of the proposed model
is verified through simulations. In addition, we show how our ana-
lytical study can be a good tool to investigate and derive innovative
detection strategies.

10
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CHAPTER2
A QoS-aware radio resource allocation in

5G NR sub-6GHz

In this chapter, we analyze the radio resource allocation problem for
an eMBB usage scenario in 5G NR FR1 (sub 6-GHz frequency bands),
where services require different QoS attributes. At this aim, in the Next
Generation Core Network a flow-based QoS concept is adopted. A QoS
Flow corresponds to the user plane traffic that receives the same QoS
treatment, within a PDU session. The 5G QoS model [1] supports both
QoS flows which require a Guaranteed Flow Bit Rate (GFBR), termed
Guaranteed Bit Rate (GBR) QoS Flows, and QoS Flows which do not
require a GFBR, termed non-GBR QoS Flows. A GBR QoS Flow may
be further qualified as delay-critical GBR when the end-to-end latency
requirements are very tight. So, any QoS Flow is characterized by a
QoS profile, that defines the QoS parameters applied to the QoS Flow,
which includes resource type (i.e., GBR, delay-critical GBR, and non-
GBR), GFBR attribute for GBR QoS Flows, priority, packet delay bud-
get, packet error rate, and so on. The Service Data Adaptation Protocol
(SDAP) is responsible for the QoS Flow handling across the 5G air in-
terface. In particular, SDAP maps a specific QoS Flow within a PDU
Session to a corresponding Data Radio Bearer (DRB) in the Radio Ac-
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Figure 2.1: User Plane marking for QoS Flows and mapping to Data Radio Bearers
[1].

cess Network (RAN), which has been established with the appropriate
level of QoS. In addition, SDAP marks the transmitted packets with the
correct QFI (QoS Flow ID), ensuring that each packet receives the cor-
rect forwarding treatment as it traverses the Core Network.

Fig. 2.1 shows the User Plane marking for QoS Flows in the Core
Network and the mapping to DRBs in the RAN. Let us analyze the down-
link user plane. Incoming data packets from Application / Service Layer
are classified by the User Plane Function (UPF) based on the Packet Fil-
ter Sets of the DL Packet Detection Rules (PDRs) in the order of their
precedence. Then, all packets are marked with a QFI and grouped into
QoS flows, each one containing packets with the same QFI. The QFIs
and the related QoS profiles are also provided to the RAN, which binds
QoS Flows to DRBs. Unlike 4G systems where there is a strict 1:1 re-
lation between EPC Bearers and Radio Bearers, one or more QoS flows
could be mapped into one Data Radio Bearer (DRB) or vice versa [5].
It is clear that non-GBR QoS flows are mapped into non-GBR DRBs, as
well as GBR QoS flows into GBR DRBs, characterized by a Guaranteed
Bit Rate (GBR) value. Because the GFBR requirement of each GBR
QoS flow is related to the end-to-end service, the RAN will assign to the
related DRB a GBR value which is more stringent than the GFBR of the
QoS flow.

In this chapter, we focus on the RAN taking into account GBR and
non-GBR DRBs for eMBB usage scenarios. In order to satisfy the QoS

12
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Figure 2.2: 5G NR Downlink Frame Structure.

requirements of DRBs in terms of GBR, radio resources should be prop-
erly allocated among User Equipments (UEs).

The radio resource allocation problem can be divided into two layers:
one for time domain and one for frequency domain. In the frequency
domain, different portions of spectrum should be allocated to different
usage scenarios with a proper numerology (see Fig. 2.2a) [26, 27], and
for each of them, in the time domain, the available radio resources should
be assigned to DRBs with a packet scheduling every Time Transmission
Interval (TTI). The Radio Resource Management (RRM) entity is re-
sponsible for packet scheduling and is located at the Next Generation
NodeB (gNB). The basic packet scheduling in 5G is already standard-
ized [6], but the optimization is still open to research and can be adapted
for one or more usage scenarios [7]. In order to efficiently utilize radio
resources in 5G NR, rational scheduling algorithms need to be designed,
since they largely impact on the quality and the system performance.

An optimal scheduling scheme should maximize the system through-
put and improve the fairness among DRBs while guaranteeing QoS pa-
rameters. A fundamental problem is that the above goals are typically in
opposition to each other. On the one hand, adopting a scheduling strategy
which aims to maximize the overall system throughput means serving, in
a strongly unfair manner, only the UEs who have the best channel condi-
tions (e.g., UEs near the base station), at the expense of those who have
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worse channel condition (e.g., UEs at the cell edge). On the other hand,
adopting a scheduling approach with the goal of maximizing the fairness
in throughput among DRBs can result in a significant reduction of the
system throughput. It is clear that the problem is not easy to solve, and an
analytical optimization solution will take significantly long computation
time, which is unacceptable for a scheduling procedure which should be
made every Transmission Time Interval (TTI). Therefore, a heuristic al-
gorithm which does not take a long computation time is needed to obtain
near-optimal solutions.

At this regard, a considerable number of works have been done in
resource allocation for OFDMA-based systems [28]. Scheduling tech-
niques generally can be categorized as channel unaware schedulers (e.g.,
Round Robin [29]), channel aware schedulers (e.g., BestCQI, Propor-
tional Fair [29]), and channel and QoS aware schedulers (e.g., QoS Guar-
anteed Resource Block Allocation [30]). Channel unaware schedulers
assign radio resource units to UEs without taking into account the chan-
nel conditions, while channel aware ones take into account the channel
conditions by means of periodic reporting of Channel State Information
(CSI). Finally, channel and QoS aware schedulers also aim at satisfying
the QoS requirements of DRBs.

However, the above scheduling algorithms, described in detail in Sec-
tion 3.1, exhibit poor performance in achieving the aforementioned tar-
get. In this chapter, we present a new QoS aware scheduling scheme
which jointly supports non-GBR and GBR DRBs, guaranteeing for the
latter ones the minimum data rate required. In this framework, any cho-
sen scheduling strategy can be implemented. In particular, we propose
two different channel aware scheduling strategies, at the aim of being
able to choose a different trade-off between the goals of maximizing the
system throughput and reaching the fairness among DRBs. More specif-
ically, the first one, called BestCQI Highest Deviation (BestCQI_HD),
is proposed to improve the system throughput at the expense of a lim-
ited loss in terms of fairness, while the second strategy, called BestCQI
Lowest Second (BestCQI_LS), aims at improving the fairness among
DRBs at the expense of a limited loss in terms of system throughput.

The main contributions of this chapter can be summarized as follows.

1. We formulate the optimal joint scheduling problem for GBR and
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non-GBR services, considering a variable balance between the goals
of maximizing the system throughput and achieving the fairness.

2. We propose an enhanced Joint Scheduling scheme designed to man-
age heterogeneous traffic for eMBB scenarios: GBR DRBs with
different minimum guaranteed bit rate value requirements and non-
GBR DRBs.

3. The BestCQI_HD and BestCQI_LS scheduling strategies allow to
select radio resources to be allocated, by taking full advantage of
the complete view of the channel conditions perceived by all UEs.
In fact, before allocating one resource unit to a DRB, they verify
whether this choice does severely penalize any other DRB. More-
over, with respect to [16], the proposed scheduling strategies are
improved. More specifically, when certain exceptions arise (see
Sections 6.2 and 6.3), new selection criteria are adopted to allocate
radio resources more efficiently rather than making purely random
non-optimal choices.

4. The eJS scheme is extended to work well in realistic scenarios,
where non-ideal Connection Admission Controls (CACs) are adopted.

5. Unlike the traditional scheduling algorithms available in the litera-
ture, here we consider the 3GPP specifications for 5G NR Release
15 [6] relating to both the CSI reporting methods and the radio
resource allocation types. More specifically, we adopt the high-
layer configured sub-band CSI reporting method, with the mini-
mum granularity of a sub-band, and radio Resource Allocation Type
0, i.e., radio resources are allocated to DRBs by means of Resource
Block Groups (RBGs).

6. Through a large number of simulations in the MATLAB environ-
ment, under different amount of UEs, type of services, and the
GBR requirements, the performance of the proposed scheduling
strategies have been compared with traditional OFDMA schedul-
ing algorithms and the QoS Guaranteed Resource Block Alloca-
tion (QGRBA) [30]. The results obtained show that the proposed
scheduling scheme reaches the best trade-off between system through-
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put and fairness in throughput, while guaranteeing a larger number
of GBR DRBs.

2.1 5G NR Downlink Transmission Model

2.1.1 Frame Structure

At the physical layer, 5G NR allows flexible bandwidth with a maxi-
mum channel bandwidth per carrier of 400MHz [4]. OFDMA is used
for Downlink transmission in 5G NR, where users are dynamically mul-
tiplexed on a time-frequency grid. The basic unit is the Resource Ele-
ment (RE), which consists of one OFDMA symbol and one sub-carrier.
To fulfill the very different requirements of 5G usage scenarios, multi-
ple OFDM numerologies are supported. They are defined by sub-carrier
spacing (∆f ), ranging from 15 kHz to 480 kHz, and Cyclic Prefix (CP)
overhead. The proper numerology should be selected on basis of the
usage scenario (eMBB, URLLC, and mMTC), and link type (uplink or
downlink) [31]. Each symbol carries two, four, six or eight physical
channel bits, depending on the modulation scheme (QPSK, 16-QAM,
64-QAM, or 256-QAM, respectively). The symbols are grouped into
time slots of 14 OFDM symbols with normal CP. Resource Elements
are also grouped into Physical Resource Blocks (PRBs), each of which
consists of one time slot and 12 sub-carriers, as shown in Fig. 2.2b.

2.1.2 Channel State Information Reporting methods

To perform an efficient radio resource scheduling, radio resource should
be allocated in accordance with the user’s channel condition. At this aim,
we consider procedures followed by the UE for reporting Channel State
Information (CSI) provided by the standard [6]. CSI consists of channel
information, such as Channel Quality Indicator (CQI), precoding matrix
indicator, and so on. CQI is a four-bit quantity, which indicates the max-
imum data rate that the mobile can handle with a block error ratio of
10% or below. The CQI mainly depends on the received signal to inter-
ference plus noise ratio, but it also depends on the implementation of the
mobile receiver, because an advanced receiver can successfully process
the incoming data at a lower SINR than a more basic one. The gNB
can configure the UE to report the CSI in the Physical Uplink Control
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2.1. 5G NR Downlink Transmission Model

Channel (PUCCH) in three different ways. First, Wideband reporting
method covers the whole of the downlink band with a single wideband
CQI value. Second, a UE configured with the UE selected sub-band
reporting method selects the sub-bands with the best channel quality.
Then, it reports their locations, one CQI value that spans them, and a
separate wideband CQI value. Third, by adopting the higher layer con-
figured sub-band reporting method, the gNB divides the downlink band
into equally sized sub-bands, and the UE reports one CQI value for each
sub-band. This sub-band is defined as a fixed number of 4, 8, 16 or 32
contiguous PRBs. In this chapter, we adopt the third reporting method,
which is the most accurate and allows to achieve high transmission effi-
ciency, which is one of the stringent requirements for 5G networks [32].

2.1.3 Downlink Transmission

Given the spectrum portion available for a usage scenario, radio resources
should be distributed among UEs every Transmission Time Interval (TTI),
corresponding to a mini-slot, one slot or several slots. The gNB, on basis
of the CQI values received by a UE, begins the downlink transmission
procedure by sending to it a scheduling command on the Physical Down-
link Control Channel (PDCCH) using the Downlink Control Information
(DCI). It alerts the UE to a new data transmission related to a DRB and
states how it will be sent. More specifically, it communicates, inter alia,
the Resource Block Allocation Type, the Resource Block Assignment,
and the Modulation and Code Scheme (MCS) Index, which is a num-
ber composed of 5 bits. Then, the gNB transmits data on the Physical
Downlink Shared Channel (PDSCH) in the way defined by the schedul-
ing command.

As regards Resource Allocation (RA) Type, the 3GPP in [6] provides
two RA Types: Type 0 and Type 1. 5G RA Type 0 is similar to LTE RA
Type 0, where PRBs are assigned in frequency domain by means of a
bitmap indicating the RBGs that are assigned to the DRB. So, the gNB
can allocate only multiples of RBG, where each RBG is a set of r =
2, 4, 8, 16 consecutive PRBs, as depicted in Fig. 2.2b. It is not required
for the RBGs allocated to the DRB to be consecutive. As regards 5G RA
Type 1, it is similar to LTE RA Type 2, where one or more consecutive
PRBs could be allocated to each UE. Despite RA Type 1 allowing to
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allocate the desired amount of Physical Resource Blocks (rather than
multiples of RBG), in this chapter we adopt the RA Type 0 to overcome
the constraint of allocating exclusively consecutive PRBs. In addition,
RA Type 1 is the most straightforward choice to take full advantage of
the adopted CSI reporting method.

2.2 System Model

In this chapter, we consider a downlink transmission scenario of a 5G
NR system with a single antenna (i.e., 1 transmission layer). In the fre-
quency domain, the available bandwidth has been divided into different
portions of spectrum allocated to different usage scenarios, as shown
in Fig. 2.2a. We consider a single portion of spectrum, correspond-
ing to NRB PRBs, dedicated to the eMBB usage scenario, with a fixed
numerology and TTI duration. We assume that NUE UEs are served
by a gNB. Each UE could be associated one or more DRBs, in case
the UE requests services which have different QoS requirements. We
assume that the scheduler properly allocates radio resources to NDRB

DRBs, where NDRB ≥ NUE. Each DRB i is a GBR or non-GBR DRB.
NDRB = NGBR + NBE, where NGBR is the amount of GBR DRBs re-
quiring a GBR, whereas NBE is the amount of non-GBR DRBs, related
to best effort services. Let UGBR = [1, . . . , NGBR]T be the vector of GBR
DRBs, UBE = [NGBR + 1, . . . , NDRB]T the vector of non-GBR DRBs,
U =

[
UT

GBR,U
T
BE
]T

the vector of all DRBs, and R = [R1, . . . , RNDRB ]T

the vector of the minimum data rate values, where Ri > 0 ∀i ∈ UGBR,
and Ri = 0 ∀i ∈ UBE.

Every TTI, the scheduler allocates RBGs to DRBs. Let G be the
vector of all available RBGs, where NRBG =

⌊
NRB
r

⌋
. UEs have been

configured by the gNB to report CSI values in higher layer configured
sub-band way, where each downlink sub-band is equal to r · 12 ·∆f kHz
(i.e., the bandwidth of a RBG). Let ci = [CQIi,1, . . . , CQIi,NRBG] be the
row vector containing the CQI values associated to the ith DRB. Each
CQIi,k is the CQI value measured in the kth sub-band and reported from
the UE related to the ith DRB. C = [c1, . . . , cNDRB ]T is the matrix of size
NDRB ×NRBG containing all CQI values. It provides the complete view
of the channel conditions perceived by each UE for each sub-band.
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Table 2.1: Relationship between CQI values and MCS indexes based on [2]

CQI value 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

MCS index 0 0 1 3 5 7 10 11 14 16 18 20 22 24 26 26

Let A be the Allocation Matrix of size NDRB ×NRBG, whose binary
elements ai,k are indicators of the radio resources assigned to DRBs:
ai,k = 1 if DRB i is assigned RBG k, otherwise ai,k = 0. The output
of a scheduling algorithm are the ai,k values. CQI values of the RBGs
allocated DRB i are reported in row vector c′i, that is, a subset of vector
ci. It is obtained by extracting the elements of ci whose indices are in the
set {k|k ∈ {1, . . . , NRBG} ∧ ai,k = 1}. As reported in Section 2.1, the
MCS index specified by the gNB in the DCI depends on the CQI values
in c′i, for each DRB i. Let us note that the MCS field is a five-bit index,
while CQI is a four-bit quantity, therefore to estimate the throughput it is
necessary to define a proper mapping between CQI and MCS index. An
example based on [2] is shown in Table 2.1.

2.3 Problem Formulation

In this section, we formulate the optimal joint scheduling problem for
GBR and non-GBR services Given the data to be transmitted in Down-
link for each DRB, the first goal of the optimal scheduling algorithm
is to maximize the transmission efficiency, by maximizing the system
throughput. It can be expressed as follows:

max

NDRB∑
i=1

Ti, (2.1)

where Ti is the transmission rate achievable by each DRB i. The trans-
mission rate achievable by each DRB in a simulation time tSIM is equal
to:

Ti =
1

tSIM

b tSIMTTI c∑
h=1

TBSi,h, (2.2)

where TBSi,h is the Transport Block Size, that is, the number of infor-
mation bits transmitted in the hth TTI for DRB i and is estimated on
basis of the MCS adopted for it in each RBG allocated to it.
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The second goal of the optimal scheduling algorithm is to achieve
the fairness in throughput among DRBs. At this aim, we consider the
Jain’s index [33], a parameter which quantitatively measures the degree
of fairness offered by a system allocating resources to NDRB contending
requests, as follows:

Jindex =

(∑NDRB
i=1 xi

)2

NDRB

∑NDRB
i=1 x2

i

(2.3)

where xi is the amount of resource associated to contender i. Jindex
ranges from 1

NDRB
(i.e., all resources allocated to a single DRB) to 1

(i.e., each DRB receives the same amount of resources). In the case
considered, which supports heterogeneous traffic, the fairness condition
needs to be evaluated considering that each DRB i requires a service
with a minimum guaranteed data rate Ri, which is generally different
from each other. For this reason, we evaluate the fairness on the basis of
the Throughput Gain of each DRB, which is defined as the difference be-
tween the transmission rate achieved by the ith DRB and the guaranteed
data-rate required. Therefore, the goal of improving the fairness among
DRBs can be expressed as:

max Jindex in (3.25), where xi = Ti −Ri,∀i ∈ U (2.4)

Now, we analyze the system constraints. First, the transmission rate
achieved by each GBR DRB should be greater or equal to the minimum
data rate required to satisfy the QoS. It can be formulated as follows:

Ti ≥ Ri,∀i ∈ UGBR (2.5)

Second, since OFDMA is an Orthogonal Multiple Access (OMA),
each RBG must be allocated to one DRB at most. It can be formulated
as follows:

NDRB∑
i=1

ai,k ≤ 1,∀k ∈ G,∀ TTI. (2.6)

A fundamental problem is that goals (2.1) and (2.4) are typically in
opposition to each other. On the one hand, adopting a scheduling strategy
which aims to maximize the overall system throughput means serving,
in a strongly unfair manner, only the DRBs related to UEs who have the
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best channel conditions (e.g., UEs near the base station), at the expense
of those related to UEs who have worse channel condition (e.g., UEs at
the cell edge), such as by adopting BestCQI. On the other hand, adopting
a scheduling approach with the goal of maximizing the fairness among
DRBs can result in a significant reduction in the system throughput.

For the above reason, we need to define an optimal trade-off between
the above goals. The scheduler should minimize the weighted difference
between the system throughput normalized with respect to the maximum
achievable throughput and the Jain’s index normalized with respect to the
maximum achievable Jain’s index. It can be formulated as follows:

min

{∣∣∣∣∣α
∑NDRB

i=1 Ti
Tmax

− (1− α)
Jindex
Jmax

∣∣∣∣∣
}
, (2.7)

where Jindex is calculated by using (3.25) with xi = Ti − Ri; Tmax and
Jmax are the maximum throughput and the maximum Jain’s index ob-
tainable in the considered system, respectively; and α ∈ [0, 1] is a weight
which considers the balance between the goals of maximizing the system
throughput and improving the fairness. Obviously, in the extreme cases
(i.e., α = 1 or α = 0), the optimal scheduler maximizes the system
throughput without taking into account the fairness or vice versa, while
for α = 0.5 the two goals are perfectly balanced. In conclusion, given
an α value, the problem of optimal scheduling is to obtain Matrix A so
that (2.7) is achieved, subject to constraints (2.5) and (2.6).

This radio resource scheduling analysis is an optimization problem
with high complexity, which increases with the number of constraints
and variables (NDRB andNRBG). For this reason, this analytical solution
will take significantly long computation time, which is unacceptable for
a scheduling procedure which should be made every TTI. Therefore, a
heuristic solution which does not take a long computation time is needed
to obtain near-optimal solutions.

More heuristic algorithms are possible, which aim at incrementing the
system throughput more than the fairness among DRBs, or vice versa,
the strategy depends on the network operator. For this reason, in Section
6, we will propose a pseudo-optimal heuristic solution. It is a joint radio
resource allocation scheme for GBR and non-GBR services that guaran-
tees the minimum data rate required by GBR DRBs, with two possible
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strategies to achieve a different trade-off between the above goals.

2.4 Reference Work

There are several scheduling algorithms known in the literature, which
generally are categorized as channel unaware schedulers, channel aware
schedulers, and channel and QoS aware schedulers.

Channel unaware schedulers assign radio resource units to UEs with-
out taking into account the channel conditions (i.e., the CQI values of
Matrix C) and the minimum data rates required by DRBs (i.e., vector
R). One of the most popular channel unaware schedulers is the Round
Robin (RR). This scheduler, for each TTI, assigns radio resources cycli-
cally to DRBs. This is a very simple procedure giving the best fairness
among DRBs in terms of number of PRBs allocated. Adopting the 5G
RA Type 0, for each i ∈ {1, 2, ..., NDRB}, it follows:

ai,k∗ =

{
1, if k∗ = i+mNDRB,

0 otherwise.
(2.8)

where m = 0, 1, 2...
[
NRBG−i
NDRB

]
. However, this solution offers poor per-

formance both in terms of cell throughput and fairness in throughput. In
fact, the same number of RBGs is assigned to DRBs related to different
UEs which could have very different channel conditions.

The BestCQI and PF schedulers, unlike RR, take into account the
channel condition reporting of UEs, but data rate requirements are still
not considered. The first scheduler allocates, for each TTI, each radio
resource unit to the DRB with the highest CQI value in it (i.e., the one
which can receive data at the highest data rates). According to our system
model, for each k ∈ {1, 2, ...NRBG}, it follows:

ai∗,k =

1, if i∗ = arg max
i∈U

{ci,k}

0 otherwise.
(2.9)

This solution maximizes the system throughput of the cell but is very
unfair, as far UEs with lower channel condition may not get a chance to
receive any data.

22



i
i

“thesis” — 2021/4/21 — 11:58 — page 23 — #41 i
i

i
i

i
i

2.4. Reference Work

The PF scheduler tries to find over time (i.e., a large number of TTIs)
a good trade-off between distributing radio resources equally to all DRBs
(i.e., RR) and assigning radio resources only to DRBs with the best chan-
nel quality (i.e., BestCQI). Every TTI, all radio resources are assigned to
a single DRB i′ with the highest ratio between the estimated instanta-
neous data rate at time t, Ti(t) and the average data rate achieved until
time t (Ti(t)), according to equation:

i′ = arg max
i∈U

Ti(t)

Ti(t)
(2.10)

where Ti(t) = βTi(t− 1) + (1−β)Ti(t), 0 ≤ β ≤ 1 and t is the discrete
time index for the scheduling interval [34]. The value Ti(t) is calculated
recursively over a defined period which is typically in the order of a
second [35]. According to our system model, this means that, for each
TTI, it follows:

ai,k =

{
1,∀k if i fullfills condition (2.10)

0 otherwise.
(2.11)

This solution allows UEs near the gNB to be served with a large num-
ber of RBGs, whereas far UEs would still have some of the radio re-
sources. However, PF algorithm does not guarantee the QoS require-
ments of DRBs and is not suitable for real-time services.

As regards channel and QoS aware schedulers, we focus on the QoS
Guaranteed Resource Block Allocation (QGRBA) algorithm [30], which
takes into account the GRB value of GBR DRBs and the channel condi-
tion reporting of UEs. The goal of this scheduling algorithm is to maxi-
mize the overall system throughput under the constraints of guaranteeing
the required data rates. More specifically, it is proposed a suboptimal ra-
dio resource allocation algorithm that comprises two steps. In the first
one, for each GBR DRB, the scheduler calculates the ratio between its
GBR value and the average value of the CQIs reported by it. Then, on
basis of the values obtained, the scheduler estimates the portion of the
available bandwidth to be associated to each GBR DRB, in terms of
number of PRBs. In the second step, the scheduler defines a resource
allocation priority: the GBR DRB with the highest average CQI value is
selected first (in the event of a tie, the scheduler selects the GBR DRB
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with the lowest GBR value). It allocates to this DRB the amount of PRBs
estimated in step 1, by selecting the RBs in which this DRB is experi-
encing the best channel quality. Then, the scheduler verifies whether the
GBR DRB is satisfied. If so, it selects the next GBR DRB in order of
priority. Otherwise, an additional PRB is associated recursively to the
selected DRB, until it has been satisfied. The overall operation is per-
formed until no PRB is available or all GBR DBRs have been satisfied.
In the latter case, in order to improve the system throughput, all the re-
maining PRBs are assigned only to the DRB with the highest priority.

The main drawbacks of this solution are the following. First, it max-
imizes the system throughput in a strongly unfair manner, giving any
"extra" available radio resource to only one DRB. Second, the minimum
number of PRBs allocated to each DRB is established on basis of the
average CQI value, thus this amount of PRBs could be overestimated.
In addition, QGRBA does not fully exploit the global view of the chan-
nel conditions perceived by each UE for each RBG, in the terms that are
explained in the following Section. As regards the resource allocation
procedure, PRBs are allocated to DRBs without taking into account any
RA Type. Also, it is assumed that the scheduler knows the CQI values
of each PRB, which is in contrast to the CSI reporting methods provided
by the standard.

2.5 Enhanced Joint Scheduling Scheme

Our joint scheduling scheme to support GBR and non-GBR services is
summarized in pseudo-code 1 and is based on the following key ele-
ments. In order to improve the fairness among DRBs, the scheduler
cyclically allocates to DRBs one RBG at a time. The basic principle of
the proposed scheme is to give priority to GBR DRBs, by first allocating
RBGs only to GBR DRBs until their minimum requirement (Ri) is met,
as reported in Lines 1 to 12. Once all GBR DRBs have been satisfied,
the scheduler assigns one RBG (if any) to each non-GBR DRB, because
they have not received any radio resources yet (Lines 13-16). Finally,
non-GBR and GBR DRBs are treated the same way, by allocating RBGs
cyclically until there are no more channels (i.e., RBGs) available (see
Lines 17-20). Let us underline that in Lines 4, 15, and 19 RBG alloca-
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tion is properly done by means of one out the two scheduling strategies
that are proposed and explained in following subsections.

It is clear that this procedure can work well only whether the available
resources (i.e., the amount of RBGs) are enough to satisfy the require-
ment of all GBR DRBs. In other words, when the network becomes
congested, it is required an ideal Connection Admission Control (CAC)
that automatically reduces the amount of accommodated GBR DRBs,
so that each GBR requirement can be satisfied [36]. For the sake of
simplicity, the procedure in pseudo-code 1 has been described under the
assumption of an ideal CAC. In addition, the complete description of our
eJS scheme, that takes into account a realistic scenario with a non-ideal
CAC, is provided in subsection 2.5.4.

Pseudo-code 1 QoS aware Joint Scheduling Scheme
Definitions:

• U = [1, 2, . . . , NDRB ]
T : vector of DRBs

• UGBR = [1, 2, ..., NGBR]
T : vector of GBR DRBs

• UBE = [NGBR + 1, NGBR + 2, ..., NDRB ]
T : vector of non-GBR DRBs

• UC: column vector containing the DRBs to be scheduled
• G = [1, 2, ..., , NRBG]: vector of all RBGs
• G’: vector of all available RBGs
• R = [R1, ..., RNDRB

]T : vector of the guaranteed data rates
• C: CQI matrix whose elements are ci,k

Iteration:
1: UC = UGBR; G’ = G {RBGs will be allocated only to GBR DRBs}
2: while UC 6= ∅ ∧G’ 6= ∅ do
3: Give C̃ as a sub-matrix of C containing elements ci,k so that i ∈ UC and k ∈ G’
4: Assign one RBG to each DRB i ∈ UC, by means of the selected Scheduling Strategy (see Pseudo-

code 2).
5: Remove the allocated RBGs from vector G’.
6: for each DRB i ∈ UC do
7: Estimate Ti.
8: if Ti ≥ Ri then
9: Remove i from vector UC.

10: end if
11: end for
12: end while
13: if G’ 6= ∅ {All GBR DRBs have been satisfied and there are still available RBGs} then
14: UC = UBE {One RBG will be allocated only to each non-GBR DRB}
15: Give C̃ and assign one RBG to each DRB i ∈ UC, by means of the selected Scheduling Strategy

(see Pseudo-code 2). Remove from vector G’ the allocated RBGs.
16: end if
17: while G’ 6= ∅ do
18: UC = U {The remaining RBGs will be allocated one by one to GBR and non-GBR DRBs}
19: Give C̃ and assign one RBG to each DRB i ∈ UC, by means of the selected Scheduling Strategy

(see Pseudo-code 2). Remove from vector G’ the allocated RBGs.
20: end while
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2.5.1 Overview of the Proposed Scheduling Strategies

As regards our scheduling strategies, unlike BestCQI and QGBRA, in
order to achieve the established goals, we propose to allocate radio re-
sources, by fully exploiting the complete view of the channel conditions
perceived by each UE for each RBG.

In the considered eMBB scenario, the ideal solution is that each DRB
is allocated the RBG in which the best channel condition is experienced
(i.e., the highest value of CQI), so that the highest possible MCS index
will be adopted in the PDSCH. Therefore, data will be received with
the maximum value of throughput achievable for it. However, if two or
more DRBs experience the best channel quality in the same RBG k, the
scheduler must choice to which DRB the sub-band k should be allocated,
penalizing the other DRBs.

For this reason, unlike the reference schedulers, both the proposed
scheduling strategies, before allocating one RBG to a DRB, estimate
how much this allocation could severally penalize the system through-
put and/or the fairness in throughput among DRBs.

The first strategy (BestCQI Highest Deviation, BestCQI_HD) is pro-
posed to improve the system throughput at the expense of a limited loss
in terms of fairness, while the second one (BestCQI Lowest Second,
BestCQI_LS) aims at improving the fairness among DRBs at the ex-
pense of a limited loss in terms of the system throughput.

To illustrate the basic idea of each proposed scheduling strategy in
comparison with the behavior of traditional BestCQI scheduler, we present
a very simple example with 3 non-GBR DRBs and 3 RBGs.

Let us consider the following Matrix C̃, containing all CQI values.

C̃ =

12 11 8

14 6 10

11 9 8

 . (2.12)

By applying the BestCQI Algorithm the Allocation Matrix and the
CQI values related to the RBGs assigned to each DRB (c′i for each DRB
i) are reported in Table 2.2.

In order to quantitatively evaluate goals (2.1) and (2.4), the Ti of each
DRB imust be calculated. Let us remember that the throughput is a func-
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Figure 2.3: Relationship between the CQI values and the throughput achieved with 1
RBG, when r = 4 and ∆f = 15kHz.

tion of the CQI values in c′i. By adopting Table 2.1 and the guidelines
provided in [2, 6], in the way illustrated in Section 2.6.1, a possible re-
lationship between each CQI value and the related throughput in case of
r = 4 is depicted in Fig. 2.3. It shows that the throughput is a monotoni-
cally increasing function of CQI values in the sub-interval CQI ∈ [1, 14].
For this reason, a proper Throughput Indicator (i.e., an indirect estimate
of the throughput) can be obtained as follows:

T̃i =

NRBG∑
k=1

ai,kci,k. (2.13)

Then, we define a System Throughput Indicator as:

T̃ =

NDRB∑
i=1

T̃i. (2.14)

Also, a Fairness Indicator (J̃) can be estimated by using (3.25), where
xi = T̃i. Therefore, the output of the BestCQI algorithm applied in
example (4.2) yields the maximum System Throughput Indicator value
(T̃ = 35), but this has been achieved in a strongly unfair manner. In fact,
only two out of three DRBs are served, and J̃ = 0.58 � 1 (see Table
2.2).

Now, we analyze how the BestCQI_HD works in the same use case
(4.2). Because 3 DRBs are competing with the same RBG (i.e., RBG 1),

27



i
i

“thesis” — 2021/4/21 — 11:58 — page 28 — #46 i
i

i
i

i
i

Chapter 2. A QoS-aware radio resource allocation in 5G NR sub-6GHz

in order to take into account the impact of the choice which will be made,
for each DRB i the BestCQI_HD scheduler evaluates a deviation value,
which represents the difference between its maximum CQI value and its
second maximum. Then, the scheduler assigns RBG 1 to the DRB with
the greatest value of deviation, i.e., DRB 2 which presents the highest
deviation from its maximum reachable throughput. Consequently, a dif-
ferent resource allocation for DRB 2 would lead to a greater deterioration
of the system throughput.

Once RBG 1 is assigned to DRB 2, in matrix C̃ row 2 and column 1
are deleted:

C̃ =

− 11 8

− − −
− 9 8

 . (2.15)

Next, because 2 DRBs are competing with the same RBG (i.e., RBG
2), the above strategy is applied again. The scheduler assigns RBG 2 to
DRB 1. Then, the remaining RBG is assigned to DRB 3.

Finally, the output of BestCQI_HD is reported in Table 2.2. We obtain
that the system throughput indicator (T̃ = 33) is slightly lower than
BestCQI, whereas fairness is strongly improved. In fact, all DRBs are
served, and J̃ = 0.94.

As regards the second strategy (BestCQI_LS) applied to the same use
case (4.2), let us remember that it aims to improve the fairness among
DRBs, avoiding that a DRB experiences too low performance, even at the
cost of reducing the overall system throughput. While BestCQI_HD as-
signs a RBG to the DRB which presents the largest deviation between its
maximum CQI value and its second maximum, the approach of BestCQI
Lowest Second takes into account the value of its second maximum CQI.
More specifically, RBG 1 is assigned to DRB 3 which presents the lowest
second maximum value. This strategy aims to prevent a DRB from being
served with a too little CQI value, therefore with a too low transmission
rate. Row 3 and column 1 are deleted from matrix C̃.

C̃ =

− 11 8

− 6 10

− − −

 . (2.16)
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Table 2.2: Output of Scheduling Strategies

Scheduler Allocation Matrix
CQI values of

assigned RBGs T̃ J̃

BestCQI A =

0 1 0

1 0 1

0 0 0

 c′1 = {11}
c′2 = {14, 10}

c′3 = {}
35 0.58

BestCQI_HD A =

0 1 0

1 0 0

0 0 1

 c′1 = {11}
c′2 = {14}
c′3 = {8}

33 0.94

BestCQI_LS A =

0 1 0

0 0 1

1 0 0

 c′1 = {11}
c′2 = {10}
c′3 = {11}

32 0.998

Now, all DRBs are experiencing their best channel conditions in a
different RBG, therefore, the scheduler assigns RBG 2 to DRB 1, and
RBG 3 to DRB 2.

The output of BestCQI_LS is reported in Table 2.2. We obtain that the
system throughput (T̃ = 32) is slightly lower than the one of BestCQI_HD,
whereas fairness is improved (J̃ = 0.998), very close to the ideal value.

Until now, we have described the basic approach of our strategies,
as proposed in [16]. However, several exceptions could occur and the
new solutions adopted by our strategies are described in detail in the
following subsections.

2.5.2 BestCQI_Highest Deviation

In this subsection, we describe the improved BestCQI_HD scheduling
strategy, which can be adopted in Lines 4, 15 and 19 of pseudo-code 1.

As reported in pseudo-code 2, the inputs of this scheduling strategy
are: column vector UC containing DRBs to be scheduled, row vector G’
containing the available RBGs, and matrix C̃, that is, a sub-matrix of C
containing elements ci,k so that i ∈ UC and k ∈ G’. Each element of C̃
is c̃i,k.

Firstly, the scheduler initializes two vectors: U′C = UC and UB = ∅.
The first exception to be observed is when |G’| < |UC|, which means

that no RBGs will be allocated to (|UC| − |G’|) DRBs. In this case,
if the scheduler operates as described in the previous example, then it
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could allocate sub-bands to DRBs with a high deviation value, but with
bad channel conditions. For this reason, we introduce a new criterion
to choose the proper subset of UC containing |G’| DRBs to be served
with one RBG, before calculating the deviation values. It is a pseudo-
optimal solution, with the aim of maintaining a low computational load.
Rather than eliminating from the allocation procedure those DRBs with
the worst average CQI value (in the same way as QGRBA), we con-
sider that the BestCQI_HD strategy aims at allocating for each DRB the
RBG corresponding to the maximum or the second maximum CQI value.
Keeping this in mind, for each DRB the scheduler evaluates the average
value between its maximum and its second maximum CQI. Then, it se-
lects those (|UC| − |G’|) DRBs with the lower average value previously
calculated and deletes them from U′C and the related rows from matrix
C̃, as reported from Line 2 to Line 11. Next, in Line 13, the controller
calculates a matrix D with the same size of C̃, which represents the loca-
tion of the maximum CQI values of each DRB. Binary elements di,k of
D, for each row i∗, are calculated as follows:

di∗,k =

1, if k ∈ arg max
k∈{1,...,|G’|}

{c̃i,k} ,

0, otherwise.
(2.17)

The second exception to be observed is when one UE experiences
its best channel quality in more than one RBG, termed Best RBGs, as
reported in Line 15. i.e., ∃ at least one i ∈ U′C so that

∑|G’|
k=1 di,k > 1. In

this case, the scheduler has the possibility to assign to the related DRB
any RBG out of its Best RBGs, while maintaining the same performance
for it in terms of throughput. However, the choice of one RBG rather
than another one belonging to the same set of Best RBGs could affect
the performance of other DRBs. For this reason, rather than making
a random choice, we introduce a further criterion to choose, for each
DRB, the proper RBG among the set of Best RBGs to be marked as its
first maximum value (i.e., the best sub-band candidate to be assigned to
it). Our objective for this criterion is to minimize the number of DRBs
competing for the same RBG, and its implementation is equivalent to
minimizing the amount of 1s per column in matrix D. The details are
reported in Pseudo-code 2, from Line 19 to 31. As output, we obtain a
new matrix D in which, for each row i ∈ U′C, it follows

∑|G’|
k=1 di,k = 1.
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Once the above operations have been carried out, the scheduler checks
if ∀k∗ ∈ {1, . . . , |G’|}, it follows

∑NDRB
i=1 di,k∗ ≤ 1, as reported in Line

32. If so, the controller can immediately allocate to each DRB i the RBG
k so that di,k = 1, because no DRB competes for the same sub-band.
Otherwise, more DRBs are competing for the same RBG(s). In this case,
the scheduler applies the strategy described below for the entire matrix
C̃, even in the situation in which only two DRBs compete for a single
RBG. We have made this choice to fully exploit the complete vision of
matrix C̃, by taking into account the impact of each choice on the next
ones.

At this point, the controller calculates a Deviation Matrix X = QIU′C−
C̃, where IU′C is a row vector of all ones with length

∣∣U′C∣∣ and Q =
[q1, . . . , q|U′C|]

T is a column vector whose element qi∗ is:

qi∗ = max
k∈{1,...,|G’|}

{c̃i∗,k} . (2.18)

Then, the deviation value between the maximum and the second max-
imum of each DRB are inserted into a vector E = [e1, . . . , e|U′C|]

T . Each
element ei∗ is calculated as follows:

ei∗ = min
k∈{1,...,|G’|}

k 6=mi∗

{xi∗,k} , (2.19)

where xi,k is an element of matrix X and:

mi∗ = arg max
k∈{1,...,|G’|}

{di∗,k} . (2.20)

Finally, the controller selects the DRB corresponding to row i′ of ma-
trix C̃, where:

i′ = arg max
i∈{1,...,|U′C|}

{ei} (2.21)

In case of parity, a random choice of i′ is made. RBG G’[mi′] is
assigned to DRB U′C[i′], with a CQI value equal to qi′ (i.e., aU′C[i′],G’[mi′ ]

=
1). Because one DRB has been served with one RGB, row i′ is deleted
from Matrix C̃ and from vector U′C. Column mi′ is deleted from Matrix
C̃ and from vector G’.

The overall procedure is iteratively performed until Matrix C̃ is empty
(i.e., all DRBs are served or all available RBGs are allocated).
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Pseudo-code 2 Channel aware scheduling strategies
Definitions:

• UC: vector of DRBs to be scheduled;
• G’: vector of all available RBGs;
• C: CQI matrix whose elements are ci,k;

• C̃: sub-matrix of C;
• A: Allocation Matrix whose elements are ai,k.

Iteration:
1: U′C = UC; UB = ∅;
2: if |G’| < |U′C| then
3: UA = U′C
4: for each DRB i ∈ U′C do
5: Extract from matrix C̃ the elements of row i and insert them into a vector c̃i;
6: Sort c̃i in non-increasing order and calculate hi = c̃i[1]+c̃i[2]

2 ;
7: end for
8: Sort UA in such a way that, ∀ index j of UA, it follows: hUA[j−1] ≤ hUA[j] ≤ hUA[j+1];
9: Remove the last |G| elements from vector UA;

10: Delete from vectors U′C the elements whose indices are in UA and from matrix C̃ the rows in UA;
11: end if
12: while C̃ 6= ∅ do
13: Calculated Matrix D by using (2.17);
14: for each DRB i ∈ U′C do
15: if

∑
k∈{1,...,|G’|} di,k > 1 then

16: Insert i into vector UB
17: end if
18: end for
19: if UB 6= ∅ then
20: repeat
21: for each DRB i ∈ UB do
22: if ∃ at least one k∗ so that di,k∗ = 1 ∧

∑
i∈{1,...,|U′C|} di,k∗ = 1 then

23: Get k∗. In case of parity, a random choice of k∗ is made. Set di,k = 0,∀k 6= k∗.
Remove DRB i from UB

24: end if
25: end for
26: until new changes in D are made or UB is empty
27: while UB 6= ∅ do
28: Get k∗ = arg min

k∈{1,...,|G|}

∑
i∈{1,...,|U′C|} di,k. In case of parity, a random choice of k∗ is made.

29: A random value of i∗ ∈ UB so that di∗,k∗ = 1 is chosen. Set di∗,k = 0,∀k 6= k∗ and
remove DRB i∗ from UB.

30: end while
31: end if
32: if ∀k∗ ∈ {1, . . . , |G’|}, it follows

∑NDRB

i=1 di,k∗ ≤ 1 then
33: ∀i ∈ {1, . . . ,

∣∣U′C∣∣}, calculate mi in (2.20), and set aU′C[i],G[mi] = 1, C̃ = ∅.
34: else

35: Calculate

{
vector E by using (2.19) and i′ in (2.21) if BestCQI_HD is selected
vector E by using (2.22) and i′ in (2.23) if BestCQI_LS is selected

36: Set aU′C[i′],G’[mi′ ] = 1.
37: Remove row i′ from Matrix C̃ and from vector U′C.
38: Remove Column mi′ from Matrix C̃ and from vector G’.
39: end if
40: end while
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2.5. Enhanced Joint Scheduling Scheme

2.5.3 BestCQI Lowest Second

In this subsection, we describe the BestCQI_LS scheduling strategy which
can be adopted in Lines 4, 15 and 19 of pseudo-code 1.

For greater clarity, the explanation follows pseudo-code 2 as a ref-
erence. The exceptions to be observed are the same of BestCQI_HD.
For this reason, we adopt the same criteria from Line 2 to 31. As re-
gards the remaining operations to be carried out, since the approach of
BestCQI_LS takes into account the CQI values of the second maximum,
instead of the deviation values, pseudo-code for BestCQI_LS is exactly
the same of BestCQI_HD, with the exception of vector E and i′ in Line
35. Each element of E is calculated as follows:

ei∗ = max
k∈{1,...,|G’|}

k 6=mi∗

{c̃i∗,k} (2.22)

The value i′ is calculate as:

i′ = arg min
i∈{1,...,|UC|}

{ei} (2.23)

In case of parity, a random choice of i′ is made.

2.5.4 Enhanced Joint Scheduling Scheme for a non-ideal CAC

As mentioned at the beginning of this Section, our control scheme can
work well under the assumption of an ideal Connection Admission Con-
trol (CAC) which guarantees that the GBR value of each admitted GBR
DRB can be satisfied by efficiently allocating RBGs. However, in a more
realistic scenario with a non-ideal CAC, the number of admitted GBR
DRBs could be larger than the maximum amount of those which can be
fulfilled, even in the case of adopting an ideal scheduler. In this sce-
nario, the proposed scheduling scheme could be not efficient. In fact, on
the one hand, serving cyclically all GBR DRBs with one RBG at a time
until their requirement is satisfied leads to an improved fairness among
DRBs. On the other hand, in the case of a too large number of GBR
DRBs, this strategy can lead to distributing the available RBGs among
all GBR DRBs, without satisfying anyone. To solve this issue, we need
to adapt our scheme to the case of a realistic CAC. To better understand
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Table 2.3: Output of Scheduling Strategies

Allocation Matrix CQI values satisfied GBR DRBs

QGRBA A =


0 0 0 0 0

0 0 1 1 1

0 0 0 0 0

1 1 0 0 0


c′1 = ∅

c′2 = [5, 9, 5]
c′3 = ∅

c′4 = [11, 9]

{2, 4}

BestCQI_HD
(First TTI)

A =


1 0 0 0 0

0 0 0 1 0

0 1 0 0 0

0 0 1 0 1


c′1 = [13]
c′2 = [9]
c′3 = [14]
c′4 = [8, 6]

{1, 3}

eJS scheme
BestCQI_HD

(Next TTI)
A =


1 0 0 0 0

0 0 0 0 0

0 1 0 0 0

0 0 1 1 1


c′1 = [13]

c′2 = ∅
c′3 = [14]

c′4 = [8, 5, 6]

{1, 3, 4}

our solution, we provide an example which describes our proposal in
comparison to the one adopted by the QGRBA algorithm, which sup-
ports GBR DRBs.

Let us consider the following Matrix C̃, containing the CQI values of
4 admitted GBR DRBs (with GBR of 2Mbps) to be scheduled by proper
allocating the 5 available RBGs.

C̃ =


13 12 2 4 4

9 8 5 9 5

3 14 4 4 5

11 9 8 5 6

 . (2.24)

As regards the QGRBA, first the scheduler calculates the DRBs’ pri-
ority on basis of the average CQI values and the required transmission
rates, as reported in Section 3.1. In this example, all GBR DRBs have
the same GBR value, therefore the priority depends only on their average
CQI value. The priority order is {4, 2, 1, 3}. Then, RBGs are allocated
to DRB 4, until the GBR requirement is met. Then, next DRB, in order
of priority, is served. In this example, we obtain Allocation Matrix and
c′i vectors reported in Table 2.3. As shown, the scheduler serves only two
out of four DRBs, by fulfilling their requirements.
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As regards our proposed scheme, we analyze the solution of example
(2.24) obtained by adopting the BestCQI_HD strategy. The scheduler
serves all DRBs, but only two DRBs satisfy their GBR requirements. In
fact, considering the CQI values in c′2 and c′4 and the related throughput
values in Fig. 2.3, we observe that DRBs 2 and 4 achieve 1.224 Mbps and
1.616 Mbps, respectively. So, three RBGs have been wasted, because
have been allocated to two GBR DRBs which do not meet their minimum
data rate requirements.

In order to overcome this issue, our eJS scheme works as follows.
At the end of the scheduling procedure in a TTI, the scheduler verified
if one or more GBR DRBs are unsatisfied. If so, for the next TTI, one
GBR DRB must be deleted from the set of admitted GBR DRB, aiming
to successfully serve all the remaining GBR DRBs. Among all unsatis-
fied GBR DRBs, the scheduler selects as GBR DRB to be discarded the
one with the worst sum of CQI values related to the sub-bands allocated
to it. Let us note that our strategy is different from the one adopted by
QGRBA scheme, where the scheduler determines which DRB should not
be served on the basis of the CQI value averaged over the whole band.
In example (2.24), at the end of the first TTI, the DRB 2 is discarded
and the scheduler allocates radio resources only to DRB 1, 3, and 4. As
reported in Table 2.3, the eJS scheme satisfies three out of four GBR
DRBs, outperforming the QGRBA. In general, the procedure of delet-
ing one unsatisfied GBR DRB per TTI is executed iteratively until the
requirement of each accommodated GBR DRB is fulfilled.

2.6 Performance Evaluation

In this section, we evaluate the performance of the proposed scheduling
scheme by simulations in MATLAB environment. Results are averaged
over 50 independent simulations.

2.6.1 Simulation Assumptions

The simulation scenario is composed of a downlink transmission system
of a single gNB. We assume CQI feedback values of all NUE UEs are
known at the gNB for all available RBGs for each TTI. The CQI values in
Matrix C are uniformly distributed uniformly from CQImin to CQImax.
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Table 2.4: System Parameters

Parameter Symbol Value
Number of RBGs NRBG 25

Number of PRBs per RBG r 4

Sub-carrier spacing ∆f 15kHz

Time slot length ts 0.5ms

Proportional fair weight β 0.001

Number of symbols per time slot Nsymbol 7

TTI length TTI 1ms

Number of UEs NUE 2, 5, 10, 15, 20, 25

Number of DRBs per UE 1

Guaranteed data rate R 0.768, 2, 4Mbps

Simulation length tSIM 1000TTI

CQI values CQImin 2

CQImax 14

As reported in Section 4.3, the gNB needs to define a proper mapping
between CQI values received by each UE and the related MCS index. To
establish what MCS index should be used in the PDSCH, we adopt the
CQI-MCS index mapping Table A.4-14 in [2], which is shown in Table
2.1. On basis of the MCS Index, the modulation order and code rate
are derived by means of Table 5.1.3.1-1 in [6], which supports QPSK,
16-QAM or 64-QAM. Then, the Transport Block Size (TBSi) related
to the ith DRB, that is the number of information bits transmitted in
1 TTI, is estimated on basis of the number of allocated PRBs and the
MCS adopted for each RBG, as reported in [6]. The resulting throughput
experienced in one RBG is shown in Fig. 2.3.

We consider that each UE is associated with a single DRB (NUE =
NDRB), which can be either a GBR or non-GBR DRB. As regards the
traffic model, for each DRB we assume a greedy source that always has
data to transmit and generates them at the maximum rate possible [37].
The set of parameters used in simulations is provided in Table 5.1. How-
ever, the control scheme works in general, even if a different numerology
and/or a larger available bandwidth are adopted.
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Figure 2.4: Cell Throughput Loss compared to BestCQI, under different amount of
DRBs. Ri = 2Mbps for each DRB i.
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Figure 2.5: Probability that at least a GBR service does not reach the minimum guar-
anteed data rate. Ri = 2Mbps for each DRB i.

2.6.2 Performance Metrics

• Cell Throughput

Tx =

NDRB∑
j=1

Ti. (2.25)

It is the cell throughput achieved by means of scheduling algorithm x,
with x = {BestCQI_HD, BestCQI_LS, QGRBA, RR, PF, BestCQI} and
Ti the throughput of DRB i.

resume Cell Throughput Loss
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Figure 2.6: Fairness index under different number of DRBs. Ri = 2Mbps for each
DRB i.

∆Tx(%) =
TBestCQI − Tx
TBestCQI

100, (2.26)

where TBestCQI is the maximum cell throughput achievable in the sim-
ulated channel conditions by means of BestCQI. ∆Tx is the percentage
throughput loss compared to TBestCQI . The smaller the value of ∆Tx,
the better the performance of x.

resume Number of unsatisfied GBR DRBs and number of satisfied GBR
DRBs.

The number of unsatisfied GBR DRBs (NGBR,u) is the amount of GBR
DRBs that do not meet their stringent GBR requirement, that is:

NGBR,u =

NGBR∑
j=1

h, where h =

{
1, if Tj < Rj

0, otherwise.
(2.27)

Obviously, the number of satisfied GBR DRBs (NGBR,s) is the comple-
mentary number for NGBR.

resume Probability of unsatisfied GBR DRBs

Let P (NGBR,u ≥ 1) be the probability that at least one GBR DRB does
not meet its GBR requirement.

resume Fairness Index
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0,768 2 3 4 6 8 10 12 14 16
N_GBR=5 0 0 0 0 0 0 0,08 0,92 1,48 2,08
N_GBR=10  0 0 0 0 2,02 3
N_GBR=15  0 0 3 3,26 7,02
N_GBR=20  0 0 8 8,3
N_GBR=25  1,12 2,62 13
N_UE_GBR=5 Algorithm 2 0 0 0 0 0 0 0,06 0,88 1,44 2,08
N_UE_GBR=10 Algorithm 2 0 0 0 0 2 2,96
N_UE_GBR=15 Algorithm 2 0 0 3 3 7
N_UE_GBR=20 Algorithm 2 0 0 8 8
N_UE_GBR=25 Algorithm 2 0,06 1,46 13
N_UE_GBR=5 Algorithm 3 0 0 0 0 0,28 0,62 0,88 1,58 2 2,58
N_UE_GBR=10 Algorithm 3 0 0 0 0,14 3,12 3,84
N_UE_GBR=15 Algorithm 3 0 0 3,68 4,2 8,02
N_UE_GBR=20 Algorithm 3 0 0,08 8,46 8,82
N_UE_GBR=25 Algorithm 3 1,6 3,1 13,46

UE totali=25

linea continua=Algorithm 1

linea puntinata=Algorithm 2

linea tratteggiata=Algorithm 3

BestCQI_H BestCQI_LSQGBRA
BestCQI_HD 1 2 3
BestCQI_LS 1 2 3
QGRBA 1 2 3
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Figure 2.7: Number of dropped GBR DRBs under different minimum required data
rate (R) and number of DRBs (NDRB). Ri = R for each DRB i.
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Figure 2.8: Number of satisfied GBR services under different number of DRBs. Ri =
4Mbps for each DRB i.

As fairness index, we consider Jindex in (3.25), where we assume xi =
Ti − Ri, ∀i ∈ {1, ..., NDRB}. Because Jindex varies from 1

NDRB
to 1,

in order to correctly compare Jindex under different number of users,
we derive from (3.25) a modified fairness parameter J ′index which varies
from 0 to 1 regardless of the number of DRBs, as follows:

J ′index =

(
Jindex −

1

NDRB

)
NDRB

NDRB − 1
(2.28)
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Figure 2.9: Cell Throughput under different number of DRBs. Ri = 4Mbps for each
DRB i.

2.6.3 Performance Analysis

We compare the eJS scheme with RR, BestCQI, PF, and QGRBA. In
order to achieve a fair evaluation, we adapt these reference algorithms
to our System Model, by using the high-layer configured sub-band CSI
reporting method and the 5G RA Type 0, as described in Section 3.1. In
the following, we analyze two Case Studies. In the first one, we evaluate
the proper functioning of the eJS scheme when any DRB is a GBR DRB
and a non-ideal CAC is adopted. In the second case, we focus on the
performance in presence of both GBR and non-GBR services in order to
assess the effectiveness of our approach based on a joint control.

Case Study 1: only GBR DRBs

In this Case Study, we assume NUE = NDRB = NGBR, Ri = R ∀i ∈
UGBR, and all GBR DRBs have been accommodated by the CAC.

In Figs. 2.4, 2.5, and 2.6, we assume R = 2Mbps. Fig. 2.4 shows
∆Tx(%) of all the analyzed scheduling algorithms vs NDRB. Both the
proposed strategies show the same optimal performance, in fact the through-
put loss compared to the maximum value achievable by means of BestCQI
remains below 5%. QGRBA achieves in any case worse performance
compared to our strategies, with throughput loss which fluctuates be-
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Figure 2.10: Cell Throughput and number of satisfied GBR DRBs. 12 GBR DRBs,
where Ri = 2Mbps for each DRB i. CQI ∈ [8, 14],∀i ∈ {1, . . . , 6}, and CQI
∈ [2, 7], ∀i ∈ {7, . . . , 12}.

tween 5% and 20%. Moreover, the throughput loss of RR and PF is sig-
nificantly larger and, already in the presence of a moderate load, remains
approximately constant (60%) regardless of the amount of UEs.

Fig. 2.5 shows the probability that at least a GBR service does not
reach the minimum guaranteed data rate, under different amount of DRBs.
RR, BestCQI and PF exhibit the worst performances, as expected, be-
cause these algorithms do not belong to the class of QoS aware sched-
ulers, unlike the other ones. As regards QGRBA, in the case of 20 UEs,
the probability of not satisfying all UEs is equal to 18%, while both
BestCQI_HD and BestCQI_LS strategies still show a probability of 0%.
Finally, we analyze the overload case, that is, when on the basis of the
channel conditions, the amount of the available radio resources may not
be enough to satisfy 25 GBR DRBs. In this case, for both our schedul-
ing strategies, the probability of not serving at least one GBR service
inevitably increases. More specifically, BestCQI_LS reports the lowest
probability. This result is expected, since this strategy allocates radio re-
sources by aiming to do not severely penalize the throughput achieved by
the single DRB, thus increasing the probability of achieving its minimum
required data rate.

Fig. 2.6 depicts the Fairness Index under different number of DRBs.
For a fair comparison with the QGRBA scheduler, we consider only
NDRB = {2, . . . , 15} for which all GBR services are satisfied. Both
the proposed strategies show significantly better results than QGRBA,
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Figure 2.11: Cell Throughput under different number of DRBs. 2 GBR DRBs with
R = 2Mbps, 2 GBR DRBs with R = 4Mbps and (NDRB − 4) non-GBR DRBs.

especially in the case of 15 users. In addition, we note that, due to the
adoption of 5G Resource Allocation Type 0, which is based on groups of
RBs (RBGs), the level of granularity is low. Therefore, the ideal value
of Fairness Index, that is 1, may be unreachable, especially when the
number of DRBs is large.

Finally, results in Figs. 2.4 and 2.6 prove that both proposed strategies
exhibit the same optimal trade-off between the goal of maximizing the
system throughput and the one of achieving the fairness in throughput
among DRBs.

Now, we assess the eJS scheme behavior when the adopted CAC ac-
commodates GBR DRBs until the theoretical limit of the cell capacity is
reached, i.e., NGBR · R ' 100Mbps. In Fig. 2.7 we show the number of
dropped GBR DRBs when Ri = R ∀i ∈ UGBR, under different NGBR

and R values. In the case of very light traffic load, the proposed strate-
gies and QGRBA scheme show good performances. However, when the
traffic load increases, the eJS scheme outperforms the QGRBA. More
specifically, eJS scheme serves, on average, a number of GBR DRBs
equal to the maximum possible value. We show it through the following
two examples. First, when NGBR = 15 and R = 6Mbps, considering
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Figure 2.12: Number of satisfied GBR DRBs under different number of DRBs. 2 GBR
DRBs with R = 2Mbps, 2 GBR DRBs with R = 4Mbps and (NDRB − 4) non-GBR
DRBs.

throughput values in Fig. 2.3, each GBR DRB typically requires at least
3 RBGs, so the maximum amount of GBR DRBs which can be satisfied
is 8. In this case, our scheduling strategies drop exactly 7 out of 15 GBR
DRBs, while QGRBA drops one more. Second, when NGBR = 5 and
R = 10Mbps, each GBR DRB requires at least 4 RBGs, then 6 GBR
DRBs can be satisfied at most. In this case, our scheduling strategies
serve all GBR DRBs, while QGRBA serves only 4 out of 5 GBR DRBs.

We also evaluated, for any considered R value, whether the above
eJS scheme behavior, close to the ideal one, occurred at the expense
of the cell throughput, and here we report the results for R = 4Mbps.
More specifically, we show in Figs. 2.8 and 2.9 the number of satis-
fied services (NGBR,s) and the cell throughput (Tx), when the number
of accommodated GBR DRBs ranges from 1 to 14, respectively. Both
our scheduling strategies significantly outperform the QGRBA, because
not only do they guarantee, on average, one GBR DRB more, but they
also exhibit a cell throughput which remains about 10% higher (see Fig.
2.9). Moreover, the proposed strategies achieve a cell throughput slightly
lower than that obtained by the BestCQI, which is the theoretical upper-
bound, but with the benefit of almost doubling the number of satisfied
GBR DRBs. Figs. 2.8 and 2.9 also allow us to assess the performance
differences between the two proposed strategies. As the number of GBR
DRBs increases, Tx is slightly higher by adopting the BestCQI_HD com-
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2Mbps, 2 GBR DRBs with R = 4Mbps and (NDRB − 4) non-GBR DRBs.

pared to the BestCQI_LS, while NGBR,s is slightly lower, as expected.

Finally, we evaluate the performance of BestCQI Highest Deviation
and BestCQI Lowest Second in the realistic case in which some users
experience better channel quality (e.g., because they are near the base
station), while other ones experience worse channel quality (e.g., be-
cause they are at the cell edge). Fig. 2.10 depicts the Cell Through-
put and the number of satisfied GBR DRBs obtained by each analyzed
scheduling scheme, when NDRB = 12, Ri = 2Mbps ∀i ∈ UGBR,
CQIi,k ∈ [8, 14] ∀i ∈ {1, . . . , 6} ∧ ∀k ∈ {1, . . . , NRBG}, and CQIi,k
∈ [2, 7] ∀i ∈ {7, . . . , 12} ∧ ∀k ∈ {1, . . . , NRBG}. As expected, only
the GBR DBRs with better channel conditions are satisfied by adopting
RR, PF and BestCQI, because these scheduling schemes are not designed
to meet GBR service requirements. In particular, BestCQI achieves
the maximum throughput by assigning RGBs to only the DRBs with
better CQI values. On the other hand, both the proposed eJS scheme
and QGRBA satisfy a larger amount of GBR DRBs, even those that
experiment a bad channel quality. For this reason, despite the latter
strategies serving more GBR DRBs, the average throughput per DRB
is lower than the one achieved by adopting the BestCQI. More specifi-
cally, BestCQI_HD and BestCQI_LS satisfy, on average, an additional
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Figure 2.14: Fairness Index and number of satisfied GBR DRBs. 6 UEs, each one
associated with 2 GBR DRBs with R = 2Mbps and 2 non-GBR DRBs.

GBR DRB compared to the QGRBA scheme, while achieving a system
throughput better than QGRBA, RR and PF. These results demonstrate
the adaptability of our eJS scheme to different channel conditions.

Case Study 2: GBR and non-GBR DRBs

In this subsection, we assess the quality of our eJS scheme in manag-
ing heterogeneous traffic for eMBB scenarios. At this aim, we con-
sider 2 GBR DRBs requiring a minimum guaranteed bit rate equal to
R = 2Mbps, 2 GBR DRBs requiring R = 4Mbps and the remain-
ing (NDRB − 4) DRBs are non-GBR DRBs. We analyze the perfor-
mance when NDRB ranges from 5 to 25. Fig. 2.11 depicts the cell
throughput achieved by means of each analyzed scheduling scheme un-
der different number of DRBs. We note that RR, and PF achieve very
low cell throughput values, while QGRBA exhibits only 54Mbps. On
the other hand, BestCQI_HD and BestCQI_LS show performance near
to the BestCQI. Next, we evaluate in Fig. 2.12 the number of satis-
fied GBR DRBs for the proposed scheduling schemes, QGRBA and
BestCQI. We note that, even in the presence of only 4 GBR DRBs, the
BestCQI scheme fails to satisfy all GBR DRBs, while the QoS aware
schedulers satisfy any of them, as expected. For this reason, in Fig. 2.13
we analyze the Fairness Index of the QoS aware schedulers only. It is ev-
ident that, as the percentage of non-GBR DRBs increases, QGRBA per-
formance deteriorates significantly. On the other hand, both BestCQI_HD

45



i
i

“thesis” — 2021/4/21 — 11:58 — page 46 — #64 i
i

i
i

i
i

Chapter 2. A QoS-aware radio resource allocation in 5G NR sub-6GHz

and BestCQI_LS exhibit a Fairness index that fluctuates between 0.85
and 0.98 due to the low granularity of the radio resources to be assigned.
These results show clearly that QGRBA is not designed to schedule radio
resources when there are also best effort services. On the other hand, in
Figs. 2.11 and 2.13, our eJS scheme exhibits optimal performance both
in terms of cell throughput and fairness, demonstrating the effectiveness
of the joint control of non-GBR DRBs and GBR DRBs with different
minimum required data rate values.

Finally, we analyze the quality of the proposed scheme in a realistic
eMBB scenarios, in which more than one GBR or non-GBR DRB is
assigned to a UE. At this aim, we consider a scenario composed of 6 UEs,
each one associated with 2 GBR DRBs requiring a minimum guaranteed
bit rate equal toR = 2Mbps, and 2 non-GBR DRBs. Fig. 2.14 shows the
number of satisfied GBR DRBs and the Fairness Index for the proposed
scheduling schemes and all the reference works. As expected, the results
conform to the previously analyzed cases in which each UE is associated
with one GBR or non-GBR DRB.

2.7 Conclusion

In this chapter, we addressed the radio resource scheduling problem en-
countered by a gNB which allocates PRBs in downlink to users requiring
GBR and/or non-GBR services, following 5G NR guidelines in a sub-
6GHz band. By adopting the standardized radio Resource Allocation
Type 0 and the higher layer configured sub-band CSI reporting method,
we proposed a new channel and QoS aware scheduling scheme, which
jointly supports non-GBR and GBR DRBs in an eMBB scenario, guar-
anteeing for the latter ones the minimum data rate required. Also, the
proposed scheme was extended to work well in realistic scenarios, where
non-ideal CACs were adopted. At the aim of being able to choose a dif-
ferent trade-off between the two objectives of maximizing the system
throughput and reaching the fairness in throughput among DRBs, in our
scheduling scheme, we proposed two different strategies. The first one,
called BestCQI_HD, was proposed to improve the system throughput at
the expense of a slight loss in terms of fairness. The second strategy,
called BestCQI_LS, aimed at improving the fairness among DRBs at the
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expense of a slight loss in terms of system throughput. We conducted
a simulation study under different traffic types and channel conditions.
The results show that the proposed scheduling scheme always outper-
forms the other benchmark algorithms, by exhibiting a higher degree of
fairness and larger amount of satisfied GBR DRBs, at the cost of a slight
throughput loss with respect to the maximum achievable throughput.
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CHAPTER3
Radio Resource Management in

D2D-enabled mmWave Mobile Broadband
(MMB)

In this chapter, we focus on D2D communications, mmWave radio trans-
missions and adaptive beamforming techniques. Enabling D2D commu-
nications can increase significantly the overall system capacity and data
rates, while reducing eNodeB data traffic, end-to-end latency and power
consumption [9]. The main problem is the management of interferences,
not only with traditional cellular communications, but also among D2D
communications themselves. Since traditional cellular communications
typically take place in licensed band, the first problem can be overcome
by adopting Outband D2D communications in appropriate unlicensed
spectrum bands. At this regard, we observe that the 2.4 GHz and 5.8
GHz unlicensed bands, currently used for massive Wi-Fi and Bluetooth
services, are characterized by an uncontrollable interference. Moreover,
the 5.8 GHz spectrum can be also adopted for Licensed Assisted Access
(LAA) and the extended version (eLAA) introduced by 3GPP in Release
13 and 14, respectively, which are Carrier Aggregations between the li-
censed LTE carrier and the unlicensed LTE carriers. In this context, we
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take into account the second key technology: transmission in millimeter-
Wave band (i.e., the spectrum between 6 GHz and 300 GHz) [38]. The
60 GHz unlicensed band is largely uncongested compared to the 2.4 GHz
and 5.8 GHz bands, and has not yet been investigated by 3GPP Release
16 to be supported by 5G New Radio-Unlicensed (NR-U), whose current
target is to extend the applicability of 5G NR to sub 7 GHz unlicensed
spectrum bands. So, we choose the 60 GHz band because of the abil-
ity to utilize a huge unlicensed bandwidth, so to provide multiple Gbps
transmission rates [39]. However, because of the high frequency, 60 GHz
transmissions are characterized by strong propagation loss. Although it
is a drawback for long-range communications, on the other hand very
short-range communications benefit from a reduced interference power
of farther interfering transmitters. Finally, in order to further reduce in-
terference from close communication links, we can use high-gain adap-
tive antenna array supporting directional transmission with narrow beam,
exploiting adaptive beamforming techniques. Due to the smaller size of
antennas at 60 GHz, in the future it will be feasible to enclose ultra-dense
array structures in smartphones [40], so we can use adaptive beamform-
ing techniques in both User Equipments (UEs) and Base Stations.

For the above reasons, the symbiosis of D2D communications, 60
GHz band and directional transmissions is regarded as one of the most
promising solution to increase significantly the overall system capacity,
by enhancing spatial reuse, and to reduce the end-to-end latency and the
power consumption. However, despite these benefits, in environments
with high density of UEs, most likely one or more D2D communications
will be inside the beamwidth range of another direct communication.
Therefore, it is necessary to develop proper radio access control schemes
and efficient scheduling algorithms to manage the interference among
directional D2D communication, in order to achieve high performance
in terms of transmission efficiency, throughput, and end-to-end delay. As
reported in [41], an analytical solution will take long computation time
that is unacceptable for mmWave cells where the duration of one time
slot is only a few microseconds. For this reason, a heuristic approach
which does not take long computation time is needed.
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3.1 Related Work and Motivation

The issues described above have already received attention, and several
access control schemes for D2D communications in 60 GHz band are
available in literature. 60 GHz standards have been defined for indoor
Wireless Personal Area Networks (WPANs), such as IEEE 802.15.3c
[42], and for Wireless Local Area Networks (WLANs), such as IEEE
802.11ad [43]. An accurate description and comparative analysis of both
protocols can be found in [44]. Since these standards adopt a slotted
Time-Division Multiple Access (TDMA), a lot of research works pro-
pose a centralized control scheme based on slotted TDMA radio access
with concurrent transmission support [10–12, 41, 45–50].

In [10, 45] the frame structure is based on the IEEE 802.15.3c, and
each frame has a fixed length equal to 1000 time slots. During a time
interval called Contention Access Period, each UE sends the transmis-
sion request to the PicoNet Controller (PNC) using the Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) technology. Af-
ter that, during a frame time, the controller runs a scheduling algorithm,
and then delivers the relative scheduling information (i.e., time slots allo-
cated) to UEs. In [45] concurrent transmission are allowed on the basis of
an Exclusive Region (ER), centered on each receiver device, as function
of the estimated interfering transmission power, without considering the
effective signal-to-interference-plus-noise ratio (SINR). The ER is also
adopted by Rehman et al. [10]. In order to improve the overall system
throughput, they propose a graph-based scheduling algorithm, which fa-
vors short-range flows at the expense of a strong unfairness. The main
weakness of these approaches is that each UE, once the request has been
sent, has to wait for the next frame to start transmissions.

In [46] the authors adopt a frame structure based on several schedul-
ing periods, each one composed on a beacon period (for network syn-
chronization), a control message exchanging period (in which each trans-
mitter sends its requests and the PNC decides the allocation method for
the transmitters), and a data transfer interval. At the aim of maximizing
the network throughput per time slot, they present a vertex coloring based
resource allocation algorithm. Like [10,45], they propose to enable con-
current transmission considering the ER and the main lobe interference.
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Control 
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Figure 3.1: Time-line illustration of frame structure and an example of concurrent data
flow transmissions

In addition, they take into account the interference from the sidelobes, by
defining a new power decision threshold in order to reduce this sidelobe
interference.

Unlike the approaches analyzed above, the authors of [11, 12, 41, 47,
48] adopt a variable-length frame structure, which depends on the user
demands. The frame structure is shown in Fig. 3.1. The central con-
trol unit receives transmission requests by means of a polling operation,
takes scheduling decisions during the scheduling time with the aim of
minimizing the length of transmission phase, and sends transmission
rules to UEs during the pushing time of the same frame. During the
transmission phase, slots are organized into one or more stages of vari-
able length, in which non-severe interfering data flows are concurrent
transmitted. Despite the frame overhead being increased, in this way UE
requests and transmissions occur in the same frame, thus reducing the
wait before transmitting. Son et al. [11] propose an iterative graph-based
scheduling algorithm, in which the mmWave network is considered as
"pseudo-wired". For this reason, the concurrent transmission condition
takes only into account that a device can transmit or receive to\from only
one device at the same time. Starting from the algorithm in [11], Niu et
al. [12] assume that the transmission rates of each wireless link is well-
known and fixed at three discrete values (2, 4, and 6 Gbps) on the basis of
the distance between UEs. Their scheduling algorithm allows concurrent
transmissions only if the SINR of each link is larger than the minimum
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SINR to support its transmission rate.

Finally, we focus on some works adopting multi-hop mmWave D2D
Communications among UEs. In [47], the authors propose a schedul-
ing algorithm for popular content downloading in a mmWave small cell.
They consider a scenario in which a single Access Point (AP) has to
deliver the same packages to all UEs belonging to its coverage area.
The AP, rather than delivering packets to each UE, sends packets only to
nearby UEs; then, they will forward packets to the other UEs by means
of multi-hop D2D communications. In the same context, Giatsoglou
et al. [49] propose to increase popular content exchanges between the
paired UEs by using a new policy for device caching. Wei et al. [50]
investigate the relay transmission through other UEs if an entire light-of-
sight (LOS) path is available, when the direct mmWave links are subject
to random Bernoulli blockages.

Let us note that all above works consider a scenario limited to the
coverage area of a single PNC or an AP, whose coverage radius is typ-
ically equal to 15m. Instead, in [41] Niu et al. propose a centralized
control scheme for a wider indoor scenario with a high density of UEs.
In order to extend the advantages of 60 GHz D2D communications to
the whole environment, they assume that several Access Points (APs)
are installed inside the coverage area of a Macro eNodeB and intercon-
nected among themselves through a high speed wireless connection at
60 GHz, as shown in Fig. 3.2. This solution implies that the access
and the backhaul network use the same resources, therefore resource al-
location management is more difficult than a single PNC/AP scenario
because it should take into account also the interference between the ac-
cess and the backhaul network. At the aim of maximizing the system
efficiency by having the ability to allocate all available resources with-
out restriction, they propose a central controller which considers both
the access and the backhaul network jointly. The authors consider the
Central Controller (CC) located inside one AP, so in this way, the pro-
posed architecture acts as a stand-alone Millimeter-Wave Mobile Broad-
band (MMB) system [51], that is, a 5G system operating exclusively on
mmWave bands. The controller also acts as a gateway, because it is con-
nected to the Internet via a direct and high speed wired connection. The
remaining APs in the scenario communicate with the gateway to send
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Figure 3.2: An MMB system for a wide indoor scenario with a high density of UEs.
The communication between each pair of UEs inside the whole scenario can take
place without traversing the core network via a multi-hop path (e.g., communication
between Source S1 and Destination D1) or directly (e.g., communication between S2

and D2). The Central Controller (CC) is inside AP4.

(receive) data to (from) Internet. The communication between each pair
of UEs inside this scenario can take place without traversing the core
network via a multi-hop path (through one or more APs) or directly (tra-
ditional D2D communication), as shown in Fig. 3.2. On the basis of
their previous work [12], in [41] Niu et al. present an improved access
scheme termed D2DMAC, which consists of a path selection criterion
to determine if a communication takes place through a multi-hop path
or directly, and a concurrent transmission scheduling algorithm, which
supports multi-hop communications. The basic strategy adopted in their
scheduling algorithm is to deliver all packets in a frame time, whether
delivery occurs directly or via a multi-hop path. Gao et al. in [48] pro-
pose an improved D2DMAC scheme, termed directional D2D medium
access control (D3MAC). Compared to the D2DMAC scheme, in [48]
the authors introduce a contention graph in order to depict the contention
relationship between flows. It is constructed in the way that two vertices
are connected with an edge only if the maximum interference between
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them is greater than or equal to a fixed threshold value. On the basis of
this graph, the heuristic transmission scheduling algorithm of D3MAC,
which is the same of [41], reduces the number of iterations.

Although D3MAC scheme has addressed the multi-hop D2D trans-
mission problem in a wide scenario, it shows two significant weaknesses.
First, in the presence of one or more multi-hop paths, the packet deliv-
ery in a single frame may increase the frame length, so much that the
next polling time could occur after several milliseconds. Consequently,
this causes delays for new transmission requests, that could be too long
for delay-sensitive services. Second, the D3MAC scheme is not very ef-
ficient because it does not fully exploit the opportunities of concurrent
transmission as we will show later on.

3.2 Contributions

In this chapter, we investigate the access control problem in an indoor
D2D-enabled stand-alone MMB system with a high density of UEs for
the purpose of interference mitigation. We aim to enhance the transmis-
sion efficiency, by exploiting concurrent transmissions, to maximize the
throughput, to minimize the end-to-end delay, and to improve the fair-
ness among users, while taking into account to keep the computational
load as low as possible. To this end, we propose a new centralized ac-
cess control scheme composed of a data flow management strategy and
a multi-criteria scheduling algorithm based on a greedy graph vertex-
coloring technique. Like D3MAC, our access control scheme is based
on the variable-length frame structure of Fig. 3.1 and jointly manages
D2D communications and transmissions in the access and the backhaul
network. In addition to the D3MAC, our scheduling algorithm takes also
into account the source rate and the service delay requirements.

Furthermore, on basis of the proposed Centralized Access Control
scheme, we focus on cell planning for a MMB system. This is not an easy
procedure, because planning a cellular system depends on a large num-
ber of aspects, such as signal propagation, expected traffic load and types
of service to be guaranteed, transmitter and receiver antenna parameters
(power, gains, directivity), interference control, transmission scheduling,
and so on. Since a mmWave network has very different characteristics
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compared to previous generation networks, we need to introduce an anal-
ysis specific for the peculiarities of this network technology. Our aim is
to provide some guidelines on how to approach cell planning problem in
a MMB scenario.

The main contributions can be summarized as follows:

• As regards multi-hop transmissions, unlike D3MAC, our resource
management strategy is based on performing only one hop per frame,
with the aim of maximizing the number of possible concurrent trans-
missions, thus improving the transmission efficiency and the delay-
sensitive service performance.

• For each transmission request, the Central Controller chooses the
proper path type (i.e., direct or multi-hop path) through a new path
selection criterion, which takes into account also the source rate and
the performance differences between the direct path and the multi-
hop path, by means of new distance-based metrics.

• We define a new multi-criteria scheduling algorithm, in order to
reach the fairness, enhance transmission efficiency, maximize the
system throughput, and reduce the end-to-end delay. These crite-
ria are grouped in three phases. First, analysis of the interference
relations among data transmissions, and creation of an interference
graph. Second, assignment of different transmission stages to in-
tolerant interfering sub-flows, by using a new graph multi-coloring
method. Third, a new criterion for minimizing the number of time
slots to be allocated to each stage.

• To further enhance transmission efficiency, the controller splits, wher-
ever necessary, a data flow transmission in more transmission stages
inside the same frame without increasing the number of stages;
this minimizes the frame length for the same amount of data traffic
transmitted.

• By simulation, we benchmark our approach against the D3MAC
scheme [48]. The comparative analysis shows that our control scheme
outperforms the reference scheme in terms of throughput, end-to-
end delay and fairness in any simulated traffic condition.
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• We provide a radio planning procedure organized in two phases:
coverage planning and capacity planning. As for the first one, we
derive coverage planning constraints, in terms of maximum sup-
ported distance between transmitter and receiver (UE and/or AP)
in non-line-of-sight (NLOS) and line-of-sight (LOS) condition, in
order to provide full coverage of the service area and to ensure the
functioning of the radio access scheme. As for capacity planning,
because system capacity depends heavily on the network topology,
we first derive a relation between the network parameters to be
configured and the maximum number of users to be managed by
the system, in a generic network topology fulfilling coverage con-
straints. Then, we analyze a Case Study at the aim of configur-
ing appropriate network parameters to achieve good system perfor-
mance.

3.3 System Overview

We consider a wide indoor D2D-enabled MMB system, operating at 60
GHz, inside the coverage area of a M-eNB with a high density of UEs.
The MMB system consists of NAP APs and NU UEs operating on the
same spectrum. We assume that UEs are equipped with multi-standard
technology transceivers (e.g., mmWave and LTE Advanced). So, a UE,
while is connected at a low frequency with the macro eNodeB for tradi-
tional services, can communicate at 60 GHz with a device (UE or AP)
inside the same MMB system through a direct communication or a multi-
hop path across APs without traversing the Core Network1.

On the basis of the described scenario and the adopted architectural
solution, in addition to the interference between D2D communications,
the interference between mmWave access and backhaul network arises.
So, in order to efficiently manage these interferences, as in [48], we
choose a centralized control approach, considering both radio access and
backhaul networks jointly. More specifically, we assume a local Central
Controller (CC), inside an AP, which is the one which reduces the aver-
age one-way latency between each pair of APs. Other assumptions are
listed below:

1The proposed control scheme could also work with traditional communications to the Internet, by
considering an AP gateway as the destination device.
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1. APs are in LOS between them and their position is fixed.

2. The Central Controller knows the static topology of APs and the
up-to-date location of UEs. The latter information can be obtained
by a maximum-likelihood classifier based on beam-space channel
matrix [52].

3. Each UE and AP is equipped with ideal directional adaptive anten-
nas [45] with the same beam angle: the antenna gain is constant
within the beam angle θ (G = 2π

θ ) and zero outside; the transmit-
ter antenna is able to automatically adapt its radiation pattern, by
putting the main lobe in the direction of the receiver antenna.

4. Each UE can be served by only one Access Point and is associated
with the nearest AP.

3.3.1 Basics of the Radio access scheme

As in [11, 12, 48], we adopt a slotted TDMA with concurrent transmis-
sion support. A fundamental constraint of TDMA approach is the high
synchronization accuracy needed in the system. The clock of all APs is
synchronized by the controller; then, each AP synchronizes the clock of
UEs associated with it. However, to ensure time synchronization taking
into account propagation delays, a radio network planning is needed. We
provide it at the end of this chapter.

In the considered scenario, where the beamforming technology is a
key point, the management of UE request packets is not based on the
CSMA/CA standard, but on the polling technique, because the conven-
tional carrier sensing medium contention schemes do not work well with
directional antennas, as outlined in [53].

Time is divided into time slots of equal length and organized in non-
overlapping frames with variable length [11]. As shown in Fig. 3.1, a
frame consists of two phases: control phase and transmission phase. The
first phase contains three time intervals: polling time, scheduling time
and pushing time.

During the polling time (tpoll), each AP sequentially polls all UEs
associated with it to check whether any UE has data to transmit. Each
UE must respond after a fixed interval (Short Inter Frame Space, SIFS)
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with a request packet or with a ’keep alive’ response message if it does
not have any data to transmit. Once this procedure is completed, each AP
will report the information received from UEs to the Central Controller
through the wireless backhaul network.

During the scheduling time (tsched), the Central Controller applies an
efficient scheduling algorithm based on received requests and location
information, to meet the traffic demands.

Next, during the pushing time (tpush), the CC distributes scheduling
rules to all APs through the wireless backhaul network. Afterwards, each
AP forwards the scheduling information to UEs associated with it. Upon
receipt of the information from its AP, each UE sends an acknowledg-
ment message. The time required for the pushing operation is the same
as the polling.

Finally, during the transmission phase, slots are organized into one or
more stages of variable length. During a stage, non-severe interfering
flows are concurrently transmitted. Let us note that each wireless device
can not transmit and receive at the same time, as described in Section
3.5.

We set slot time tSLOT = 5µs and its payload time tPAY = 4µs,
as in [48]. In addition, in [19] we derived the maximum distance for
mmWave communication in non-line-of-sight (NLOS) conditions, that
is, dmax,NLOS = 16.97m. This choice guarantees all overhead parameters
and a proper guard interval, to prevent the use of compensation tech-
niques for time slot synchronization (e.g., timing advance).

3.3.2 60 GHz channel model

The main characteristics of 60 GHz communications are high frequency
and large bandwidth, so high path loss and transmission rate values. We
adopt the path loss model for frequency spectrum above 6 GHz in Indoor-
office scenarios provided by the 3GPP standard in [54]. The path loss in
dB at distance d can be expressed as follows:

PL[dB](d) = PL[dB](d0) + 10α log10

(
d

d0

)
+Xσ[dB]

, (3.1)
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where PL[dB](d0) = −10 log10

[(
λ

4πd0

)2

GTGR

]
, λ is the wavelength,

GT and GR are transmitter and receiver antenna gain, α is the path loss
exponent, d0 is the reference distance, d is the distance between trans-
mitter and receiver, Xσ[dB]

represents the large-scale fading, modeled as
a log-normal distribution which in the dB-domain corresponds to a zero-
mean Gaussian distribution with standard deviation σ[dB]. The values of
α and σ[dB] depend on the visibility condition, i.e., Line-Of-Sight (LOS)
or Non-Line-Of-Sight (NLOS), and are reported in Table 3.1. The LOS
state is considered when no buildings or walls block the direct path be-
tween TX and RX. The impact of objects, such as chairs, desks, office
furniture, and so on, is modeled using the shadowing term Xσ[dB]

[55].
In order to estimate the maximum achievable transmission rate of data

flow i from transmitter TXi to receiver RXi, we adopt Shannon’s theo-
retical formula2, as in [10]:

Ri = ηW log2 (1 + SINRi) , (3.2)

where η represents the transceiver efficiency (η ∈ [0, 1]), W is the sys-
tem bandwidth, and SINRi is the signal to interference plus noise ratio,
calculated as:

SINRi =
PTi/PL(d(TXi, RXi))

N0W +
∑

j 6=i PTj/PL(d(TXj, RXi))
, (3.3)

where PTi is the signal power of TXi, PL is the path loss in (3.1) con-
verted from the dB-domain to the linear domain, d(TXi, RXi) is the
distance between TXi and RXi, and N0 is the power spectral density of
the white Gaussian noise.

Let us note that
∑

j 6=i PTj/PL(d(TXj, RXi)) is the power from all
interfering data flows.

3.4 Our Access Control Strategy

For the mmWave network architecture and the basic radio access scheme
introduced above, we propose a new resource management strategy aim-
ing to fulfill the following objectives:

2A future implementation of a proper modulation and code scheme will set accurate transmission rate
values. However, the framework for our analysis would remain identical.
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• enhance transmission efficiency, taking fully advantage of concur-
rent transmissions;

• maximize throughput;

• minimize end-to-end delay;

• keep computational complexity as low as possible.

These targets are often in opposition to each other. On the one hand,
we try to offer best efficiency, enabling as many as possible concurrent
transmissions. On the other hand, we try to maximize transmission rates,
by minimizing the interference (i.e., by reducing the amount of concur-
rent transmissions). In addition, we need to establish the best order of
transmission to minimize the end-to-end delay.

In this chapter, several aspects are considered and several criteria are
developed in order to propose a new Access Control scheme which aims
to best accomplish each target. In the next subsection, before defining the
Central Controller operations, the approach taken for the management of
multi-hop flows is described and the motivations are explained.

3.4.1 Multi-hop transmission management

In Fig. 3.3 we show a data session between source UE, S(n), and des-
tination UE, D(n), termed "active communication(n)"; it starts at time
t0 and ends at time t1. Also, we denote with tstart(i) the beginning time
of frame i, and with "data flow(n, i)", df(n, i), the amount of traffic data
generated by source S(n) during frame (i − 1), i.e., from tstart(i − 1)
to tstart(i). During the polling time of the ith frame, S(n) will send to
the related AP a request packet, containing, inter alia, D(n) address and
the amount of traffic data to be transmitted, df(n, i). On the basis of
the decisions made by the controller, df(n, i) can be transmitted directly
(direct path) or via Access Points (multi-hop path). In the latter case,
df(n, i) needs to be transmitted sequentially, hop-by-hop, as depicted in
Fig. 3.4. We define "sub-flow(n, i, j)", sf(n, i, j), as the transmission
of df(n, i) related to hop (j). The transmission of a direct data flow is a
single sub-flow(n, i, 1).

As regards multi-hop transmissions, two different strategies can be
considered:
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Figure 3.3: Graphic representation of active communication(n) and the related data
flows.
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Figure 3.4: Graphic representation of data flow(n, i) and the related sub-flows.

1. complete data flow transmission from source to destination UE, dur-
ing a single frame;

2. perform only one hop per frame.

D3MAC scheme adopts strategy 1, i.e., each AP stores the received
df(n, i) and forwards it in the next stage of the same frame (see Fig.
3.5a). Instead, with strategy 2, each AP stores the received df(n, i) and
forwards it in the next frame. The choice of strategy is relevant because
significantly affects the system performance, as we show below.
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Figure 3.5: Active communication consisting of multi 4-hop data flows. Transmission
in steady state with two strategies.

Firstly, we consider a simple example of an active communication
consisting of a single data flow, which is delivered through 4 hops (sub-
flows). With strategy 1, the total overhead time is related only to the con-
trol phase of a single frame. Instead, with the second strategy, because
only one sub-flow can be delivered during a frame, the total overhead
time is related to four control phases. Therefore, if we restrict our analy-
sis to just one multi-hop data flow, the best strategy seems to be the first
one.

However, it is very likely that during the transmission phase, the
source UE of the considered active communication continues to gen-
erate packets. Because sub-flows belonging to the same data flow are
sequential transmissions, as shown in Fig. 3.5a, the frame length can
be long. The longer the frame length, the greater the amount of traffic
generated by source UE, i.e., the data flow size. The process of lengthen-
ing continues until the length of the frame reaches the steady state with
a long duration. Conversely, with strategy 2, because in each frame all
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sub-flows belong to different data flows of the same active communica-
tion, some of these sub-flows can be scheduled concurrently, as shown in
Fig. 3.5b. The frame length will be shorter compared to strategy 1 and,
consequently, the traffic amount generated during a frame is reduced.
As a result, an active communication is expected to be split into more
data flows with a small number of packets that can exploit concurrent
transmissions.

Consequently, with strategy 2, the time necessary to transmit the same
amount of data is less than with the first one (i.e., the efficiency increases
and the packet delay is reduced). In addition, we note that the control
phase frequency is greater, so other new source UEs can benefit from a
reduced wait for the next polling time (i.e., a reduced accumulated initial
delay and an improved fairness among UEs). For these reasons, unlike
D3MAC [48], in our control access scheme we adopt strategy 2.

3.4.2 Central Controller Operations

A high-level block diagram of the access control strategy is shown in
Fig. 3.6.

During the polling time, each AP obtains request packets from its UEs
with new data flows to be transmitted, characterized by: destination UE;
amount of data in terms of number of packets (npackets), assuming a fixed
packet size of Nbytes,packet bytes; source rate (Rsource), e.g., 2 or 4 Gbps;
end-to-end delay threshold (dthr), if any. Then, each AP will report to
the AP/CC the requests for transmission of new data flows. In addition,
each AP, which has received and stored a data flow in the previous frame,
will send to the Central Controller a transmission request to forward it
to the next hop. As regards active communications with delay-sensitive
services, we assume that each AP discards all related packets which have
accumulated a delay larger than the delay threshold, before sending its
requests to the Central Controller.

Therefore, at the end of each polling time, the Central Controller
knows all UEs and APs requests. For all new data flows, the controller
selects the path type: it establishes whether data transmission occurs by
a direct path (direct sub-flow) or a multi-hop path (more sub-flows). The
multi-hop path is determined by a static routing. If the controller chooses
the multi-hop path, then it selects only the first sub-flow for the current

64



i
i

“thesis” — 2021/4/21 — 11:58 — page 65 — #83 i
i

i
i

i
i

3.4. Our Access Control Strategy

Path type
selection

Demand for next sub-flow of 
each multi-hop data flow 

transmission

First sub-flow 
selection of each 

multi-hop data flow

Creation of the list 
of sub-flows to be 

scheduled

Scheduling
algorithm

Demand for new data 
flows transmission

Direct data flows
selection

Pushing
procedure

Central controller

Figure 3.6: High-level block diagram of the access control strategy.

scheduling procedure. The path selection criterion is described in the
next subsection.

Finally, the list of sub-flows to be scheduled is created. It is the input
of the scheduling algorithm described in Section 3.6. This list contains
all direct sub-flows (single hop), the first sub-flow related to each new
multi-hop data flow, and the next sub-flow related to each multi-hop data
flow stored in APs.

3.4.3 Path type selection

The objective of the path selection criterion is to choose the proper path
type (i.e., direct or multi-hop path) for new data flows. Here, we propose
an improved criterion in comparison with [18]. In addition to the con-
straint on the maximum communication distance in NLOS conditions
(dmax,NLOS), which ensures the time slot synchronization, the new crite-
rion takes also into account Rsource and the performance differences be-
tween the direct path and the multi-hop path in terms of achieved trans-
mission rate. In order to meet the requirement of low computational
complexity for this path type selection algorithm, we introduce new pa-
rameters based only on the distance metric.

For each new data flow(n, i), by using (3.2), we derive the minimum
SINR value supporting the source rate Rsource,n, as follows:

SINRmin,n = 2
Rsource,n
ηW − 1. (3.4)
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So, we define dmax,source,n as the maximum distance between S(n) and
D(n) supporting Rsource,n in absence of interference. By using (3.3) in
which

∑
j 6=i PTj/PL(d(TXj, RXi)) = 0 and SINRi = SINRmin,n, we

obtain dmax,source,n as follows:

dmax,source,n = d0

(
PTn/PL(d0)

SINRmin,nN0W

) 1
α

, (3.5)

where PTn is the transmission power of S(n).
Also, we aim to compare the expected performance of the direct path

against the one of the multi-hop path. We observe that, due to the di-
rect visibility among APs, the performance of a multi-hop data flow is
main limited by the first and the last hop, which are generally in NLOS.
Between these two, it is likely that the one at greater distance has less
favorable characteristics. For this reason, we define a multi-hop distance
value as:

dmh,n,i = max
[
d
(
S(n), APS(n)

)
, d
(
APD(n), D(n)

)]
, (3.6)

where APS(n) and APD(n) represent the Access Points to which S(n)
and D(n) are attached, respectively. Finally, in order to consider the
performance of the whole multi-hop path, we introduce a weight equal
to the number of hops (Nhop,n,i).

On the basis of dmax,NLOS and the new parameters (3.5) and (3.6),
we define a new path type selection algorithm, shown in pseudo-code
3. Therein, the distance of the direct path, d (S(n), D(n)), is compared
with dmax,NLOS to ensure the time slot synchronization, and with (3.5) and
(3.6) to guarantee Rsource,n, as far as possible.

3.5 Transmission Scheduling Problem Formulation

In this Section, we present the problem formulation of the optimal schedul-
ing decisions. The scheduling function has a key role in the Central Con-
troller. As depicted in Fig. 3.6, a list of sub-flows to be scheduled in the
current frame is the input of the scheduling algorithm. For each sub-
flow i related to active communication(n), the Central Controller knows
the related hop (i.e., transmitting device TXi and receiving device RXi),
the amount of packets to be transmitted (npackets,i), and the source rate
Rsource,n.
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Pseudo-code 3 Path Type Selection
Definitions:

• FN: set of new requests for transmission (from UEs)
• dmax,NLOS: maximum NLOS distance
• d (S(n), D(n)): distance from S(n) to D(n) of active communication(n)
• dmax,source,n: maximum distance supporting the source rate
• dmh,n,i: multi-hop distance
• Nhop,n,i: number of hops of multi-hop path

Iteration:
1: for each element ∈ FN do
2: if d (S(n), D(n)) > dmax,NLOS then
3: choose multi-hop path {time slot synchronization is not guaranteed with the direct path}
4: else
5: if d (S(n), D(n)) > dmax,source,n then
6: if d (S(n), D(n)) < dmh,n,i then
7: choose direct path {source rate is not guaranteed with the direct path, but the multi-hop

path has worse performance}
8: else
9: choose multi-hop path

10: end if
11: else
12: if d (S(n), D(n)) > Nhop,n,idmh,n,i then
13: choose multi-hop path {despite source rate being guaranteed with the direct path, the

weighted multi-hop path still performs better}
14: else
15: choose direct path
16: end if
17: end if
18: end if
19: end for
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We considerNSF sub-flows to be scheduled in the transmission phase
of a single frame. As reported in Section 3.3.1, the transmission phase
is divided into Nstage non-overlapping stages, and the kth stage lasts Ntsk
time slots. In each stage, multiple sub-flows could be scheduled to trans-
mit concurrently. Given the traffic demand, in order to maximize the
transmission efficiency, the optimal scheduling decisions should accom-
modate the traffic demand (npackets,i) of each sub-flow i with the mini-
mum number of time slots. This objective can be formulated as follows:

min

Nstage∑
k=1

Ntsk. (3.7)

Let us underline that Nstage and Nts,k are both unknowns of the problem.
Nstage ∈ {1, . . . , NSF}, i.e., Nstage = 1 when all sub-flows are trans-
mitted concurrently, and Nstage = NSF when no sub-flow is transmitted
concurrently. Ntsk ∈ {1, . . . ,max∀i [npackets,i]}, because in one time slot
each sub-flow can transmit one or more packets, based on its transmis-
sion rate.

Now, we analyze the system constraints. Let ski be a Boolean variable
which indicates whether sub-flow i is scheduled in stage k. If it is, ski =
1; otherwise ski = 0.

Because transmitting and receiving antennas of a wireless device (UE
or AP) operate at the same carrier frequency, each wireless device can
only transmit or receive at the same time from at most one device. This
constraint can be formulated as follows.

ski + skj ≤ 1,∀k,∀i 6= j if RXi = TXj; (3.8)

ski + skj ≤ 1,∀k,∀i 6= j if RXi = RXj; (3.9)

ski + skj ≤ 1,∀k,∀i 6= j if TXi = TXj. (3.10)

To exploit concurrent transmissions, the signal to interference plus
noise ratio experienced by each flow i in stage k (SINRk

i ) should be at
least equal to SINRmin,i, which is the minimum SINR value supporting
the source rate Rsource,n of the related active communication(n). This
constraint is formulated as follows:

SINRk
i ≥ SINRmin,i, ∀i, k so that ski = 1, (3.11)
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Figure 3.7: Benefit to transmit sub-flows into more stages.

where

SINRk
i =

skiPTi/PL(d(TXi, RXi))

N0W +
∑

j 6=i s
k
j b
j
iPTj/PL(d(TXj, RXi))

, (3.12)

in which bji = 1 ifRXi is inside the beamwidth range of TXj; otherwise,
bji = 0.

The traffic demand (npackets,i) of each sub-flow i must be fully accom-
modated in the current transmission phase. It means that:

Nstage∑
k=1

⌊
skiNtsktPAYR

k
i

8Nbytes,packet

⌋
≥ npackets,i,∀i, (3.13)

where:
Rk
i = ηW log2

(
1 + SINRk

i

)
,∀i, k. (3.14)

As regards constraint (3.13), we need to make the following consid-
erations. Let us note that in [48], the authors assume that each sub-flow
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is activated just once in the transmission phase, that is,

Nstage∑
k=1

ski = 1,∀i. (3.15)

By adopting this assumption, as depicted in Fig. 3.7a, each stage k
ends only when each sub-flow i, so that ski = 1, has transmitted all of its
packets, e.g., in the figure Nts2 ends when sub-flow 5 is completed. This
means that, to satisfy constraint (3.13), for each stage k the Ntsk value
is established by the sub-flow requesting more time slots in it (i.e., the
sub-flow with a large amount of data and/or a low transmission rate).

Unlike [48], in this chapter, to better achieve objective (3.7), we pro-
pose to split, wherever necessary and possible, a sub-flow into more
transmission stages. For instance, if sub-flows 1 and 5 can be trans-
mitted concurrently in stage 3 (i.e., if SINR3

1 ≥ SINRmin,1 and SINR3
5 ≥

SINRmin,5), then Nts2 can be properly reduced by enhancing concurrent
transmissions, as shown in Fig. 3.7b. This assumption can be formulated
as follows.

Nstage∑
k=1

ski ≤ Nstage,∀i. (3.16)

It is clear that assumption (3.16) favors a more efficient transmission
than assumption (3.15), at the expense of a greater computational com-
plexity. In fact, considering assumption (3.15), constraint (3.13) corre-
sponds to NSF inequalities each one in a single unknown, while consid-
ering assumption (3.16), constraint (3.13) can be written as a system of
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NSF inequalities each one in Nstage unknowns:

⌊
s11Nts1tPAYR

1
1+···+sNstage

1 NtsNstage
tPAYR

Nstage
1

8Nbytes,packet

⌋
≥ npackets,1

⌊
s12Nts1tPAYR

1
2+···+sNstage

2 NtsNstage
tPAYR

Nstage
2

8Nbytes,packet

⌋
≥ npackets,2

. . .⌊
s1NSF

Nts1tPAYR
1
NSF

+···+sNstage
NSF

NtsNstage
tPAYR

Nstage
NSF

8Nbytes,packet

⌋
≥ npackets,NSF .

(3.17)

In addition, this system in general has not a unique solution, because
Nstage ≤ NSF . Therefore, it is evident that the degrees of freedom of our
problem formulation are greatly increased compared to [48] as well as
the computational complexity of the problem.

In summary, the objective of the optimal scheduling is (3.7) s.t. con-
straints (3.8)-(3.11), and (3.13). It is easy to observe that the formu-
lated problem is a Mixed Integer Nonlinear Program (MINLP), which is
generally NP-hard. Using the branch-and-bound algorithm, it will take
significantly long computation time [11], and it is unacceptable for prac-
tical mmWave cells where the duration of one time slot is only a few
microseconds. For this reason, in the next Section we propose a multi-
criteria heuristic scheduling algorithm to obtain near-optimal solutions
which will not take significantly long computation time.

3.6 Our proposed Scheduling Algorithm

In this section, we propose a greedy algorithm that breaks up the
global scheduling problem into a series of non-overlapping sub-problems,
to make the locally optimal choice at each phase, with the intent of find-
ing a global optimum. Our multi-criteria scheduling algorithm consists
of three phases, as shown in Fig. 3.8, and in Lines 11-19 of pseudo-
code 4, which summaries the overall access control procedure. For each
phase, the details are described in the following subsection.
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Pseudo-code 4 Overall access control procedure
Definitions:

• FN : set of new requests for transmission (from UEs)
• FO: set of requests for next sub-flow of multi-hop data flow transmission (from APs)

Initialization:
1: FD = ∅, FMH = ∅, L = ∅
2: for each data flow ∈ FN do
3: select the path type by following pseudo-code 3.
4: if direct path has been selected then
5: Insert it in vector FD.
6: else
7: Insert it in vector FMH .
8: end if
9: end for

10: Insert each direct data flow ∈ FD, the first sub-flow of each multi-hop data flow ∈ FMH , and the
sub-flows ∈ FO in List L.

11: for each subflow ∈ L do
12: Create lists L1,i, L2,i, and L3,i by following the criteria of Step 1.1.
13: end for
14: Create an undirected interference graph, G(V,E), by following Step 1.2.
15: Color the graph G(V,E) by following pseudo-code 5.
16: Apply the multi-color criterion to graph G(V,E) by following Step 2.2.
17: Establish Color Transmission Order by following Step 2.3.
18: Calculate the initial stage lengths by following pseudo-code 6.
19: Extend the stage lengths, if necessary, by following pseudo-code 7.
20: The scheduling rules are pushed to all APs.

Step 2.1
Application of modified 

DSATUR Graph 
Coloring Algorithm

Step 2.2
Application of

Graph Multi-Coloring
Algorithm

Step 2.3
Establishment of 

Color Transmission 
Order

Step 3.1
Calculation of Stage 

Lengths based on 
Monochrome Vertices

PHASE 3

Step 1.1
Identification of 

Interference Relations 
among all Sub-Flows

Step 1.2
Creation  

of  the Interference 
Graph

PHASE 2

PHASE 1

Step 3.2
Stage Length 

Extensions based on 
Unsatisfied Multi-
Chrome Vertices

Figure 3.8: Multi-criteria scheduling algorithm phases.

3.6.1 Phase 1

The objective of this phase is to identify the critical interference relations
among all sub-flows in input.

Step 1.1. The first step is to get for each sub-flow two final lists: the
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Figure 3.9: Second interference criterion.

list of intolerable interfering sub-flows and the list of tolerable ones. At
this aim for the ith sub-flow, firstly the Central Controller derives L1,i,
L2,i and L3,i as the lists of interfering sub-flows, by using three criteria
described in the following.

Keeping in mind constraint (3.8)-(3.10),if receiverRXi or transmitter
TXi of sub-flow i matches with RXj or TXj of sub-flow j, then sub-
flows i and j must be scheduled in different stages. So, sub-flow j is
inserted into list L1,i and i into list L1,j .

The second criterion takes into account the antenna directivity, as in
[10]. According to Fig. 3.9, the CC evaluates an angle α, by using the
cosine law, as a function of distance metric. If α ≤ θ

2 , then RXi is inside
the beamwidth range of TXh (i.e., h is an interfering sub-flow for i),
consequently sub-flow h is inserted into list L2,i, otherwise not.

Unlike list L1,i , list L2,i may contain sub-flows that are non-severe
interfering with sub-flow i. The second criterion, in fact, takes into ac-
count only the antenna directivity, but does not quantify the received in-
terference power. Because the high path loss at 60 GHz greatly reduces
the interference level, it could be possible to transmit more interfering
sub-flows concurrently, thus increasing the transmission efficiency.

For the above reason, we define a third criterion to establish what in-
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terfering sub-flows can be classified as tolerable ones for sub-flow i (i.e.,
their interference is so non-severe that they can transmit concurrently).
The CC allows concurrent transmissions only ifRsource,i is guaranteed, as
far as possible. At this aim, for sub-flow i, the SINRi at receiver RXi is
estimated by using (3.3) where j ∈ L2,i. Next, the obtained SINRi value
is compared with SINRmin,n, that is the value which guarantees Rsource,n,
already defined in the previous section. If SINRi < SINRmin,n, the j-th
sub-flow with the highest interference power is removed from list L2,i

and inserted into list L3,i. Then, SINRi is recalculated. This process
continues until SINRi ≥ SINRmin,n.

Finally, for the ith sub-flow, we define Li = L1,i ∪ L3,i as the list
of intolerable interfering sub-flows and L2,i as the final list of tolerable
interfering sub-flows.

Step 1.2. The second step is to create an undirected interference
graph, G(V,E), where each sub-flow is a vertex and the edges represent
the intolerable interference relations among all sub-flows. More specif-
ically, if a sub-flow j is present in list Li, then an edge interconnects
vertex i and vertex j.

3.6.2 Phase 2

The objective of the second phase is to assign different transmission
stages to intolerant interfering sub-flows and to sort the transmission
stages.

Step 2.1. Firstly, it is important to minimize the number of stages
(Nstage) exploiting concurrent transmissions. To solve this problem, we
adopt a vertex coloring approach. As a matter of the fact, graph color-
ing has considerable application to a large variety of complex problems
involving optimization. In particular conflict resolution can often be ac-
complished by means of graph coloring, as shown in [56]. Our target to
minimize Nstage corresponds to color vertices of the interference graph
G(V,E) by using the minimum number of colors such that no two adja-
cent vertices share the same color. Therefore, different colors (stages)
must be assigned to vertices (sub-flows) interconnected between them
in the graph. Despite the graph coloring problem being known to be
NP-complete, in literature much attention has been focused on the de-
velopment of heuristic algorithms which will usually produce a good,
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though not necessarily optimal, coloring for any graph in a reasonable
amount of time. Among several algorithms available in literature, we
consider the DSATUR graph-coloring method [57] because of its com-
putational efficiency and low complexity. Starting with a single color,
the original DSATUR algorithm assigns a new color to the selected ver-
tex only if there are no available colors among those already assigned. It
runs iteratively until all vertices are colored.

The main drawback is that the DSATUR algorithm considers all ver-
tices having the same transmission priority. Instead, in our system, a
vertex representing the first or an intermediate hop of a multi-hop data
flow could be transmitted with low priority, because packets will not be
delivered to the destination UE in the current frame, but will only be
stored in an AP. In order to minimize the end-to-end delay, we take into
account the priority of sub-flows, by proposing a modified version of the
DSATUR algorithm, as described in pseudo-code 5. Our modification
favors to assign the same color to high priority sub-flows, as far as possi-
ble, and this will positively affect the reduction of the end-to-end delay,
as we will see in step 2.3.

At the output of the modified DSATUR algorithm we have a color
pool C and one color assigned to each vertex. The pool size |C| repre-
sents the number of stages.

Step 2.2. As described in Section 3.5, in order to further improve
the transmission efficiency, our innovative idea is to split transmission of
sub-flows into more stages, as formulated in assumption (3.16). There-
fore, the next step is to color vertices with more than one color, while
guaranteeing the restrictions imposed by the interference graph. Let us
note that this criterion must not increase the number of stages (i.e., the
color pool size), already determined in the previous step.

Fig. 3.10 shows an example of the benefit to apply more than one
color to a vertex (i.e., to split data transmission of a sub-flow in more
stages). We consider to schedule five sub-flows, whose intolerant inter-
ference relations are shown in the interference graph. We suppose that
the sub-flow corresponding to vertex 5 needs a large number of time slots
to transmit its data. As shown in the interference graph of Fig. 3.10a,
yellow-colored vertex 5 could also be colored with green, because its
neighbors (intolerable interfering sub-flows) use only the red color, con-
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Pseudo-code 5 Step 2.1. Color graph criterion (Modified DSATUR Algorithm)
Definitions:

• C: Color pool, containing initially only one color (|C| = 1)
• θf,i: saturation degree of vertex i (total number of different colors to which the vertex is

connected)

Iteration:
1: while all vertices are colored do
2: sort all uncolored vertices by decreasing order of θf,i
3: select the vertex (vertices) having the maximum θf,i value
4: if there are more vertices having the same θf,i value then
5: select among them the vertex (vertices) having the maximum number of uncolored neighbors
6: if there are more vertices with the above characteristics then
7: select among them (if present) a vertex representing a high-priority sub-flow (i.e., the last

hop of a multi-hop data flow or a direct sub-flow); otherwise a random choice is made
8: end if
9: end if

10: if there are color(s) in C different from those assigned to the neighbors then
11: color the vertex with one of the available colors
12: else
13: color the vertex with a new color and increase the size of C
14: end if
15: end while
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(a) Only one color per sub-flow
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(b) More colors per sub-flow

Figure 3.10: Benefit to apply more colors to a vertex.

sequently its data transmission can be split, as in Fig. 3.10b, reducing
the current frame length.

In this example, we also note that vertex 4 could be two-colored (red
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and green), instead of vertex 5. But vertex 4 completes its transmission
by using less time slots than the only-red-colored vertex 3, so the frame
length would remain the same of Fig. 3.10a. This means that we need
to select, among all vertices that are candidates for multi-coloring, the
ones corresponding to the sub-flows that require more time slots to trans-
mit their data. With this aim in mind, we want to associate an easy-to-
calculate weight to each vertex, thus to create a weighted colored graph.
Because the amount of time slots depends on the number of packets to
be transmitted (npackets,i) by sub-flow i, the distance between transmitter
and receiver, and also on the visibility conditions (α), for the ith vertex,
the weight proposed is:

wi =
1

|Ci|

(
dist (TXi, RXi)

d0

)α
npackets,i, (3.18)

where Ci is the set of colors assigned to vertex i (at the beginning, |Ci| =
1). In this way, a high-weighted vertex represents a sub-flow requiring a
large number of time slots.

In conclusion, in Step 2.2, we define a new criterion aiming to multi-
color one or more vertices, always guaranteeing that adjacent vertices
cannot share the same color. This criterion works as follows. First, the
controller creates a weighted colored graph and a list of vertices (V ) in
descending order by weights. Next, starting from the first element of V ,
if in C there are colors available for it (i.e., one or more colors in C are
not assigned to any neighbor and to the vertex itself), then one additional
color is assigned to the vertex. After that, its weight value and list V are
updated so that its priority to obtain another color is reduced. Instead,
if there are no available colors for it, the vertex is deleted from the list.
This process continues until V is empty.

Step 2.3. Now, we have a list of stages (colors) and a many-to-many
correspondence between colors and vertices. The last step in the second
phase is to establish the transmission order of stages (colors), which in-
fluences the end-to-end delay. At this regard, we remember that in our
modified DSATUR algorithm, we have given high priority to direct or
last-hop sub-flows. For this reason, we establish to transmit the colors
(stages) containing more high priority sub-flows first, the other ones then.
In the event that there is an equality, the CC makes a random choice.
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As output of the entire second phase, we have |C| colors in transmis-
sion order (k = 1, 2, ..., |C|) and, for each color k, a list of vertices using
this color (Lcolk).

3.6.3 Phase 3

The third and last algorithm phase focuses on calculating the number of
time slots to be allocated to each color. It is important to make the most
efficient allocation with the minimum number of time slots, while ful-
filling all sub-flows. The issue is that the amount of required resources
depends on transmission rate, which in turn depends on current interfer-
ence.

Step 3.1. In order to establish in the first instance the duration of
the first stage (color k = 1) in terms of time slots, among all vertices
in list Lcol1 the CC selects only the monochrome ones, because they
cannot split the related data in more stages. For monochrome vertex i,
the Central Controller calculates the estimated SINRi, evaluated by using
(3.3), where j ∈ L2,i ∩ Lcol1, i.e., by taking into account only the sub-
flows transmitting during stage 1, including the multi-color ones. Then,
the transmission rate Ri can be estimated by using (3.2). Finally, the
number of time slots necessary to transmit the data related to sub-flow i
is:

ntsi,1 =

⌈
npackets,i8Nbytes,packet

tPAYRi

⌉
. (3.19)

After calculating (3.19) for each monochrome vertex in Lcol1, the
length of stage 1 (nts1) is set equal to max

i

{
ntsi,1

}
.

Before moving on the second color, the CC needs to analyze the
multi-colored vertices ∈ Lcol1, if any. They ensure more concurrent
transmissions, as previously shown, but on the other hand they compli-
cate the estimation of interference. For example, if sub-flow h corre-
sponding to a two-colored vertex ∈ Lcol1 ∩Lcolj could meet its demand
by using only color 1, then the CC deletes it from Lcolj because it will
cause no interference to sub-flows transmitting during the j-th stage. In-
stead, if sub-flow h needs to use more than one color, then the CC eval-
uate how many sub-flow packets can be transmitted during stage (color)
1 (i.e., in nts1 time slots):
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npacketsh,col1 =

⌊
nts1RhtPAY
8Nbytes,packet

⌋
. (3.20)

Therefore, the Central Controller estimates the amount of remaining
packets to be transmitted by sub-flow h during stage (color) j.

Once all vertices in Lcol1 are analyzed, the CC can establish the du-
ration of the second color and so on, in a similar manner to the first
one. The main difference consists in the multi-colored vertices man-
agement. If the considered color represents the last available color of a
multi-colored vertex, then the CC needs to evaluate whether all its re-
maining packets can be transmitted during this last stage. If it does not
succeed in meeting its demands, then the CC includes this vertex (sub-
flow) in a list (LNotSatisfied) containing all sub-flows needing to extend
the length of one or more colors (stages) to transmit all the related data.
The details of all operations described above are shown in pseudo-code
6.

Step 3.2. After the length of each stage has been established in the
first instance by the monochrome vertices, the CC needs to analyze the
elements in LNotSatisfied.

If the list contains a single sub-flow i, the CC selects the color whose
length needs to be extended, as following:

• if it is a high-priority sub-flow, then its first color is selected;

• if it is a low-priority sub-flow, then its last color is selected.

Then, the length of the selected color is set out as the number of time
slots necessary to fulfill data transmission of sub-flow i.

Finally, we describe the strategy adopted if LNotSatisfied contains
more than one sub-flow. We consider the graph in Fig. 3.11. We sup-
pose that the transmission order derived in Step 2.3 is {RED, YELLOW,
GREEN}, LNotSatisfied = {5, 6}, and both vertices correspond to di-
rect sub-flows (high-priority). If the CC applies the above strategy for
them, then we obtain that sub-flow 5 requires to extend color YELLOW,
and sub-flow 6 color RED.

We note that this strategy is not efficient, because the best solution
is to extend the length of color GREEN they have in common. In a
more complex situation, there may be more colors in common with all
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Pseudo-code 6 Step 3.1. Initial estimate of stage lengths
Definitions:

• C: Color Pool, in transmission order
• Lcolk : list of vertices using color (stage) k
• ntsk : number of time slots to be allocated to color (stage) k
• Ci: set of assigned color(s) to vertex (sub-flow) i, in transmission order
• npackets,i: number of packets tof vertex (sub-flow) i
• ntsi,k : number of time slots required by vertex (sub-flow) i in color (stage) k

Iteration:
1: for each color k ∈ C do
2: for each vertex i|i ∈ Lcolk ∧ |Ci| = 1 do
3: calculate ntsi,k
4: end for
5: set ntsk = max

i

{
ntsi,k

}
6: for each vertex i|i ∈ Lcolk ∧ |Ci| > 1 do
7: if color k is the first element of Ci then
8: calculate ntsi,k
9: if ntsi,k < ntsk then

10: delete vertex i from Lcolm ,∀m ∈ Ci,m > k
11: else
12: evaluate how many packets i can transmits in ntsk
13: end if
14: else if k is the last element of Ci then
15: estimate the number of time slots necessary to fulfill data transmission of i in color k: n̂tsi,k

16: if n̂tsi,k > ntsk then
17: insert i in list LNotSatisfied

18: end if
19: else
20: calculate n̂tsi,k
21: if n̂tsi,k < ntsk then
22: delete vertex i from Lcolm ,∀m ∈ Ci,m > k
23: else
24: evaluate how many packets i can transmits in ntsk
25: end if
26: end if
27: end for
28: end for
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Figure 3.11: Example of more colors in LNotSatisfied.
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Figure 3.12: Color Matrix Procedure.

sub-flows in LNotSatisfied. In order to extend the minimum number of
colors ensuring transmission efficiency, we propose the following greedy
criterion. It is a sub-optimal solution to keep the computational load low.

We introduce a color matrix MC of size |LNotSatisfied|×|C|, where
each element ai,j = 1 if the ith sub-flow (i ∈ LNotSatisfied) uses color
j (j ∈ C), ai,j = 0 otherwise. Fig. 3.12 shows an example of this
procedure. The controller selects the column with the maximum num-
ber of 1s (random choice between columns 5 and 7). In our example,
column 7 is selected. Next, the controller deletes all rows containing 1
in the selected column to obtain a row-reduced matrix, and inserts color
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7 in list LColorExt. This process continues until Color Matrix is empty.
As output of the criterion, we obtain a list of color(s) to be extended
(LColorExt).

Then, we perform the following steps:

1. for each color j in LColorExt, we select each sub-flow i ∈ LNotSatisfied

using only color j, and estimate the amount of time slots necessary
to fulfill the relative data transmission (n̂tsi,j). Then, we remove
them from LNotSatisfied, and set out the new length of color j as
the maximum value of n̂tsi,j .

2. We verify whether sub-flow i ∈ LNotSatisfied (if any) can now
complete its transmission with the new color length values. If so,
then we remove it from LNotSatisfied. After that, if LNotSatisfied

is not empty, MC is recalculated and the process starts again, oth-
erwise it ends.

The details on extending the stage lengths of sub-flows in LNotSatisfied

are shown in the pseudo-code 7.

3.7 Performance Evaluation

In this section, we evaluate the performances of the proposed access con-
trol scheme in MATLAB environment.

3.7.1 Simulation assumptions

In our simulation scenario, as in [48] we consider a flat indoor area of
50m× 50m, covered with 9 APs uniformly distributed to form a regular
grid. The CC is located inside the AP in the center of the scenario. We
consider NU UEs uniformly distributed within the whole area. We as-
sume that transmissions among APs occur in LOS conditions, whereas
any other ones in NLOS.

The set of parameters used in simulations is provided in Table 3.1.
Each result is averaged over 100 independent simulations. To take into
account the frame overhead, we set each control phase length (tcont)
equal to 10 time slots [19].
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Pseudo-code 7 Step 3.2. Stage lengths to be extended
Definitions:

• LNotSatisfied: list of vertices (sub-flows) not satisfying their demands
• ntsk : number of time slots allocated to color (stage) k
• Ci: set of color(s) assigned to vertex (sub-flow) i, in transmission order
• npackets,i: number of packets of vertex (sub-flow) i

Iteration:
1: while LNotSatisfied is not empty do
2: if |LNotSatisfied| == 1 then
3: if i ∈ LNotSatisfied represents a high-priority sub-flow then
4: select the first color m ∈ Ci

5: else
6: select the last color m ∈ Ci

7: end if
8: estimate n̂tsi,m (i.e., the number of time slots necessary to fulfill data transmission of sub-flow

i in color m) and set ntsm = n̂tsi,m
9: else

10: create the Color Matrix MC

11: repeat
12: select the column j with the maximum number of 1s;
13: delete all rows containing 1 in column j and insert j in list LColorExt

14: until MC is empty
15: for each color j ∈ LColorExt do
16: for each sub-flow l ∈ LNotSatisfied such that j ∈ Cl ∧ |Cl ∩LColorExt| = 1 do
17: remove l from LNotSatisfied and estimate n̂tsl,j
18: end for
19: set ntsj = max

l

{
n̂tsl,j

}
20: end for
21: for each sub-flow h ∈ LNotSatisfied (i.e., |Ch ∩LColorExt| > 1), if any do
22: if h can now complete its transmission with the new color length values then
23: remove h from LNotSatisfied

24: end if
25: end for
26: end if
27: end while
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Table 3.1: System Parameters

Parameter Symbol Value
System bandwidth [10] W 1600MHz

Carrier frequency fc 60GHz
Beam angle θ 45◦

UE and AP TX Power PT 10mW
Background Noise N0 −114dBm/MHz
PL exponent [54] α 1.73 (LOS)

3.19 (NLOS)
Shadowing Standard σ 3dB (LOS)

deviation [54] 8.29dB (NLOS)
Maximum NLOS distance dmax,NLOS 16.97m

Control phase length tcon 10 time slots
TX and RX Gain GR, GT 8

Reference distance d0 1m
Slot time [48] tSLOT 5µs

Payload time [48] tPAY 4µs
Physical overhead [53] tPHY 250ns

SIFS interval [53] tSIFS 100ns
Probability P 0.99

Packet size [48] Nbytes,packet 1000 bytes
Transceiver efficiency η 1

Number of UEs NU 20, 25, . . . , 50
Number of active commun. NC 2, 5, 10, 15

Delay threshold [48] dthr 50ms
Source bit rate Rsource 2 Gbps, 4 Gbps

Simulation time [48] tSIM 500ms

3.7.2 Traffic Model

We assume that a source UE generates an active communication for a
destination UE at a random time (t0) uniformly distributed in the con-
tinuous range [0, tSIM ]. An active communication consists of a variable
number of packets, generated at a constant peak rate (Rsource). We intro-
duce 6 traffic classes and assume that the number of generated packets
for an active communication of class h is uniformly distributed in a dis-
crete range ∆h = [5000(h− 1), 5000h], with h = {1, 2, . . . , 6}.

For each simulation, we set the number of active communications
(NC). Source and destination UEs are randomly chosen on NU UEs in
such a way that:
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• a UE may be only source or destination UE;

• a source UE is, at most, the source of a single active communica-
tion;

• a destination UE may be the destination of more active communi-
cations.

3.7.3 Performance metrics

We compare our solution with the D3MAC scheme [48]. Unlike our con-
trol scheme, Gao et al. consider that the transmission rate of each wire-
less link is fixed and known (equal to 2, 4 or 6 Gbps, according to the dis-
tance between devices). In order to fairly assess the two control schemes,
we adapt D3MAC scheme to our more accurate approach in which the
transmission rates are variable according to the interference level. We
analyze the system performance in several traffic conditions and any ac-
tive communication requiring a stringent delay threshold, dthr = 50ms,
as in [48]. We introduce several metrics aiming to analyze not only per-
formances of the overall system (packet level performances) but also of
each active communication (session level performances).

Let P be the set of all generated packets, and Pd the set of packets de-
livered within the delay threshold, i.e., Pd = {p|p ∈ P ∧ de2e,p < dthr},
where de2e,p is the end-to-end delay of packet p. We measure:

Successfully delivered packets(%) =
|Pd|
|P |

100, (3.21)

Average packets delay =
1

|Pd|
∑
∀p∈Pd

de2e,p. (3.22)

In order to compare the behavior of two control schemes in the same
traffic conditions, we define "Throughput Gain" of the ith active commu-
nication (∆Thi) as the difference between the throughput achieved by
our control scheme (Thi) and the one achieved by D3MAC (ThD3MAC

i ),
normalized to the source rate (Rsource,i).

∆Thi =
Thi − ThD3MAC

i

Rsource,i
, ∆Thi ∈ [−1, 1]. (3.23)
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where Thi is calculated as the ratio between the number of successfully
delivered packets and the time interval from the first packet generation
time to the last packet delivery time.

We also estimate the Average Throughput Gain, as:

∆Th =
1

NC

NC∑
i=1

∆Thi. (3.24)

Finally, we estimate the Fairness among active communications, which
is an important performance criterion in all resource allocation schemes.
In literature the Jain’s index [33] is a parameter which quantitatively
measures the degree of fairness offered by a system allocating resources
to NC contending requests. The Jain’s Index is defined as follows:

Jindex =

(∑NC
i=1 xi

)2

NC

∑NC
i=1 x

2
i

, (3.25)

where xi represents the resources allocated to ith contender. The results
range from 1/NC (i.e., all resources allocated to a single active connec-
tion) to 1 (i.e., each request receives the same amount of resources).

We can assume xi = |Pd,i|, that is, the number of packets related to
active communication i delivered within the delay threshold. However,
Jindex is a good fairness parameter only if all requests contend the same
resources. Instead, in our system there may be some sub-flows that can
use the entire resources without contenting with the other ones (because
they do not have interfering sub-flows), while other sub-flows need to
share some radio resources.

This means that in our scenario the Jindex values are not represen-
tative in absolute terms. For this reason, we assume as fairness index
"∆Jain’s Index", the difference between the fairness achieved by our pro-
posal (Jindex) and the one achieved by D3MAC scheme (JD3MAC

index ):

∆Jindex = Jindex − JD3MAC
index , (3.26)

where ∆Jindex ∈
[

1
NC
− 1, 1− 1

NC

]
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Figure 3.13: Percentage of successfully delivered packets, under different traffic
classes and number of active communications. Source rate of 2 Gbps for each active
communication. Solid line represents our control scheme performance, dashed line
D3MAC performance.
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Figure 3.14: Percentage of successfully delivered packets, under different traffic
classes and number of active communications. Source rate of 4 Gbps for each active
communication. Solid line represents our control scheme performance, dashed line
D3MAC performance.

3.7.4 Performance Analysis

Packet Level Performance

Under several traffic conditions (NU = 30, NC = {2, 5, 10, 15} and
Traffic class h = {1, 2, ..., 6}), the percentage of successfully delivered
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Figure 3.15: Average packets delay, under different traffic classes and number of active
communications. Source rate of 2 Gbps for each active communication. Solid line
represents our control scheme performance, dashed line D3MAC performance.

packets by adopting our control scheme and D3MAC scheme are shown
in Figs. 3.13 and 3.14, where source rate of any active communication is
equal to 2 Gbps and 4 Gbps, respectively.

In the case of very light traffic load (traffic class 1), both our algo-
rithm and the D3MAC seem to show the same excellent performances.
However, when the traffic load increases our solution outperforms the
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Figure 3.16: Average packets delay, under different traffic classes and number of active
communications. Source rate of 4 Gbps for all active communications. Solid line
represents our control scheme performance, dashed line D3MAC performance.

D3MAC scheme, the more the traffic load the more the difference in
performance. Of course, in the case of very heavy traffic load, both
algorithms show worse performance because the network is close to sat-
uration, but our proposal is still better.

We also report the average delay measures in Figs. 3.15 and 3.16,
when source rate of any active communication is equal to 2 Gbps and 4
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Figure 3.17: Percentage of successfully delivered packets, under different number of
UEs. 10 active communications, Rsource = 2 Gbps and Traffic class 3 for any active
communication.

Gbps, respectively. We note that already under very light load conditions
(traffic class 1) our control scheme is better than D3MAC. The delay
difference increases as the traffic load increases. In the case of heavy
traffic conditions (NC = 15, Rsource = 2 Gbps and traffic class 6) this
difference comes down. Let us note that the measured statistics take
into account only packets delivered within the threshold, so in heavy
traffic conditions our control scheme achieves similar performance in
average delay compared to D3MAC but with a very larger number of
delivered packets (about 150% more). In the case of very heavy traffic
load (e.g., NC = 15, Rsource = 4 Gbps and traffic class 4 to 6) the delay
performance of D3MAC seems to be better, but only because the network
is close to saturation and only a small amount of packets (20%) has been
successfully delivered.

Now, as in [48], we assess the control schemes under several number
of UEs, uniformly distributed in the whole area. This simulation is char-
acterized by an invariable total offered load: 10 active communications,
Rsource = 2 Gbps and traffic class 3. Fig. 3.17 shows that the percentage
of successfully delivered packets increases with NU for both algorithms.
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Figure 3.18: Throughput Gain for each active communication and average value (hor-
izontal red line). 15 active communications, Rsource = 2 Gbps and Traffic class 3 for
any active communication.

The explanation for this is that, for equal NC , the smaller the number of
UEs, the higher the probability that the same UE will be the destination
of two or more active communications, thus increasing the number of
intolerable interfering sub-flows, so the percentage of successfully de-
livered packets within the threshold is reduced. This phenomenon is all
the more evident when the number of UEs is less than or closer to three
times the number of active connections. Similar results are obtained by
considering different total offered traffic loads.

Session Level Performance

In order to better understand the behavior of our control scheme com-
pared to the one of D3MAC, in Fig. 3.18, we show the throughput gain
of each active communication in two single representative simulation
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Figure 3.19: Average Throughput Gain under different Traffic Classes and number of
active communications.

tests, with fixed traffic conditions, consisting on NU = 30, NC = 15,
Rsource = 2 Gbps, and traffic class 3.

In the first simulation test, our control scheme achieves an Average
Throughput Gain value (represented as the horizontal red line) of about
50 percentage points compared to D3MAC scheme, and all active com-
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Figure 3.20: ∆Jindex under different traffic loads and number of active communica-
tions.

munications are characterized by ∆Thi ≥ 0. More specifically, three
active communications (i = {5, 9, 13}) show ∆Thi ≈ 1. This means
that with our control scheme these three active communications achieve
almost the maximum throughput, while with D3MAC their throughput is
approximately zero (i.e., their transmission is inhibited and a very small
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number of packets is delivered on time).
In the second simulation test, we achieve an Average Throughput im-

provement of 27.9% compared to D3MAC. Unlike the first one, the im-
provement does not occur on each single active connection, so we experi-
ence ∆Thi < 0 for two active communications (i = {5, 12}). However,
let us note that in the worst case ∆Th5 ≈ −0.32, it means that our con-
trol strategy has not inhibited any communication, while allowing three
active connections (i = {3, 8, 15}) to achieve significantly better perfor-
mance than the D3MAC scheme and improving the Average Throughput
Gain.

These two simulation tests show also that the system throughput de-
pends strongly on the randomness of configurations (i.e., the distribution
of source and destination UEs). However, our control schemes always
outperforms the D3MAC, as shown in Fig. 3.19, where the Average
Throughput Gain, ∆Th (%), in average over 100 independent simula-
tions, is always positive, whatever the traffic class and the number of
active communications.

The analysis related to Fig. 3.18 suggests that our scheme may have
higher degree of fairness than the benchmark scheme. At this regard,
in Fig. 3.20, we report ∆Jindex under the traffic conditions previously
considered. We note that under very light load conditions (traffic class
1), regardless of the number of active communications, ∆Jindex = 0,
that is, Jindex is about 1 for both control scheme. As the traffic class
and the number of active communications increase, the probability of
interfering sub-flows increases. So, the probability of many sub-flows
competing for the same resources increases. In these conditions, ∆Jindex
is always greater than zero, so our control scheme results more fair than
D3MAC and the advantage is getting higher as the traffic load rises, up
to a medium-heavy load conditions. Finally, in heavy traffic conditions,
this difference comes down because the network is close to saturation.

3.8 Radio Network Planning

In this section, we propose a Radio Network Planning for the proposed
D2D-enabled MMB system working in 60 GHz band. Since mmWave
networks have very different characteristics compared to previous gen-
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eration networks, we provide an analysis specific for the peculiarities
of mmWave technology and the adopted Centralized Access Control
scheme.

The planning procedure is organized in two steps: coverage planning
and capacity planning.

3.8.1 Coverage Planning

In this section, we derive the coverage planning constraints based on our
centralized mmWave Access Control, in terms of maximum distance be-
tween transmitter and receiver (UE and/or AP) and minimum transmis-
sion rate value for the related wireless link. These constraints are derived
under the assumptions of not introducing any compensation technique
for time slot synchronization (e.g., timing advance) and of transmitting
at least one packet of 1000 bytes in a time slot.

The time to send a packet is [53]:

tpacket = tPHY + tHEAD + δp + tp,PAY (3.27)

where tPHY is the physical overhead time required for physical layer
control protocols, the beamformer training, and signal acquisition/syn-
chronization; tp,PAY is the payload time, which depends on the transmis-
sion rate R, tHEAD = 56 8

R is the overhead to transmit the header fields
of MAC, IP and UDP Protocol Data Units, δp = d

c is the propagation
delay, which depends on the distance d and the speed of light c. Taking
into account the above assumption, from (3.27), it follows:

tPHY + 56
8

R
+
d

c
+ 1000

8

R
≤ tSLOT (3.28)

where the transmission rate R in (3.2) depends on the SINR, that is a
function of the received power (PR = PTk(d)) and the interference level
(
∑

j Ij). The latter parameter can be estimated only after the scheduling
rules have been set, whereas the received power depends on the transmit-
ter power and the path loss, therefore on the distance between wireless
devices, their visibility condition, and antenna gains. Let us note that the
value of the first member of (3.28) increases with decreasing transmis-
sion rate (R) and increasing distance (d), while the second member is
fixed.
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Now, we derive the minimum value of R and the maximum value of
d that satisfy the inequality (3.28), in the ideal assumptions of absence
of interfering signals and no guard time (TG). The main issue is that the
path loss is a non-deterministic variable. In fact, the large-scale fading
Xσ[dB]

(i.e., the shadowing phenomenon) produces variations in the esti-
mated path loss value, therefore R in (3.2) is a function of (d, σ). For
this reason, we want to derive the guaranteed minimum values of trans-
mission rate (Rg) with probability P (P ∈ [0, 1]), under different values
of d and visibility conditions, in absence of interference, that is:

Pr (R(d, σ) ≥ Rg) = P (3.29)

Since R(d, σ) in (3.2) is a monotonically decreasing function of path
loss, Eq. (3.29) corresponds to:

Pr
(
PL[dB]

(
d, σ[dB]

)
≤ PLmax,[dB]

)
= P (3.30)

Since shadowing Xσ[dB]
has a normal distribution in the dB-domain, on

the basis of (3.1), the path loss at distance d is a random variable charac-
terized by the following probability density function (PDF):

fPL[dB](d)(x) =
1√

2πσ[dB]

e
−(x−PL[dB](d))

2

2σ2
[dB] (3.31)

where PL[dB](d) is the average value of the path loss at distance d (i.e.,
the path loss in (3.1) where Xσ[dB]

= 0), and σ[dB] is the standard devia-
tion. By using (3.31), the condition (3.30) can be expressed as:∫ +∞

PLmax,[dB]

fPL[dB](d)(x) dx = 1− P (3.32)

From which, it follows:

1− P =
1

2
erfc

(
PLmax,[dB] − PL[dB](d)

2

)
(3.33)

Finally, we obtain:

PLmax,[dB] = PL[dB](d) +
√

2σ[dB]erfc
−1[2 (1− P )] (3.34)
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Figure 3.21: Guaranteed minimum transmission values (with a fixed probability
P = 0.99) under different distance values and visibility conditions, in absence of
interference.

This result means that, in order to guarantee Rg at distance d with prob-
ability P , we need to add to PL[dB](d) (i.e., the deterministic value of
PL[dB](d)) a margin value MPL depending on P and σ[dB]:

MPL =
√

2σ[dB]erfc
−1[2 (1− P )] (3.35)

Under the assumption of guaranteeing the minimum transmission rate
with a probability of 99%, by using the system parameters in Table
3.1, we get two margin values: one in LOS condition (MPL,LOS =
2.04718dB) and one in NLOS condition (MPL,NLOS = 3.60584dB).
So, by using (3.34), in absence of interfering signals, we get Rg values,
under different values of d and visibility conditions, as shown in Fig.
3.21

Taking into account this relationship between Rg and d, we can get
the pair of values (R, d) that meets condition (3.28) when the first mem-
ber is equal to tSLOT = 5µs (i.e., the limit values). More specifically,
in NLOS condition we obtain a minimum transmission rate equal to
1.8086Gbps and a maximum distance of 23.49m, whereas in LOS con-
dition a minimum transmission rate of 1.8827Gbps and a maximum dis-
tance of 77.6m. These pairs of values guarantee the slot synchronization
in the ideal conditions of

∑
j Ij = 0 and tG = 0.
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Now, taking into account that the scheduling algorithm rules are de-
rived with the aim of making the interference negligible (by enabling
concurrent transmissions only if the interference level is tolerated), we
can add a small margin to the coverage pre-planning constraints de-
rived above in ideal conditions. More specifically, we set the minimum
transmission rate equal to Rmin = 2Gbps, in any visibility condition.
This means that the payload time (tp,PAY ) of a time slot is equal to
4µs, and the overhead time (tOV ER = tPHY + tHEAD + δp) depends
only on the distance d. Then, taking into account the relationship be-
tween Rg and d in Fig. 3.21, we can get the relative distance values
in NLOS and in LOS condition. More specifically, in NLOS condi-
tion we obtain a maximum distance of dmax,NLOS = 16.97m, that is
the more stringent condition, whereas in LOS condition a maximum dis-
tance dmax,LOS = 59.93m. Therefore, the overhead time in the worst
case (d = 59.93m) is tOV ER,w = 674ns, and in a time slot we have a
guard time equal to:

tG = tSLOT − tp,PAY − tOV ER,w = 326ns (3.36)

which is useful as implementation margin.
In conclusion, since in general UEs and APs could be in NLOS each

other, in order to ensure the proper functioning of the system, APs must
be placed in such a way as to guarantee a coverage radius of no more
than 16.97m. On the other hand, since APs should be strategically in
LOS each other, the constraint of distance between two neighboring APs
is less stringent, more specifically they may be distant no more than
59.93m. These choices guarantee all overhead parameters with a proper
guard interval tG, without the introduction of any compensation tech-
niques for time slot synchronization (e.g., timing advance).

3.8.2 Capacity Planning and Parameter Configuration

For the considered access control scheme, it is not possible to define a
maximum capacity in terms of global throughput, because it depends
heavily on the single analyzed configuration. More specifically, it may
significantly vary not only on the basis of the network topology, the
amount of UEs, and the number of active communications, but also with
the variation of destination UEs and mostly with their location. In fact,
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Figure 3.22: Polling Scenario.

concurrent transmission cannot occur if a UE is the same destination of
different active communications or if the receiver UE is within the range
of the main-lobe beamwidth of interfering transmitter devices.

For this reason, we only estimate the system capacity in terms of the
maximum number of users that can be managed by the system (NUE,max),
in a fixed network topology that respects the coverage constraints. NUE,max

is strongly related to the length of the control phase. In fact, let us note
that the adopted variable-length frame structure is efficient as long as the
control phase has a "reasonable" duration to guarantee delay-sensitive
services and to improve fairness, in other words, its length needs atten-
tion to avoid an uncontrolled increase.

The objective of this section is to determine the appropriate length of
the control phase to achieve good performance in ultra-dense scenarios.
As described in Section 3.3.1, the control phase is composed of three
time intervals: polling time (tpoll), scheduling time (tsched), and pushing
time (tpush). The time required to carry out the scheduling task depends
on the number of requests to be scheduled and the controller comput-
ing power, whereas polling and pushing time are variable according to
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Figure 3.23: Polling procedure.

users’ density, their distance from the nearest AP, and the area to be
covered (i.e., the number of APs needing to communicate with the Cen-
tral Controller). As for tpush, since the scheduling rules are sent only
to source and destination UEs of the scheduled active communications,
their amount is less than or at least equal to the total number of polled
UEs inside the area, therefore:

tpush ≤ tpoll (3.37)

For these reasons, among the control phase time intervals, we focus
on the polling time because it has the most stringent role in determining
NUE,max.
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NUE vs Polling Time

Referring to the simplified scenario in Fig. 3.22, we present an example
to better illustrate the polling procedure (Fig. 3.23), in which there are 3
APs, 5 UEs, and the Central Controller is located inside the AP2.

The polling operation consists of two sub-steps: tpoll,1 and tpoll,2. Dur-
ing the first one, each AP sequentially polls all UEs inside its coverage
area. We consider that the i-th AP sends a short frame message of length
14 byte [53] to the j-th UE. After a Short Interframe Space (SIFS), the
j-th UE sends its transmission request to the AP through a short frame
message. The time required to perform the described operations is:

tpoll,APi,UEj = 2tShFR + 2tSIFS (3.38)

where tSIFS is the SIFS interval, and tShFR is the time necessary to send
a short frame message:

tShFR = tPHY + 14
8

R
+ δp (3.39)

Consequently, the time it takes the i-th AP to poll any attached UE is:

tpoll,APi =
∑
j

tpoll,APi,UEj ,∀UEj ∈ APi (3.40)

The above time depends on the number of UEs attached to APi and
the relative distance, therefore it depends strongly on the distribution
of UEs inside the scenario. Because this operation is executed at the
same time by all APs, the overall time required to achieve this sub-step
depends on the AP requesting the longest time. So, in order to poll all
UEs inside the analyzed scenario, tpoll,1 must comply with the following
condition:

tpoll,1 ≥ max
i

(tpoll,APi),∀i = 1, 2, ..., NAP (3.41)

whereNAP is the number of APs in the area. In the example in Fig. 3.23,
tpoll,1 must be greater or equal to tpoll,AP3

.
The second sub-step, instead, is related to the information exchange

between all APs and the Central Controller. The time depends on the
number of APs and the distances between APs and the Central Con-
troller:
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tpoll,2 =

NAP−1∑
j=1

tpoll,APj ,CC (3.42)

where tpoll,APj ,CC is the time required for the polling operation from the
Central Controller to the j-th AP:

tpoll,APj ,CC = 2tShFR + 2tSIFS (3.43)

Unlike the first sub-step, this time is fixed once all APs are positioned.
In summary, the overall polling operation lasts:

tpoll = tpoll,1 + tpoll,2 (3.44)

Fig. 3.23 shows clearly that tpoll,2 is fixed, whereas tpoll,1 depends
strongly on the amount of UEs and their distances from the serving APs,
therefore on the coverage area of the APs. This analysis allows us to
derive a relationship between NUE and tpoll. We define tpoll,AP,UEw as
the time it takes an AP to poll one UE in the worst condition, that is,
UE is at the maximum distance from the AP and the interference level is
severe. So, in the worst case, i.e., at least one AP has all the related UEs
in the worst condition, by using (3.41), we obtain:

tpoll,1,w = NUEwtpoll,AP,UEw (3.45)

Finally, we derive the maximum number of UEs that an AP can poll,
as follows:

NUEw,max =

[
Nslot,polltSLOT − tpoll,2

tpoll,AP,UEw

]
(3.46)

where Nslot,poll is the length of tpoll in terms of number of time slots.

3.8.3 A Case Study

Starting from the above results, with the following analysis, we want to
set up the control phase parameters in an ultra-dense scenario respecting
the coverage constraints derived in Section 3.8.1. We aim to evaluate if
the proposed access control can have a concrete implementation, in other
words, if the wait to transmit is reasonable.
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Figure 3.24: Analyzed Scenario.

As in [18, 48], we consider to cover a flat indoor area of 50m x 50m
and we assume that the area is covered with 9 Access Points distributed
to form a regular grid, as shown in Fig. 3.24. We assume that direct
communication between UEs and communication between UE and AP
occur in NLOS conditions. In this network topology, the maximum dis-
tance between UE and AP is 11.8m, therefore it respects the constraint
of 16.97m in NLOS condition. The Central Controller is located inside
the Access Point at the center of the scenario (AP5), so that four APs are
at 23.57m from the controller and the other four ones are at 17.5m. We
assume that APs are strategically placed in LOS condition between each
other, therefore the constraint of 59.93m in LOS is widely respected.

In order to evaluate NUEw,max in this Case Study, by using (3.46),
we need to evaluate tpoll,AP,UEw and tpoll,2. We begin our analysis with
tpoll,AP,UEw. In Fig. 3.2 the worst condition is represented by point P,
in the event that the main antenna beam of all APs is directed towards
point P. A UE placed on point P is about 11.8m distant from its serving
AP (e.g., AP7), and suffers interference from AP4, AP5, and AP6 (in-
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terference from the other APs can be neglected, thanks to the huge path
loss). Then, the transmission rate of the wireless link between AP7 and
UEw is evaluated by using (3.2) and (3.34) in NLOS condition. We ob-
tain RAP7,UEw = 620.55Mbps and tShFR = 0.4698µs. Consequently,
the time required for the polling operation from AP7 to one UEw is
tpoll,AP,UEw = 1.139µs. Let us note that RAP,UEw is less than the Rmin

value, derived in Section 3.8.1, but this constraint must be respected only
during the transmission phase, since polling packets (short frame mes-
sages) are not of length 1000 byte. The fulfillment of the constraint on
the minimum rate during the transmission phase is guaranteed by the
scheduling procedure.

As for tpoll,2, in the considered scenario, there are 8 APs having to
communicate with the central one (AP5). The transmission rates are
estimated like above: we obtain 5.6363Gbps for APs at 23.57m (AP1,
AP3, AP7, AP9), and 7.0198Gbps for the other ones at 17.5m. Conse-
quently, by using (3.42), the time necessary for the second sub-step is
tpoll,2 = 6.98µs. Finally, by using (3.46), we derive the relationship be-
tween Nslot,poll and NUEw,max in the analyzed scenario. Fig. 3.25 shows
the amount of time slots necessary for the polling time under different
number of UEs in the worst condition.

For example, if we consider a polling time equal to 3 time slots (i.e.,
Nslot,poll = 3), then this parameter configuration allows the system to
manage at most 7 UEs per AP, each one in the worst condition. So, it
is possible to poll 63 UEs in the whole area, which corresponds to a UE
density of 25200UEs/km2. This value almost doubles the maximum UE
density considered in [48], that is 16000UEs/km2, in a scenario similar
to the one analyzed here. For this reason, in [18] we chose a polling time
of 3 time slots, which we think of as high enough to ensure the proper
system functioning.

To complete the analysis of this Case Study, with the aim of assess-
ing performance of our access control scheme by simulations, in [18]
we fixed the pushing time equal to 3 time slots, in order to fulfill also
the condition (3.37) in the worst case. As for the scheduling time, be-
cause it depends strongly on the computing power of the control unit,
we assumed a computational unit that typically performs the scheduling
operations in at least 20µs (i.e., 4 time slots).
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Figure 3.25: Number of time slots required for polling procedure under different
amount of UEs in the worst condition.

In conclusion, we estimated the control phase equal to 10 time slots
(i.e., 50µs) on average; this is a reasonable value that allows the system
to manage all UEs in the area with the expected UE density, and has
provided optimal performance in terms of throughput and end-to-end
delay, under different traffic loads, as shown in [18].

3.9 Conclusion

In this chapter, we analyzed the symbiosis of mmWave transmission,
D2D communications, beamforming technique, the adoption of the 60
GHz unlicensed band. We proposed a new TDMA-based centralized
access control for 60 GHz D2D communications in a high UE density
indoor scenario, covered by some Access Points interconnected through
mmWave links. In this scenario, in addition to the interference between
D2D communications themselves, the interference between the mmWave
access network and the mmWave backhaul network arises. With the aim
of managing the above interferences, enhancing transmission efficiency
and achieving high performance in terms of throughput and end-to-end
delay, a new access strategy and a scheduling algorithm were defined. In
order to meet the above targets, multiple aspects affect the best decision
to be made. For this reason, our scheduling algorithm is composed of
various criteria grouped in three phases. In the first phase, three criteria
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are introduced to determine the interference relations among sub-flows.
In the second phase, concurrent transmission rules are determined by us-
ing two criteria based on multi graph-coloring techniques. Finally, a last
criterion is defined to establish the minimum number of time slots to be
allocated to each stage of the transmission phase. We benchmarked our
centralized control scheme against the D3MAC scheme [48], one of the
most complete works available in literature. Extensive simulations, un-
der various traffic classes and number of active communications, demon-
strate that our access scheme has notably improved the concurrent trans-
mission efficiency and outperforms the considered reference scheme in
terms of throughput, end-to-end packet delay, and fairness.

Furthermore, we proposed a Radio Network Planning for the pro-
posed architecture organized in two steps. In the first one, under the as-
sumptions of not introducing any compensation technique for time slot
synchronization, we derived the coverage planning constraints, in terms
of maximum distance between transmitter and receiver in any visibil-
ity condition. In the second phase, the capacity planning was derived,
in terms of the maximum number of users that can be managed by the
system with good performance.
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CHAPTER4
Dynamic Uplink Radio Resource

Dimensioning and NOMA-based PUSCH
resource allocation for mMTC scenarios

4.1 Introduction

In this chapter, we address the radio resource allocation problem for
mMTC scenarios. As reported in the Introduction chapter, this sce-
nario is characterized by a large number of low-complexity and energy-
constrained MTC devices sending periodically very short packets with
relaxed delay requirement, without or with very little human interven-
tions. Examples include smart grids, environment monitoring, industry
automation, home automation, and so on. In specific, mMTC usage sce-
nario requires more than 1 million connections within 1 square kilome-
ter [58, 59], while traditional 4G mobile networks support up to several
thousand connections, which often limits their use in mobile phones,
computers and similar smart devices [60].

In the mMTC scenario, because of the relaxed delay requirements, a
contention-based Random Access (RA) procedure can be adopted. How-
ever, a huge number of MTC devices might simultaneously initiate their
procedure to get access to the network causing a severe congestion prob-
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lem in the system if conventional LTE RA procedure is adopted [61,62].
Currently, in LTE / LTE-Advanced (LTE-A) uplink communication, the
MTC device firstly performs a contention-based RA procedure by trans-
mitting a preamble in the Physical Random Access Channel (PRACH).
Then, if the RA attempt has been successful and there are available radio
resources into the Physical Uplink Shared Channel (PUSCH), the MTC
device transmits its data in it. Otherwise, the MTC device re-attempts
the access procedure in successive RA cycles for a maximum number of
times.

When thousand or more devices simultaneously request to send data,
massive RA attempts increase the preamble collision probability, thus
decreasing the number of successful accesses. This problem could be al-
leviated by increasing the resources allocated to PRACH. However, due
to limited uplink resources, the higher the amount of resources avail-
able in the PRACH, the lower the ones available in the PUSCH. There-
fore, many MTC devices which have successfully completed their RA at-
tempt, could not find enough transmission resources in the PUSCH. One
way to increase the transmission efficiency in the PUSCH resources is
the adoption of a NOMA technique. In fact, by adopting a NOMA tech-
nique, more than one MTC device can share the same time-frequency re-
source by mainly exploiting the power-domain (e.g., PD-NOMA), or the
code-domain (e.g., Sparse Code Multiple Access, SCMA), or both the
power and the code domains (e.g., Power Domain Sparse Code Multiple
Access, PSMA [63]). In the traditional PD-NOMA, two or more devices
with large channel gain difference (e.g., large path-loss difference) are
normally paired in the same radio resource. At the receiver side, the
successive interference cancellation (SIC) algorithm is utilized to detect
the desired signals. The basic idea of SIC is that different signals are
successively decoded. After one user’s signal is decoded, it is subtracted
from the combined signal before the next user’s signal is decoded. The
main drawback is that, in order for the algorithm to work properly at
the receiver side, a proper uplink power allocation control based on the
knowledge of the channel conditions needs to be applied [64]. As re-
gards the SCMA, two or more MTC devices are superposed to the same
radio resource by adopting sparse multidimensional codewords. At the
receiver side, the Message Passing Algorithm (MPA) is applied to detect
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the different transmitted signals in an iterative manner based on Max-
imum Likelihood (ML) algorithms. The main drawback is high com-
putational burden of the MPA receiver, especially when the number of
multiplexed communications is large. However, in the Uplink case con-
sidered here, the heavy computation load of the MPA is exclusively on
the base station, while the encoding procedures at the mobile stations
are not computationally intensive [65]. As regards the PSMA receiver,
although it permits to increase the spectral efficiency about 50% com-
pared with the previous ones, it inherits not only the drawbacks from
both the SCMA and PD-NOMA receivers but also it increases the system
complexity of about one order of magnitude with respect to the SCMA
one. In this chapter, we consider a scenario with low-complexity MTC
devices that do not forward the measurement reports to the gNB. So,
PD-NOMA and PSMA techniques cannot be implemented at no cost, in
terms of signaling overhead, complexity and energy consumption. For
these reasons, SCMA is one of the most promising techniques to support
the data transmission from a large amount of low-complexity MTC de-
vices, so we adopt it in the PUSCH. In this chapter, we analyzed also the
feasibility of our SCMA-based PUSCH resource allocation framework
by considering both the complexity and the signaling overhead points of
view.

However, adopting the SCMA technique in the PUSCH is not enough
to achieve good performance in an mMTC scenario. Another point is to
define an innovative grant-based RA procedure tailored for mMTC sce-
nario. In this context, the academic community is studying and propos-
ing new optimized RA procedures at the aim of avoiding the RRC con-
nection setup overhead, e.g., the 2-phase connectionless RA procedure
described in [66, 67]. By adopting this procedure, immediately after the
reception of the RAR message (Phase 2), the MTC device transmits its
data packet. However, the main disadvantage is that the device sends
the data packet regardless of successful or unsuccessful access attempt,
wasting energy in the latter case. In parallel, other works [14,68–70] fol-
lowed a different approach, modifying the first phase of the traditional
4-phase RA procedure to carry additional information to the gNB. In [68]
the authors suggest a new access scheme to simultaneously transmit both
preambles and a small-sized message in the PRACH as a message em-
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bedded preamble sequence by using distinct root numbers. However,
we found the innovative approach proposed in [69, 70] very interesting.
These works are based on the usage of tagged preamble sequences, i.e.,
each device sends the sum of a randomly selected preamble sequence
with root r and a randomly selected tag sequence with root k 6= r.
In [69] the authors adopt the tagged preamble sequences to capture mul-
tiple Timing Advance (TA) values for a single detected preamble and
propose a PUSCH resource allocation method based on the multiple TA
values captured. In [70], and also in [14], these tag sequences allow
the gNB to detect the preamble collision during the first phase. In this
way, the device reduces the number of signaling transmissions per failed
access attempt to one. Specifically, in [70] the authors still adopt the
conventional 4-phase RA procedure, while in this chapter the strategy of
transmitting tagged preambles is also used to apply a 2-step RRC con-
nectionless RA procedure, achieving a further reduction of the energy
consumption.

Despite the numerous benefits, the advanced SCMA-based PUSCH
resource allocation and the 2-step RRC connectionless RA procedure is
not enough to support a massive MTC scenario.

In literature, several works (e.g., [71–73]) take into account only the
limit of PRACH resources and define new RA procedures to decrease
the preamble collision probability. These works are based on Access
Class Barring (ACB) approaches [13], i.e., congestion control schemes
designed for limiting the number of simultaneous access attempts, thus
reducing the number of RA failed attempts. References [71,72] are based
on the conventional ACB scheme, where the Base Station (BS) period-
ically broadcasts an ACB factor p ∈ [0, 1] to the MTC devices. Every
MTC device having data to be transmitted draws a uniform random num-
ber q ∈ [0, 1]. If q ≤ p, then the MTC device becomes eligible to make
the contention-based RA procedure. Otherwise, it is barred for a time
period. The main challenge of these ACB schemes is to adapt the ACB
factor p according to the traffic load in the PRACH. In fact, p should be
a small value in the case of bursty and heavy-loaded scenario in order to
relieve congestion, while it should be a large value in the case of light
traffic condition in order to efficiently use the uplink resources and do
not delay inappropriately the access attempts. In [71] the authors pro-
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pose a dynamic adaptation of the ACB factor p based on the estimation
of the MTC devices that are in backoff, i.e., those which will re-attempt
their RA procedure. In [72] the authors design a Q-learning algorithm
to dynamically tune the ACB factor p such that it can rapidly react to
the traffic changes using local information available at the BS. In [73],
a different fully distributed ACB scheme based on the non-cooperative
game theory is proposed. Rather than being based on the p value sent in
broadcast by the BS, in that access scheme, each MTC device calculates
its own activation probability based on the acknowledgments sent by the
BS. Despite these works aiming to maximize the number of successes in
the PRACH, they do not consider the opportunity to dynamically dimen-
sioning the uplink resources of the PRACH and the impact of the limited
resources of the PUSCH. In [74] the authors, taking into account that the
uplink resources are limited, propose a new control scheme which, be-
fore a RA cycle begins, allocates radio resources between PRACH and
PUSCH, and broadcasts this configuration to all MTC devices. The main
weakness of [74] is that the number of MTC devices attempting to access
is considered well-known at the BS.

In this chapter, starting from [74], we address on the issue to find a
good trade-off between the amount of radio access resources allocated
to the PRACH and the ones needed for data transmission in the PUSCH.
Specifically, we show that an optimal PRACH and PUSCH resource al-
location should be based on current traffic. For this reason, we propose a
dynamic load-aware control scheme based on the access attempt number,
termed as Dynamic Uplink Resource Dimensioning (DURD) By simula-
tions in MATLAB environment, the performance of our dynamic control
has been compared with static dimensioning. The results show that our
control achieves the best performance in terms of succeeded communi-
cations, while guaranteeing lower energy consumption.

Moreover, in light of the performance achieved, we applied to the dy-
namic uplink resource dimensioning the innovative idea to exploit the
unused PUSCH resources, if any, to serve also some MTC devices that
have failed their access attempt. This system is termed as Enhanced Dy-
namic Uplink Resource Dimensioning (EDURD). More specifically, for
a given RA cycle j, instead of limiting the number of attempting MTC
devices by means of an ACB scheme, our idea was to serve a larger num-
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ber of attempting MTC devices in j. This approach mitigates the con-
gestion since it reduces the amount of re-attempting devices in the suc-
cessive RA cycles. In particular, for a subset of collided preambles, the
scheduler allocates a pool of resources to each of them in a contention-
based mode. This resource allocation in the PUSCH does not replace
the conventional RA procedure in the PRACH, but it is an additional
operation for increasing the number of succeeded communications, if
possible. The main drawback of this approach is that contention-based
transmission in the PUSCH may collide causing vain additional energy
consumption. To attenuate this issue, we determined the optimal size of
the subset of collided preambles that maximizes the number of successes
in the PUSCH, thus reducing the number of collisions in it. At this aim,
we present an analytic problem formulation and, accordingly, we pro-
posed an iterative algorithm, called PUSCH Resource Reallocation Al-
gorithm (PRRA), to implement our strategy. The proposed PRRA was
applied assuming both a static and dynamic uplink PRACH/PUSCH di-
mensioning. The main drawback of these proposed load-aware dynamic
uplink resource dimensioning schemes is that they require as input the
number of attempting MTC device at each RA cycle that is an informa-
tion not available at the gNB. To make the solution viable, we introduce
a predictive formula for estimating the expected traffic based only on in-
formation available at the gNB : the number of succeeded preambles, the
number of collided preambles, and the number of available preambles.

4.2 Background

4.2.1 LTE Uplink

Fig. 4.1 shows a typical RA cycle of 5 ms1, where Uplink radio resources
are divided into a PRACH subset and a PUSCH subset.

The PRACH is 1.08 MHz wide in frequency and has a time duration
which depends on the RA Preamble Format (e.g., by using the com-
mon Preamble Format 0, the PRACH is 1 ms in time). The PRACH
access resources consist of 64 orthogonal preamble sequences which are

1In LTE systems different RA cycle lengths has been standardized based on the PRACH Configura-
tion Index [75]. In particular, the typical PRACH Configuration Index ranges from 6 to 8, corresponding
to RA cycle of 5ms [76, 77].
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Figure 4.1: A typical RA cycle of 5ms.

mapped to 839 subcarriers of 1.25 kHz, and are generated from a refer-
ence Zadoff-Chu (ZC) sequence. These sequences are analyzed in detail
in the next chapter. The definition is reported in (5.1). The PUSCH
consists of 72 sub-carriers of 15 kHz, is used to transmit user data and
occupies the remaining available radio resources.

In the following, we describe the conventional contention-based RA
procedure in the LTE/LTE-A system and show it in Fig. 4.2, in case the
communication is successful on the second attempt. Before initiating
their RA procedures, the devices receive periodically, from the Evolved
Node B (eNode B), the System Information Block (SIB) which contains,
inter alia, broadcast information related to PRACH structure, the Backoff
Window (BW ) size for random backoff procedure, and the maximum
number of access attempts (MA). The legacy RA procedure involves
the following four-step message handshake between each device and the
eNodeB.

Step 1. Preamble transmission. Each device randomly selects a
preamble sequence out of the ones available for the contention-based
procedure with equal probability and transmits it on the PRACH. Obvi-
ously, there is a non-zero preamble collision probability, since the same
preamble can be selected by more than one device. Once the preamble
transmission has been completed, the device increases its counter NA by
one.
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2-Random Access Response (RAR)

1-Preamble transmission

Device eNB

3 -RRC connection request

(L+NA·7+49) Bytes (7·NA+113) Bytes

2-Random Access Response (RAR)

1-Preamble transmission

4-RRC connection setup

3-RRC connection request

NA = 1

NA = 2

RRC connection setup complete + NAS service request 

Security mode command + RLC status report

Security mode complete + Buffer status report

RRC connection reconfiguration + RLC status report

RRC connection reconfiguration complete + Buffer status report

Data packet + RLC status report

7

7

38

7

7

22

14

12

61

12

L+3

Collision 
detected

Figure 4.2: Conventional 4-step RA procedure, when the communication is success-
ful on the second attempt, and signaling messages for data packet transmission in
LTE/LTE-A and eMTC technologies.

Step 2. RAR message. After detecting the received preambles, the
eNodeB can only detect whether a specific preamble has been transmit-
ted or not, but it cannot recognize how many devices have transmitted
it, i.e., if a collision has occurred. For each detected preamble, the eN-
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odeB transmits the Random Access Response (RAR), which contains the
Timing advance command, the temporary C-RNTI and the UL Grant. In
particular, the latter field is of 27 bits, 18 of which are reserved for time
and frequency resource allocation of the message transmission in Step
3 [78].

Step 3. RRC connection request transmission. After the RAR re-
ception, each MTC device transmits on the scheduled radio channel the
Radio Resource Control (RRC) connection request to set up the RRC
connection with the eNodeB. However, if more than one UE has selected
the same preamble in Step 1, they will receive the same RAR and send
their scheduled messages on the same radio channel, which makes the
eNodeB hard to decode the received message correctly. In this case, the
eNodeB recognizes a preamble collision.

Step 4. RRC connection setup reception. After correctly decoding the
RRC connection requests, if there are available resources in the PUSCH
for the device transmission, the eNodeB transmits the RRC connection
setup message to the corresponding device.

We note that if the device does not receive either the RAR message
or the RRC connection setup within the related predetermined time win-
dow, termed WRAR and WCR, respectively, then it reattempts the RA
procedure inside the backoff window (BW ) only if NA ≤MA.

If the 4-step RA procedure was successful, further signaling messages
have to be exchanged between the UE and the eNB in order for the UE to
initiate the transmission of the data packet. In detail, the device sends the
RRC connection setup complete message and initializes the Non-Access
Stratum (NAS) procedures to the Mobility Management Entity (MME),
including security. Then, the UE will receive the RRC connection re-
configuration message, which is used to establish the data radio bearer.
Finally, it transmits the data packet.

4.2.2 eMTC and NB-IoT

Since the LTE is highly inefficient for supporting the MTC traffic charac-
terized by sporadic infrequent transmission of small packets, the 3GPP
has already introduced, in Release 13, a suite of two complementary
technologies adapted for this type of traffic, denoted as enhanced Ma-
chine Type Communication (eMTC) and NarrowBand IoT (NB-IoT) [15].

117



i
i

“thesis” — 2021/4/21 — 11:58 — page 118 — #136 i
i

i
i

i
i

Chapter 4. Dynamic Uplink Radio Resource Dimensioning and
NOMA-based PUSCH resource allocation for mMTC scenarios

Both technologies are optimized for granting lower complexity, and pro-
viding longer battery life, while seamlessly coexisting with other LTE
services. As regards some technical specifications for the eMTC, it
adopts 1.4 MHz receiver bandwidth, a reduced maximum transmission
power (20 dBm), and extended discontinuous reception (eDRX) modes.
However, the RA procedure and the data transmission are completely
inherited from the conventional LTE/LTE-A shown in Fig. 4.2.

As regards the NB-IoT technology, it further pursues the goals of pro-
viding a cost-effective solution. In fact, some relevant NB-IoT features
are: 200 kHz receiver bandwidth, half-duplex operation, new narrow-
band (NB) physical channels for downlink and uplink, and improved
power saving modes. In addition, the 4-step RA procedure has been
inherited from the LTE/LTE-A, while the data packet transmission has
been deeply modified to support small-sized data in a more efficient
way. In particular, a Cellular IoT (CIoT) EPS optimization in the Control
Plane (CP) has been designed to allow a piggyback data packet into the
NAS service request, which is sent together with the RRC connection
setup complete message. Thus, the NB-IoT CP CIoT EPS optimization
allows the UE to transmit the data packet immediately after the 4-step
RA procedure [79].

We emphasize that both the aforementioned RA procedures and data
transmissions are connection-oriented. Therefore, although NB-IoT pro-
poses a re-engineering of the conventional RRC procedures, it suffers
from the RRC connection setup overhead.

4.3 System Model

As reported in the 5G implementation guidelines provided by GSMA
in [80], 5G networks can be deployed in different deployment options,
where StandAlone (SA) options consist of only one generation of radio
access technology (i.e., LTE or NR), and Non-StandAlone (NSA) op-
tions consist of NR radio cells combined with LTE radio cells using dual
connectivity to provide radio access. In this chapter, we consider a trans-
mission scenario based on SA Option 2, where the radio access network
consists of only one Next Generation NodeB (gNB) connected to the 5G
Core andNMTC MTC devices. Each MTC device performs a contention-
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based access procedure to request resources for data transmission. We
do not adopt a NSA option because the dual connectivity technology is
not suitable for supporting low-complexity and energy-constrained MTC
devices. Moreover, among the SA options, we choose option 2 because
it is the only one that adopts the NR radio access, and therefore it is able
to fully support the mMTC scenario.

As regards the radio interface, we adopt the smallest 5G NR numerol-
ogy (i.e., subcarrier spacing of 15 kHz, which corresponds to Ts = 1
ms), because small subcarrier spacing results in longer symbol duration
and lower overhead. Therefore, delay-tolerant services, such as MTC
services, can benefit from small subcarrier spacing to reduce bandwidth
consumption. In addition, we assume that each RA cycle occupies the
same amount of uplink resources of LTE, i.e., 72 subcarriers of 15 kHz
and a fixed time length, Tra = 5 time slots (see Fig. 4.1). Also, we adopt
Preamble Format 0 (i.e., a preamble lasts 1 Ts). In the frequency domain,
PRACH and PUSCH occupy the entire considered bandwidth, while in
the time domain PRACH lasts Tpr ∈ {1, 2, . . . , Tra − 1} time-slot units
and PUSCH Tpu slots. In summary, for each RA cycle we have:

Tra = Tpr + Tpu. (4.1)

We consider onlyL0 out of 64 preambles available for the RA contention-
based procedure in 1 Ts. So, the total number of preamble sequences (L)
in a RA cycle is L = L0Tpr.

4.3.1 SCMA Overview

To further increase the transmission efficiency, we adopt the SCMA tech-
nique for PUSCH resources. The SCMA technique, defined in [81],
can be regarded as a code division Non-Orthogonal Multiple Access
(NOMA) scheme, i.e., it allows multiple transmissions on the same Re-
source Element (RE), as shown in Fig. 4.3a. Multiple SCMA layers
are defined, and one or more layer can be assigned to a device or data
stream. In Fig. 4.3a, on the first RE, the first part of each transmitted
symbol belonging to Layers 1, 3, and 5 are superposed.

The superposition of different levels in a single RE is allowed by
the use of different codebooks, as shown in Fig. 4.3b, which are built
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Figure 4.3: Example of multiple access and bit-to-codeword mapping of an SCMA
encoder with Q = 4, S = 2, Kmax = 3, LSB = 6, I = 4.

on multidimensional constellations, instead of the conventional linear
spreading, typical of the traditional Code Division Multiple Access (CDMA).
In addition, SCMA uses sparse spreading to reduce the number of sym-
bol collisions. For instance, in Fig. 4.3a the number of superposed layers
in a RE is 3 instead of 6 (traditional case with non-sparse spreading). The
superposition pattern per RE is typically statically configured and indi-
cated by the factor graph F, which is a binary matrix of size Q × LSB,
whose element fi,j = 1 if and only if Layer j transmits inside RE i. For
instance, the factor graph F in Fig. 4.3a is:
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Figure 4.4: SCMA Codebooks. Example of the first dimension of the codebook in RE1.

F =


1 0 1 0 1 0

1 0 0 1 0 1

0 1 1 0 0 1

0 1 0 1 1 0

 . (4.2)

According to SCMA encoder, one SCMAblock is the minimum re-
source quantity which can be shared by different layers. Inside a single
SCMAblock, a layer can be associated to the transmission of one symbol.
One SCMAblock occupies Q subcarriers in one symbol time, so Q is the
number of REs in one SCMAblock. Also, we denote with S the num-
ber of REs which a layer occupies respect to Q, and Kmax the maximum
number of overlapped layers with different codebooks in one RE. So, the
number of different layers per SCMAblock is:

LSB =

(
Q

S

)
, (4.3)
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and

Kmax =

(
Q− 1

S − 1

)
=
LSBS

Q
. (4.4)

The gNB receives, over each Resource Element, the sum of the sym-
bols sent by Kmax MTC devices, each one by using the codebook as-
signed to it. To detect the signals transmitted by the MTC devices,
the iterative Message Passing Algorithm (MPA) is performed [63]. The
complexity order of this method is given by O(IKmax) per RE for each
iteration, where I is the number of constellation points [82].

Let us analyze an example of an SCMA encoder in Fig. 4.3a, where
Q = 4, S = 2, LSB = 6, and Kmax = 3. In order for the receiver to can
decode the superposed data, in transmission at least Kmax different con-
stellations must be adopted. Each constellation should be S-dimensional
and each dimension should be composed of I points. Several constella-
tions are available in literature [83, 84] which typically are designed on
basis on a multi-dimensional mother constellation with a good Euclidean
distance profile. The mother constellation is then rotated to achieve a rea-
sonable product distance. A simple example is shown in Fig. 4.4, where
we show a constellation adopted for the first non-zero entry (i.e., the first
dimension of the constellation) of Layers 1, 3, and 5, which are super-
posed in the same RE 1. The three constellations are generated from the
mother constellation QPSK by applying the phase rotations

{
0, π6 ,

π
3

}
, as

reported in [81]. Then, all symbols transmitted in the same RE do not
match each other. Also, we note that, in this example, the same informa-
tion bits are retransmitted in a second RE (S = 2) to reduce the bit error
probability at the receiver side.

Since the PUSCH is allocated over 72 subcarriers and each time slot
contains 14 OFDM symbols per subcarrier, the number of SCMAblock

per time slot is:

NSB =

⌊
72

Q
· 14

⌋
. (4.5)

Finally, the number of layers in one RA cycle, LRAC is:

LRAC = NSBLSBTpu. (4.6)
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4.3.2 The proposed basic two-step RA procedure

In parallel to both the eMTC and NB-IoT technologies analyzed in Sec-
tion 4.2.2, that adopt a connection-oriented approach, connectionless
transmission protocols for machine-type traffic have been proposed in
literature at the aim of avoiding the RRC connection setup overhead.
These protocols allow the MTC device to transmit small packets without
the establishment of radio bearers [66,67,85]. So, the signaling message
exchange between the network and the MTC device that is used to set
up the RRC connection and to establish device and security contexts is
deleted, implying a device battery power saving.

Among the available proposals, we consider the 2-step connectionless
packet transmission procedure described in [67]. By adopting this pro-
cedure, the MTC device transmits, immediately after the reception of the
RAR message (Step 2), its data packet together with an UL context con-
taining all necessary information related to the device identity, PDN-ID,
and security. Thus, once the gNB receives the data packet, it forwards
the packet to a connectionless access gateway, which inspects the con-
text header, verifies integrity, performs decryption, and, based on stored
state information, forwards the packet to the expected network entity.
The main drawback is that the collision detection occurs after the packet
has been transmitted, i.e., regardless of whether the access attempt has
been successful or not, the device sends the data packet. Taking into ac-
count this procedure, we propose a new improved connectionless 2-step
RA procedure and data transmission shown in Fig. 4.5. Like in [67], the
MTC device transmits, after Step 2, the data packet piggybacked with
the UL context. Conversely, at the aim of overcoming the issue of send-
ing the data packed regardless of whether the access attempt has been
successful or not, we adopt the early Preamble Collision Detection (e-
PACD) technique, proposed in [70], where the gNB can detect in Step
1 whether a preamble has been affected by collision or not. In detail,
each device randomly selects one preamble among those available for
contention-based procedure and transmits a tagged preamble, consist-
ing of both the selected preamble and a tag sequence. By exploiting the
received tagged preambles, the gNB can detect, for each received pream-
ble, whether a collision has been occurred by extrapolating the tags asso-
ciated to it and verifying if more than one tag has been transmitted. We
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note that the feasibility of the tagged preamble detection is not a trivial
problem. For this reason, the next chapter is entirely dedicated to this
purpose. In the following, we consider an ideal gNB receiver.

Moreover, because for the machine type communications a very small
amount of data is expected [86], we assume for each transmission request
the same upper bound value, sent in broadcast, denoted as θmax bits. So,
in Step 2, the gNB assigns to each successful access attempt, the PUSCH
resources needed to satisfy the maximum data transmission (θmax), if
available.

Consequently, the MTC device which has received the message re-
sponse from the gNB, within the WRAR window, transmits its data in the
PUSCH of the next RA cycle. We note that the data can be transmitted
in the next RA cycle since we set WRAR =5ms. In fact, thanks to the
two-step procedure, this time is sufficient to guarantee the transmission
of the tagged preambles (including cyclic prefix and propagation delay),
the processing delay at the gNB side, the transmission of the RAR mes-
sage, and 1ms of margin time. Conversely, if the message has not been
received from the gNB, within the WRAR window, then it will reattempt
only if NA ≤MA.

The proposed 2-step RA procedure results not only in very few mes-
sages being exchanged but also in a very low signaling overhead, as de-
picted in Fig. 4.6 and described in the following. In order to reduce the
signaling overhead, we assume that SCMA blocks are assigned to MTC
device in multiples of SCMA Block Groups (SBGs), i.e., one SBG is the
smallest unit of resources that can be allocated to an MTC device. An
SBG corresponds to one SCMA block assigned for the time of 1 TTI .
Moreover, we assume that Matrix F, a set of LSB codebooks and the
mapping between codebook and the assigned layer are static and known
by both sides of the communication link (e.g., sent in broadcast in the
SIB).

As regards the number of bits associated to the SCMA allocation in-
formation for the MTC device, it results that, when S = 2, the 18 bits
reserved for time and frequency allocation in the conventional RAR (as
reported in Section 4.2.1) are enough to deliver the information, regard-
less of the value of Q. Therefore, no additional bits need to be sent by
the gNB in DL. The proof is reported in Section 4.8.1. Furthermore,
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Figure 4.5: The proposed basic two-step RA procedure.

as in [66], we assume that the UL context header sent together with the
data packet is of 9 bytes. Globally, the total amount of bytes necessary
to transmit L bytes of data is equal to L + 9 bytes in UL and 7 bytes in
DL, regardless the number of access attempts, i.e., NA.

In order to underline the advantages of our two-step RA procedure,
we compare the signaling overhead with the traditional four-step RA pro-
cedure reported in Section 4.2.1, and the one adopted by NB-IoT. By
adopting the LTE procedure depicted in Fig. 4.2, the amount of bytes
needed to transmit L bytes of data is equal to (L+NA ·7+49) in UL and
(NA · 7 + 113) in DL. We note that this legacy RA procedure is the same
adopted by the enhanced MTC (eMTC) technology. Conversely, the NB-
IoT technology adopts a slightly simplified 4-step procedure consisting
of (NA · 8 + L) bytes in UL and (NA · 7 + 8) in DL [66]. In conclusion,
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1-Preamble and tag transmission
NA = 2

Collision 
detected

Figure 4.6: Two-step RA procedure and data packet transmission.

our proposal not only shows a lower amount of signaling with respect
to both eMTC and NB-IoT (if NA > 1). In addition, by adopting both
the eMTC and the NB-IoT RA procedure, the MTC device for each RA
attempt needs to perform 2 transmissions , independently whether the
procedure has been succeeded or not. Instead, by adopting our proposal,
the number of transmission per RA attempt is reduced to 1. So, the
connectionless concept helps to reduce energy consumption in the MTC
device, mainly because in this case there is a lower number of transmis-
sions performed by the radio module in comparison with the eMTC and
NB-IoT [87].

4.3.3 Traffic Model

The Beta traffic model is related to a scenario where a large number
of MTC devices access the network in a highly synchronized manner
[88]. Therefore, we assume that each MTC device generates data at
time t ∈ [0, Tarrival] following the Beta distribution [89] and that each
activation time is independent of each other. The Beta distribution is
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characterized by the following Probability Density Function (PDF):

f(t) =
tα−1 (Tarrival − t)β−1

T α+β−1
arrival Beta(α, β)

, t ∈ [0, Tarrival], (4.7)

where

Beta(α, β) =

∫ 1

0

tα−1(1− t)β−1dt. (4.8)

Given NMTC devices, we derive a discrete random process which
counts the number of data arrivals per RA cycle inside the time period
[0, Tarrival]. Let {N(ω, n)} denote this discrete random process, where
ω ∈ Ω is an experiment and n = 1, 2, . . . ,

⌊
Tarrival
Tra

⌋
is a point in time

representing the nth RA cycle. Then, the function N(ω, n) is a realiza-
tion of the random process related to the outcome ω. For each n value,
N(ω, n) is the sum of the arrivals in the interval time [(n− 1)Tra, nTra[.

We can define the temporal auto-correlation function rNN(ω, l) at the
time-lag l between two points in time.

rNN(ω, l) =

bTarrivalTra c−l∑
n=1

N(ω, n)N(ω, n+ l), (4.9)

for l = −
⌊
Tarrival
Tra

⌋
+ 1, . . . ,

⌊
Tarrival
Tra

⌋
− 1. By simulation, we estimated

that rNN(ω, l) = rNN(l), and the mean value µn(ω) = µn, for a very
large number of experiments, thus we assume that the process is ergodic
in the wide sense.

The auto-covariance can be also expressed as a function of the time-
lag l as follows:

cNN(l) = rNN(l)− µ2
n, (4.10)

The Pearson Auto-Correlation Coefficient (PAC) is defined as

ρ(l) =
cNN(l)

cNN(0)
. (4.11)

As it is known, the range of the PAC is −1 ≤ ρ(l) ≤ 1. In particu-
lar, when |ρ(l)| ≥ 0.8 the sequence is highly correlated [90]. Fig. 4.7
shows ρ(l) when Simulation Parameters in Table 4.1 are adopted. As
shown, |ρ(l)| ≥ 0.8 when |l| ≤ 296, i.e., the number of arrivals is highly
correlated in 296 consecutive RA cycles.
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Figure 4.7: Pearson Auto-Correlation Coefficient (PAC) of the random process
{N(ω, n)}.

4.4 Uplink resource dimensioning

In this section, we formulate the optimal uplink resource dimension-
ing problem between the PRACH and the PUSCH in a single RA cy-
cle known the number of MTC devices (M ) which are performing the
contention-based RA procedure, i.e., to derive the optimal T ∗pr value. For
deriving the optimal T ∗pr, we need to estimate the number of succeeded
preambles (PS) and the number of available resources in the PUSCH
based on SCMA technique (DTmax) as function on Tpr. As regards PS,
we note that it is a random variable whose mean value (P̄S) is derived on
basis of Tpr and M , as follows:

P̄S = M

(
1− 1

L0Tpr

)M−1

. (4.12)

The proof is reported in Section 4.8.2. Clearly, given M , the higher Tpr,
the higher P̄S.

As regardsDTmax, we derive the maximum number of available trans-
missions in the PUSCH, each one consisting of θmax bits, as follows:
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DTmax =

 LRAC⌈
θmax

r log2(I)

⌉
 =

NSBLSB⌈
θmax

r log2(I)

⌉
 (Tra − Tpr), (4.13)

where log2(I) is the number of information bits sent for each symbol of
the constellation and r is the code rate. It is evident that, the higher Tpr,
the lower NST .

The above results confirm the following major problems.

1. The PRACH resources are not sufficient when thousand or more
devices simultaneously request to send data. In fact, as reported
in (4.12), for very high M values, the smaller Tpr, the faster P̄S
approaches zero. This problem could be alleviated by increasing
the access resources, i.e., Tpr.

2. The number of resources available for the PUSCH decreases with
increased Tpr. So, also if we have a high value of successful ac-
cesses, by adopting a high Tpr value, a part of these ones could not
be satisfied due to lack of resources in the PUSCH.

Considering the previous issues there is the need to find a good trade-off
between the amount of access resources, contained in Tpr, and the ones
used for data transmission, contained in Tpu.

A communication is succeeded if both the following conditions oc-
cur. First, the MTC device transmits with success its preamble sequence
in the PRACH, i.e., it is the only MTC device that has transmitted the
selected preamble sequence. Second, there are resources available in the
PUSCH for its data transmission.

We report an example in Fig. 4.8. This figure shows, in Steps 1 and 2,
the connectionless RA procedure, while in Step 3 the related data trans-
mission, when either a conventional or an enhanced PUSCH resource
allocation is applied. In the following we focus on the conventional re-
source allocation. In Step 1,M = 9 MTC devices transmit one randomly
chosen preamble in the PRACH. Let PT = [p1, . . . , pM ] denote the vector
containing the preambles transmitted by the MTC devices. Specifically,
in the example PT = [2, 10, 10, 1, 3, 3, 1, 10, 4], i.e., preambles 2 and 4
have been transmitted by only one MTC device, whereas preambles 1,
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Figure 4.8: Conventional PUSCH resource allocation vs PRRA-based PUSCH alloca-
tion.

3, and 10 by two or more MTC devices. After the reception of all trans-
mitted preambles, the gNB detects the preambles 2 and 4 as succeeded,
whereas preambles 1, 3, and 10 as collided. We denote PS as the set of
succeeded preambles with cardinality PS, and PC as the set of collided
preambles with cardinality PC . In the example, we have PS = {2, 4}
and PC = {1, 3, 10}. It follows Step 2a. In this Step, the gNB reserves
one data transmission out of DTmax = 10 for each preamble in PS, and
then the gNB sends in the Physical Downlink Control Channel (PDCCH)
the RAR message containing, inter alia, the UL grant information. We
note that if PS > DTmax, the number of succeeded communication is
limited by the DTmax resources. Next, in Step 3a, all the MTC devices,
which have transmitted a preamble, decode the RAR message received
from Step 2 and only the ones which have transmitted a preamble in PS
(i.e., MTC devices 1 and 9) will transmit the data in the dedicated data
transmission.

For the sake of simplicity, in the problem formulation we assume that
the MTC devices, which have successfully passed their access attempt in
the PRACH, will transmit their data in the PUSCH of the same RA cycle
(if available), instead of the next RA cycle, as reported in Section 4.3.
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In light of the example below reported and this assumption, the amount
of successful communications (CS) inside an RA cycle can be derived
as:given a RA cycle the number of succeeded communications is:

CS = min(PS, DTmax). (4.14)

Since PS is a random variable, we approximate (4.14) as:

C̃S = min(P̄S, DTmax). (4.15)

We note that DTmax is a deterministic variable, given θmax, Tpr, Q,
Kmax, I , and Tra, that are all information known at the gNB. Conversely,
the PS value is available at the gNB once all the preamble sequences
have been received and correctly detected.

Obviously, the average number of succeeded communications, is

C̄S = min(P̄S, DTmax). (4.16)

In Fig. 4.9a we plot C̄S versus M for any Tpr value. We observe that the
straight lines (e.g., M ranging from 50 to 380 for Tpr = 3) are caused by
the saturated PUSCH resources. As shown, there is not a single optimal
Tpr value, since it depends strongly on the offered load, i.e., on the value
of M .

For this reason, at the aim of maximizing (4.16), we proposd the
DURD scheme, that works as follows. Given RA cycle j, the gNB knows
for each selected preamble, thanks to the 2-step RA procedure adopted,
whether a collision has been occurred or it has successfully transmitted
immediately after the reception of the preamble. In other words, during
RA cycle j, the following information are available at the gNB:

• Lj = L0T
j
pr, i.e., the number available preambles in the PRACH of

RA cycle;

• P j
S, i.e., the number of successful access attempts;

• P j
C , i.e., the number of collided preambles.

Despite the gNB knowing the amount of collided preambles, it does not
know how many access attempts occurred in the collided preambles.
However, in this section we assume M j perfectly known on the basis
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(b) C̄ ′S by using (4.25)

Figure 4.9: Number of successful transmissions in an RA cycle vs the number of MTC
devices (M ) which carry out the RA procedure for different Tpr values.

of the information above reported. This information will be used for
correctly dimensioning the Tpr value of the next RA cycle. The starting
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point is to exploit that the arrival process of total access attempts in two
consecutive RA cycles is strongly correlated, since the arrival process
of the access re-attempts follows the uniform distribution in a backoff
window and the arrival process of new access attempts follows the Beta
distribution. The proof is reported in [23]. Thus, we can assume that

M j+1 ∼= M j. (4.17)

So, the Tpr dimensioning for the next RA cycle j + 1 is calculated as
follows:

T j+1
pr = arg max

Tpr∈{1,...,Tra−1}

{
C̄S(M j)

}
. (4.18)

We assume that the MTC device which has received the RAR message
from the gNB in the RA cycle j−1, within the WRAR window, transmits
its data in the PUSCH of the RA cycle j. We note that the data can be
transmitted in the next RA cycle since we set WRAR = 5 ms. In fact,
thanks to the two-step procedure, this time is sufficient to guarantee the
transmission of the tagged preambles (including cyclic prefix and prop-
agation delay), the processing delay at the gNB side, the transmission of
the RAR message, and 5 ms of margin time.

So, given RA cycle j, knowing M j−1, Q, Kmax, S, θmax, T j−1
pr , P j−1

S ,
and P j−1

C , the scheduler calculates DTmax by using (4.13). If P j−1
S ≤

DTmax, the scheduler assigns in the PUSCH PS data transmissions in a
collision free mode. Otherwise, if P j−1

S > DTmax, the scheduler assigns
DTmax data transmissions in a collision free mode to a randomly chosen
subset of succeeded preambles with cardinality DTmax.

To evaluate the goodness of the proposed scheme, we made a long
term analysis, and we report a single simulation test consisting of a fixed
distribution of the new access attempts in the space of 10 s, i.e., 2000
RA cycles, when NMTC = 100000. The other simulation parameters are
reported in Table 4.1.

Fig. 4.10a depicts the temporal distributions of the new access at-
tempts, the total access attempts (M ) including the reattempts, and the
successful communications CS per RA cycle, with the optimal Tpr value
calculated by using (4.18). We notice seven zones, each one showing a
different Tpr value. As shown in Fig.4.9a, the optimal dimensioning is
Tpr = 3 from a light load (M = 1) to medium-high load (M = 554),
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except for the interval M ∈ [66, . . . , 163], where the optimal dimension-
ing is Tpr = 2. Conversely, in the presence of high load (M > 555), the
optimal Tpr dimensioning becomes Tpr = 4. In light of this analysis, in
Fig. 4.10a, as the offered load increases, the optimal dimensioning varies
from Tpr = 3 (light load) to Tpr = 4 (high load), according to the given
M value. Once the peak has been reached, the traffic load decreases and,
consequently, the optimal dimensioning changes from Tpr = 4 (high
load) to Tpr = 3 (light load).

However, we note that, this represents an ideal dynamic uplink re-
source dimensioning since the M value is considered well-known by the
gNB for each RA cycle.

4.5 Enhanced Dynamic Uplink Resource Dimensioning

In light of the results obtained by the DURD scheme, we propose a
new strategy to raise the number of succeeded communications, when
PC > 0 and PS < DTmax, i.e., PS data transmissions are scheduled
in the PUSCH, while DTU = DTmax − PS data transmissions remain
unused in the PUSCH. For example, in Fig. 4.8, in Step 3a, by adopt-
ing the conventional resource allocation, only two communications are
succeeded, and DTU = 8 data transmissions are wasted. To explain the
enhanced strategy, we consider Step 2b and 3b. In Step 2b, the gNB as-
signs PS = 2 data transmissions to the preambles in PS in a collision free
manner, as in the conventional resource allocation. In addition, the gNB
allocates also the DTU = 8 data transmissions to a subset of collided
preambles, denoted as PCS ⊆ PC, with cardinality PCS . Since there is a
1 to many relationship between each collided preamble and the related
MTC devices, the gNB cannot allocate the DTU data transmissions in a
collision free mode. For this reason, for each collided preamble in PCS,
the scheduler needs to allocate a pool ofRθ resources consisting ofDTPC
data transmissions, with DTPC > 1. In the example, PCS = {1, 10}, and
DTPC = 4. Then, as in the conventional procedure, the gNB sends in
the PDCCH the RAR message. Next in Step 3b, all the MTC devices
which have transmitted a preamble decode the message received from
Step 2. The MTC devices which have transmitted a preamble in PS (i.e.,
MTC devices 1 and 9) will transmit the data in the dedicated data trans-
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(a) Dynamic Uplink Resource Dimensioning

(b) Enhanced Dynamic Uplink Resource Dimensioning

Figure 4.10: Temporal distributions of the new access attempts, the total access at-
tempts (M ) including the reattempts, and the successful communications (C ′S) per
RA cycle for different resource dimensioning
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mission, as in the conventional procedure. At the same time, each MTC
device that has transmitted in the PRACH a preamble belonging to PCS,
will draw independently a uniform random number g ∈ {1, . . . , DTPC},
and will send its data in the gth data transmission of the resource pool.
Clearly, if the data transmission g of the same pool of resources has
been selected by only one MTC device, then the communication is suc-
ceeded. Otherwise, all the MTC devices that have selected the same
data transmission will experience a collision. In the example, we denote
with MC = [2, 3, 4, 7, 8] the vector of MTC devices that draw a value
g ∈ {1, . . . , 4}, and with G = [1, 1, 3, 1, 2] the vector containing the ex-
tracted g values. The collided preamble 1 has been transmitted by the
MTC devices 4 and 7. On the basis of the related g value extracted, they
will send their data in the data transmission 3 and 1 of the pool of re-
sources reserved for the collided preamble 1, respectively. As regards
the collided preamble 10, both the MTC devices 2 and 3 will send their
data in the data transmission 1 of the related pool of resources, while
MTC device 8 will send its data in the data transmission 2. So, the MTC
devices 2 and 3 experience a collision, while 4, 7, and 8 are success-
ful additional data transmissions compared to the conventional resource
allocation.

Obviously, the number of successful additional data transmission (AS)
is a random variable that depends on the number of successful additional
data transmission per collided preamble (AS,PC) and on PCS ≤ PC . Since
AS,PC and PCS are independent random variables, the average number of
total successful additional data transmissions is

ĀS = ĀS,PC P̄CS . (4.19)

As regards ĀS,PC , it depends onDTPC , and on the number of MTC de-
vices that have transmitted the same collided preamble. We denoted it as
KC and it is termed as "collision coefficient". The relationship between
ĀS,PC , DTPC , and KC is:

ĀS,PC =

{
KC (1− 1/DTPC)KC−1 if DTPC > 1

0 otherwise.
(4.20)

To calculate ĀS,PC , we need to derive both KC and DTPC . However,
also KC and DTPC are random variables, depending on M and L. The
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expected value of KC can be calculated as

K̄C =
M
(

1
L

) [
1−

(
1− 1

L

)M−1
]

1−
(
1− 1

L

)M −M (
1
L

) (
1− 1

L

)M−1
. (4.21)

The proof is reported in Section 4.8.3. As regards DTPC , its expected
value is calculated as

DT PC =

{
DTmax−P̄S

P̄CS
if P̄S < DTmax − 1

0 otherwise,
(4.22)

where P̄CS ranges in
[
1,min

(
DTmax − P̄S, P̄C

)]
, and P̄C is the average

cardinality of PC. This last parameter is equal to

P̄C = L

[
1−

(
1− 1

L

)M
−M

(
1

L

)(
1− 1

L

)M−1
]
, (4.23)

and the proof is reported in Section 4.8.2.
So, we derived K̄C and a range of values assumed byDT PC . For each

pair of values K̄C and DT PC , we can calculate ĀS,PC by using (4.20),
where we set KC = K̄C , and DT PC = DT PC . This treatment is valid
when using the drift approximation [91]. Then, by using (4.19) we can
calculate ĀS. Finally, we redefined the average number of succeeded
communications (C̄ ′S) as:

C̄ ′S =

{
P̄S + ĀS if P̄S < DTmax − 1

min(P̄S, DTmax) otherwise.
(4.24)

We note that, given a fixed Tpr value, M , and θmax, it follows that
the values of P̄S and DTmax are determined by (4.12) and (4.13), respec-
tively, while ĀS assumes a range of values as P̄CS varies. In other words,
in (4.24) the only term that can be maximized is ĀS. So, the enhanced
strategy computes the optimal P̄CS value, denoted as P̄ ∗CS , as follows

P̄ ∗CS = arg max
P̄CS∈[1,min(DTU ,P̄C)]

{
ĀS

}
. (4.25)
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The related DT PC and ĀS values are denoted as DT
∗
PC

and Ā∗S, respec-
tively. By simulation, given M ∈ {1, . . . , 1000} and Tpr ∈ {1, . . . , 4},
we calculated the maximum value of C̄ ′S as

C̄ ′S,max =

{
P̄S + Ā∗S if P̄S < DTmax − 1

min(P̄S, DTmax) otherwise.
(4.26)

In Fig. 4.9b, we plot the variation of C̄ ′S,max versus M for any Tpr value.
Compared to Fig. 4.9a, the Tpr = 1 and Tpr = 2 dimensionings achieve
a remarkable improvement for any value of M . Specifically, the peak
of the improvement of Tpr = 2 is about 20 for M ≥ 480, while the
peak of Tpr = 1 is about 28 for M ≥ 180. As regards Tpr = 3, a
light improvement occurs when M ≥ 500 and the peak is about 13 for
M ≥ 900. Tpr = 4 has no significant room for improvement. The lower
the Tpr value, the larger DTU , the higher the improvement.

In light of the advantages depicted in Fig. 4.9b we propose a new En-
hanced Dynamic Uplink Resource Dimensioning (EDURD) that works
as follows. Given RA cycle j, the gNB knows Lj, P j

S, and P j
C , but it does

not know M j. However, in this section we assume M j perfectly known.
This information is used for correctly dimensioning the Tpr value of the
next RA cycle j + 1 as follows

T j+1
pr = arg max

Tpr∈{1,...,Tra−1}

{
C̄ ′S,max(M

j)
}
. (4.27)

In addition, the knowledge of the traffic load is also used to apply the en-
hanced resource allocation in the PUSCH. So, knowing M j−1, Q, Kmax,
S, θmax, T j−1

pr , P j−1
S , and P j−1

C , the scheduler calculates DTmax by using
(4.13). If P j−1

S < DTmax−1, the scheduler applies the PUSCH Resource
Reallocation Algorithm (PRRA) for the enhanced resource allocation in
the PUSCH. The algorithm calculates DT jU = DTmax−P j−1

S , and Kj−1
C

as follows

Kj−1
C =

M j−1 − P j−1
S

P j−1
C

. (4.28)

Then, after some iterations, the algorithm provides as output the P ∗CS and
the DT ∗PC values that maximize ĀS inside RA cycle j. The algorithm
is described in pseudo-code 8, and its time complexity is O(n), where
n = min{DTU , PC}.
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Pseudo-code 8 PUSCH Resources Reallocation Algorithm
Inputs: M , Q, Kmax, S, θmax, Tpr, Tra, PS , and PC

Iteration:
1: calculate DTmax by using (4.13), KC = (M−PS)/PC , and DTU = DTmax − PS;
2: create an auxiliary vector A = [1, . . . ,min{DTU , PC}];
3: calculate B = bDTUA◦(−1)c, where (·)◦ is the Hadamard power operator;

4: calculate C = KC

(
J1,|B| − B◦(−1)

)◦(KC−1)

where J1,|B| is the all-ones matrix of
size 1× |B|;

5: calculate D = A ◦ C, where ◦ is the Hadamard product;
6: calculate ĀS = max{D} and P ∗CS

= arg max{D};
7: calculate DT ∗PC

= B[P ∗CS
].

Given P ∗CS , the subset P∗CS
is randomly extracted among all the pos-

sible subsets of PC, having a cardinality equal to P ∗CS . Finally, the gNB
assigns in the PUSCH PS data transmissions in a collision free mode,
and it reserves DT ∗PC data transmissions to each collided preamble in
P∗CS

. Otherwise, if P j−1
S ≥ DTmax − 1, the scheduler assigns DTmax

data transmissions in a collision free mode to a randomly chosen sub-
set of succeeded preambles with cardinality DTmax. We underline that
expression (4.28) is different from (4.21), since it is calculated a posteri-
ori given P j−1

S , and P j−1
C , while the first one is the average value of KC

calculated a priori on the basis of M and L.
Also for the EDURD system, we evaluate the goodness of the pro-

posed scheme by making a long term analysis, with the same simulation
parameters adopted for the DURD, and we depict in Fig. 4.10b the tem-
poral distributions of the new access attempts, M , and C ′S per RA cycle.
As shown in Fig. 4.9b, the optimal dimensioning results T ∗pr = 2 for
M ≤ 271, T ∗pr = 3 for 272 ≤ M ≤ 507, and T ∗pr = 1 for M ≥ 508.
So, in Fig. 4.10b, when the offered load increases, the initial optimal
dimensioning is Tpr = 2, and it remains the same up to a medium load
condition. After that, the optimal dimensioning becomes Tpr = 2, for a
few RA cycles and then changes in Tpr = 1, being in a high load condi-
tion. The dual behavior is valid for the unloading part of the simulation.

As expected, comparing Fig. 4.10a with Fig. 4.10b, the main advan-
tage is obtained in the high load condition, corresponding to the middle
zone of the curves. In fact, in this zone, the optimal dimensioning of the
DURD is Tpr = 4, and consequently it achieves a maximum number of
succeeded communication equal to 18 for each RA cycle far from the
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peak, and even lower in the proximity of the peak. Conversely, as re-
gards the EDURD, the optimal dimensioning is Tpr = 1, and the average
number of succeeded communications is equal to about 27, in the entire
zone. The high load ofM corresponds to Tpr = 1 because a large portion
of the preambles in the PRACH are collided and, consequently, the suc-
ceeded transmissions are related to the re-allocation in the PUSCH, that
works better with Tpr = 1. We underline that the advantages of adopting
EDURD instead of DURD are achieved also for M ∈ {60, . . . , 255},
where the EDURD adopts a Tpr = 2 dimensioning which leads to a
higher number of succeeded communications, even if less evident.

Finally, we underline that also in this case we need to estimate M j in
each RA cycle j. But, in the EDURD system, the knowledge of M is
needed not only for the dynamic uplink dimensioning but also to prop-
erly apply the PRRA. The analysis concerning the estimation of M is
reported in the next Section.

4.6 Predictive estimation of access attempt number

For each jth RA cycle, at the aim of optimizing the resource alloca-
tion between PRACH and PUSCH, the gNodeB should know the total
amount of active MTC devices (M j) attempting to access, considering
both the reattempting ones which failed in the previous RA cycles and
the new arrived ones in the jth RA cycle. Given an RA cycle j, the gNB
knows T jpr, P

j
S, and P j

C . From an empirical study, we set as estimated
value of M j, denoted as M̃ j, the following equation:

M̃ j = P j
S + 2 · 1.97

P
j
C

L0T
j
prP j

C , (4.29)

Equation (4.29) resulted sufficiently accurate for the DURD purpose, as
demonstrated by the results shown in the next Section. However, it re-
sulted not accurate for the EDURD system. This is related to the limits
of the estimate of M j as a function of P j

S, P j
C , and Lj, regardless of the

estimation methodology.
In Fig. 4.11 we plot P̄C , and P̄S vs M , when L = 54, and L = 216.

As shown, for high load scenario and L = 54, it follows that P̄C = L,
and P̄S = 0. So, the value of M cannot be determined as function of the
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Figure 4.11: collision graph

above parameters, since it is not unique. Conversely, for L = 216, given
a pair of values P̄C , and P̄S we can obtain a single value of M .

As regards the DURD system, we underline that the dimensionings
reported in Fig. 4.9a show that when M j is large, it follows that the
optimal dimensioning T j+1

pr = 4 is adopted, i.e., Lj+1 = 216, and conse-
quently M j+1 could be estimate as a function of P j+1

S , and P j+1
C .

Conversely, as regards the EDURD, in the presence of high traffic
load, the optimal dimensioning T j+1

pr = 1 is adopted, i.e., Lj+1 = 54 (See
Fig. 4.9b). This means that the described estimation methods cannot be
adopted. Now, we are working on adopting an advanced DNN-based
traffic load etimation method to fix this issue.

4.7 Performance Evaluation

In this section, we consider the following uplink dimensioning systems,
where the PUSCH resources are assigned on basis of the SCMA tech-
nique. We denote them as:

• Si, with i ∈ {1, . . . , 4}, as the system with static uplink dimension-

141



i
i

“thesis” — 2021/4/21 — 11:58 — page 142 — #160 i
i

i
i

i
i

Chapter 4. Dynamic Uplink Radio Resource Dimensioning and
NOMA-based PUSCH resource allocation for mMTC scenarios
Table 4.1: Simulation Parameters

Parameter Symbol Value
Preambles reserved for L0 54

contention-based procedure
Number of subcarriers NSC 72
Subcarrier bandwidth b 15 kHz

Number of total NMTC 40000, 50000,
MTC devices 75000, 100000

Number of data transmission 1
requests per MTC device

Maximum number of MA 10
RA attempts

Data transmission size θmax 160 bits
Arrival distribution Beta α = 3, β = 4

TArrival = 10s
RA cycle duration Tra 5 time slots
Simulation Length Tsim 10s

Q 4
SCMA parameters Kmax 3

S 2
Backoff Window BW 20ms

Constellation Points I 4

ing Tpr = i;

• DURD [21] as the system with optimal dynamic uplink dimen-
sioning based on Fig. 4.9a;

• eDURD [21] as the DURD system based on the predictive esti-
mation of M by using (4.29).

• Ex, with x = {Si, DURD, eDURD}, as the enhanced system x
with the contention-based additional transmissions in the PUSCH,
by using the PRRA.

We compare the performance of above systems by simulation in MAT-
LAB environment. The simulation parameters are provided in Table 4.1,
and results are averaged over 50 independent simulations. We introduce
two metrics.
1) System Throughput Gain. It is the percentage throughput gain com-
pared to S1, i.e., ∆Thx = [(Thx−ThS1)/ThS1] ·100, where Thx is the system
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throughput in terms of number of successful communications achieved
by means of system x.
2) Energy Consumption Indicator. It is the average number of times in
which an MTC device enters in the RX/TX active state [22], denoted as
ĒI . For each MTC device, EI is calculated as EI = ERA + ET , where
ERA ∈ {1, . . . ,MA} is the number of access attempts, and ET counts
the total number of contention-based and contention-free transmissions
in the PUSCH. In particular, ET ∈ {0, 1} for the non-Enhanced systems,
while ET ∈ {0, . . . ,MA} for the other ones.

Figs. 4.12 and 4.13 show ∆Thx(%) and the Energy Consumption In-
dicator ĒI , respectively. Let us start considering a moderate load, i.e.,
NMTC = 40000. Among all the static dimensioning systems, only ES1

and ES2 show a throughput gain with respect to the related standard
systems. Instead, as expected, ES3 does not show improvement with re-
spect to S3 because, in this light traffic conditions,M ≤ 500 for each RA
cycle. By comparing ES2 with DURD, we underline that the PRRA im-
proves the performance of a static system also compared to an optimized
dynamic solution. As regards the EDURD, the results are the same of
the ones obtained by ES2, being the optimal dimensioning T ∗pr = 2 for
any RA cycle. Finally, EeDURD obtains the same results as EDURD,
confirming that the predictive estimation of M is efficient in the consid-
ered working zone. As regards a medium-high load (NMTC = 50000),
compared to the previous case, also ES3 shows a gain with respect to
S3. As regards the dynamic systems, EDURD shows the similar perfor-
mance of the ES3, because the optimal dimensioning is equal to T ∗pr = 3
for almost the totality of the RA cycles. In addition, it achieves the
best performance in terms of energy consumption. Also in this case,
the predictive estimation of M is effective. In the high load scenarios
(NMTC ∈ {75000, 100000}), among the static systems the best perfor-
mances in throughput are obtained with ES1. The EDURD system has
a good gain with respect to any static system. In particular, the highest
gain is achieved for NMTC = 75000 because the optimal dimensioning
ranges from T ∗pr = 3 to T ∗pr = 1, while for NMTC = 100000 the gain is
lower, because the optimal dimensioning is T ∗pr = 1 for many RA cycles.
The energy consumption is slightly higher with respect to the other dy-
namic systems, but in line with the best static energy consumption. As
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Figure 4.12: Throughput Gain under different systems and M
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Figure 4.13: Energy Consumption Indicator under different systems and M

regards the estimated versions under very high load, for EeDURD the
predictive estimation does not work so well, because the optimal dimen-
sioning is T ∗pr = 1 and only L = 54 preambles are available. The L value
is too much low with respect to the number of attempting MTC devices
and the estimated value of KC , as a function of PC and L, is more ap-
proximated. In stead, the predictive estimation in the eDURD system
shows good performance because the optimal dimensioning is T ∗pr = 4,
see Fig. 4.9a.
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4.8 Appendix

4.8.1 Signaling Overhead for the SCMA allocation

In this section, we derive the number of bits needed by the gNB for
delivering to the MTC device the SCMA allocation information. We
remind that in an SCMA system, the physical channel corresponds to
one or more transmission layers to be used inside the allocated SCMA
blocks. In this paper, we assume that the radio resources are allocated
in multiples of SBGs, each one consisting of Q subcarriers for the time
of 1 TTI . So, considering that the amount of subcarriers allocated to
the PUSCH is 72 and that the maximum Tpu value is 4 time slot units,
the maximum number of available SBGs in one RA cycle is 72

Q ·
4Ts
TTI .

We also assume that, for each MTC device, the gNB can assign a range
of consecutive SBGs and one layer to be used for each SCMA blocks
allocated to it. Under this assumption, the total amount of bits required
for delivering the SCMA allocation information is equal to:

bitreq = 2 ·
⌈

log2

(
72

Q
· 4Ts
TTI

)⌉
+ dlog2 LSBe . (4.30)

By considering (4.3) and that Ts = TTI = 1 ms, it follows:

bitreq = 2 ·
⌈

log2

(
72

Q
· 4
)⌉

+

⌈
log2

(
Q

S

)⌉
. (4.31)

Since 2 · dxe ≤ d2 · xe+ 1, it follows:

bitreq ≤
⌈

2 · log2

(
72

Q
· 4
)⌉

+

⌈
log2

(
Q

S

)⌉
+ 1. (4.32)

By applying the property dxe+ dye ≤ dx+ ye+ 1, it results:

bitreq ≤
⌈

2 · log2

(
72

Q
· 4
)

+ log2

(
Q

S

)⌉
+ 2. (4.33)
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After some algebraic manipulations, (4.33) can be written as:

bitreq =

⌈
log2

(
72

Q
· 4
)2

+ log2

(
Q!

S! (Q− S)!

)⌉
+ 2

=

⌈
log2

(
72

Q
· 4
)2

+ log2

(∏S−1
i=0 (Q− i)

S!

)⌉
+ 2

=

⌈
log2

(
(72 · 4)2

S!
·
∏S−1

i=1 (Q− i)
Q

)⌉
+ 2.

(4.34)

Finally, by applying the property dx+ ye ≤ dxe + dye, the number
of required bits as function of S and Q is equal to:

bitreq ≤

⌈
log2

(
(72 · 4)2

S!

)⌉
+

⌈
log2

(∏S−1
i=1 (Q− i)

Q

)⌉
+ 2. (4.35)

When S = 2, the number of required bits is given by:

bitreq ≤

⌈
log2

(
1− 1

Q

)⌉
+ 18. (4.36)

It is obvious that, for each value of Q > 2, bitreq ≤ 18. This means that
the 18 bits reserved for time and frequency allocation in the conventional
RAR, are enough to deliver the SCMA allocation information, regardless
of the value of Q.

4.8.2 Calculation of P̄S and P̄C

We define the random variables Xi, with i ∈ {1, . . . , L}, as:

Xi =


1 if the ith preamble has been selected only by

one MTC device out of the M

0 otherwise

(4.37)

Therefore:

PS =
L∑
i=1

Xi. (4.38)
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The mean value of PS, P̄S, is calculated as follows:

P̄S = E{PS} = E

{
L∑
i=1

Xi

}
=

L∑
i=1

E{Xi}. (4.39)

Since Xi are L random variables identically distributed, the mean
value E{Xi}, for each i, is equal to:

E{Xi} = Pr(Xi = 1) = M

(
1

L

)(
1− 1

L

)M−1

. (4.40)

The last step has been calculated by applying the total probability
theorem for M independent extractions. So:

P̄S = M

(
1− 1

L

)M−1

= M

(
1− 1

L0Tpr

)M−1

. (4.41)

Now, in order to calculate P̄C , let us start by calculating the total num-
ber of preambles out of L transmitted by M MTC devices. It is denoted
as PT . At this aim, we define Yi, with i ∈ {1, . . . , L}, as Boolean ran-
dom variables equal to 1 if and only if the ih preamble has been selected
by at least one MTC device. Therefore:

PT =
L∑
i=1

Yi. (4.42)

The mean value of PT is calculated as follows:

P̄T = E

{
L∑
i=1

Yi

}
=

L∑
i=1

E{Yi}. (4.43)

Since Yi are L random variables identically distributed, the mean value
of PT can be calculated as P̄T = LE {Yi}, where E {Yi} = Pr(Yi =
1) = 1 − (1− 1/L)M , for each i. Then, the average number of collided
preambles can be easily calculated as

P̄C = P̄T − P̄S = L
[
1− (1− 1/L)M

]
−M (1− 1/L)M−1 . (4.44)
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4.8.3 Calculation of K̄C

Let |Mp| be the cardinality of preamble index p, that is, the number of
devices that have chosen preamble index p. Firstly, we derive the prob-
ability that the preamble p has been selected by exactly h devices, given
that it has been selected at least by i MTC devices, with i = {1, . . . ,M}
and h ≥ i. Let us define A as the event |Mp| = h and B as the event
|Mp| ≥ i. The probability that |Mp| = h, given that |Mp| ≥ i, results:

Pr{A | B} =
Pr{A ∩B}
Pr{B}

. (4.45)

Since h ≥ i, it follows that the event A implies the event B, so Pr{A∩
B} = Pr{A}. So:

Pr{A | B} =

(
M
h

) (
1
L

)h (
1− 1

L

)M−h
1−

∑i−1
j=0

(
M
j

) (
1
L

)j (
1− 1

L

)M−j . (4.46)

Then, we determine the average value of the collision coefficient, K̄C ,
as:

K̄C = E{KC} =
M∑
h=2

hPr {KC = h} , (4.47)

where Pr {KC = h} is the probability that the collision coefficient KC

assumes the value h. This probability corresponds to Pr{A | B}, where
A is the event |Mp| = h and B is the event |Mp| ≥ 2, i.e., the preamble
is collided. Therefore:

Pr{KC = h} =

(
M
h

) (
1
L

)h (
1− 1

L

)M−h
1−

∑1
j=0

(
M
j

) (
1
L

)j (
1− 1

L

)M−j . (4.48)

Let us put D = 1−
∑1

j=0

(
M
j

) (
1
L

)j (
1− 1

L

)M−j, p = 1
L , and q = 1− p.

It follows:

Pr{KC = h} =
1

D

(
M

h

)
phqM−h. (4.49)
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By substituting (4.49) in (4.47), it follows:

K̄C =
1

D

M∑
h=2

h

(
M

h

)
phqM−h =

1

D

[
M∑
h=0

h

(
M

h

)
phqM−h −

1∑
h=0

h

(
M

h

)
phqM−h

]
=

1

D

[
M∑
h=0

h

(
M

h

)
phqM−h −MpqM−1

]
.

(4.50)

The first addend inside the squared brackets is the average value of a
binomial distribution with parameters M and p, so, it is equal to Mp.
Then,

K̄C =
Mp

D
[1− qM−1] =

M
(

1
L

) [
1−

(
1− 1

L

)M−1
]

1−
(
1− 1

L

)M −M (
1
L

) (
1− 1

L

)M−1
.

(4.51)

Pr{KC = h} =

(
M − 2

h− 2

)(
1

L

)h−2(
1− 1

L

)M−h
, (4.52)

with h = {2, . . . ,M}.
Let us put j = h− 2, n = M − 2, p = 1

L , and q = 1− p. Then:

K̄C =
n∑
j=0

(j + 2)

(
n

j

)
pjqn−j =

=
n∑
j=0

j

(
n

j

)
pjqn−j + 2

n∑
j=0

(
n

j

)
pjqn−j.

(4.53)

By exploiting the binomial formula, it follows:

K̄C =
n∑
j=0

j

(
n

j

)
pjqn−j + 2(p+ q)n. (4.54)

Since the first addend of the second member is the average value of a
binomial distribution with parameters n and p, and the second added is
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equal to 2, it follows:

K̄C = np+ 2 =
M − 2

L
+ 2. (4.55)

4.9 Conclusion

In this chapter, we analyzed the radio resource allocation problem in an
mMTC scenario in order to manage a massive number of MTC devices
requiring the transmission of small-sized data. We proposed a dynamical
uplink radio resource allocation, termed DURD, which optimizes the re-
source allocation between the PRACH and the PUSCH according to the
traffic load condition in every RA cycle. In order to reduce the energy
consumption of the MTC devices, we proposed an advanced two-step
RA procedure, which permits to the gNB to detect the preamble col-
lisions. This two-step RA procedure reduces the energy consumption
per RA attempt in comparison to the legacy 4-step one. As regards the
PUSCH, at the aim of properly multiplexing a large number of small-
sized data, we adopted the SCMA technique to properly allocated radio
resources. Simulation results showed that the proposed dynamic dimen-
sioning control allows to achieve significant improvements in terms of
both system throughput and MTC device energy consumption compared
to a traditional static dimensioning.

Moreover, in light of this promising performance, we proposed an
enhanced version of the DURD, denoted as EDURD, to exploit also the
unused PUSCH resources, if any, in a contention-based mode. We pre-
sented an analytic problem formulation for determining the optimal num-
ber of collided preambles to which allocate the unused PUSCH resources
in contention-based mode, and then we proposed an iterative algorithm,
termed PRRA, to implement our strategy. Simulation results showed
that EDURD exhibits better performance, in terms of throughput gain,
with respect to the classic ones and the DURD at the cost of negligible
increment of the energy consumption in very high load condition.

Finally, in order to make our solution viable, we propose a predictive
estimate of expected traffic based only on information available at the
gNodeB. This estimate resulted sufficiently accurate for the DURD, but
not for the EDURD.
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CHAPTER5
Modeling and Analysis of Tagged

Preamble Transmissions for mMTC
scenarios

In the previous chapter, we adopt a 2-step RRC connectionless RA proce-
dure based on the transmission of tagged preambles. This evolved grant-
based RA procedure can allow to reduce the number of signaling trans-
missions per access attempt and reduce to 2 the number of steps in the
RA procedure. However, the expected improved performance for these
advanced RA procedures is achieved only if the gNB receiver detector
works accurately in the first step, that is, if all and only the preamble-
tag pairs transmitted by the devices are detected. For this reason, in this
chapter we analyze the reception of both the preambles and tags.

In this regard, we observe that unlike the conventional preamble trans-
mission in which all the transmitted sequences have the same root r,
here the gNB receives the sum of several sequences composed of differ-
ent roots. This strongly affects the correct detection of both preambles
and tags, because preambles and tags generated from different root se-
quences are not orthogonal. The higher the number of attempting de-
vices, the higher the average number of selected preambles, the higher
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the number of different ZC roots. Consequently, in a mMTC scenario the
interference can be so high that the performance of the gNB receiver is
compromised. The tagged preamble sequence detection is hard to model
analytically, so its performance evaluation is often reported by means of
simulation results [14, 69, 70]. In [14] we assumed an ideal preamble-
tag detector, whereas in [69, 70] the authors formulate the problem of
preamble-tag detection by introducing the concept of detection thresh-
olds for both preambles and tags. However, they just derive an analyti-
cal expression for the preamble and tag detection probabilities, without
providing a solution either in closed form or numerically, and based on
a posteriori information. In fact, the detection performance is only pro-
vided by means of average values over a large number of simulations. As
reported in [92], simulation results are typically highly time-consuming
in a massive scenario and the obtained results are not easily reproducible.
For this reason, an analytical model that provides a closed-form solution
is valuable. To our best knowledge, in literature no one has yet dealt
with evaluating it. The contributions of our chapter can be summarized
as follows.

1. As the main contribution, we present a rigorous methodology for
modeling and analyzing the signal processed by the gNB receiver at
the first step of the RA procedure, when tagged preamble sequences
are transmitted in mMTC scenarios. We derive an exact expression
for the detection probability distributions of both the preamble and
tag at the receiver, in presence of Noise and Interference due to
other preambles and tags.

2. A strength of our modeling, in addition to its demonstrated accu-
racy, is that the expressions obtained are in closed form, and we use
them to analytically derive the threshold values to detect preambles
and tags with a given probability.

3. The proposed models are powerful and computationally simple tools
that can be used for determining issues and limits of tagged pream-
ble detection strategies in order to investigate and suggest new ones.
For example, we limit the working zones in which a simple detec-
tion strategy can work well; we also evaluate the impact of failed
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tagged preamble detection rates on the signaling overhead and en-
ergy consumption for the MTC devices.

5.1 Background

5.1.1 Conventional Preamble

In LTE, the RA procedure is done by means of ZC sequences [75]. They
are defined as:

zr[n] = exp

[
−jπrn(n+ 1)

NZC

]
, (5.1)

for n = 0, ..., (NZC − 1), where NZC denotes the ZC sequence length,
and r is the root index. This latter is an integer value less than NZC

which is chosen to be relatively prime respect to NZC . Let us note that
if NZC is an odd prime value, then r ∈ {1, . . . , (NZC − 1)}. For this
reason, typically NZC is chosen to be an odd prime value, as we assume
in the following.

A preamble sequence is generated cyclically shifting the reference ZC
sequence (5.1) by pNCS. It is denoted as:

zpr [n] = zr[(n+ pNCS)NZC ], (5.2)

where p is the preamble index randomly selected in the set {1, ..., NPT},
NPT = bNZC/NCSc, NCS is the preamble cyclic shift, and (·)NZC de-
notes the modulo-NZC operation. We note that NCS and r are broadcast
by the eNodeB as part of the system information. Among all NPT avail-
able preambles, NP ≤ NPT are reserved for the contention-based RA
procedure, while the remaining ones are reserved for the collision-free
Access procedure. The ZC sequences have the following properties:

1. Ideal cyclic auto-correlation. The correlation function, denoted as
Czpr ,zr [τ ], between a sequence zpr [n] and the reference sequence (5.1)
with the same root r and cyclic shift equal to 0, is non-zero only in
τ = pNCS, in which it assumes a positive real value.

Czpr ,zr [τ ] =
1√
NZC

NZC−1∑
n=0

zpr [n]z∗r [n+ τ ] =

=
√
NZC δ[τ − pNCS],

(5.3)
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where (·)∗ denotes the complex conjugation and δ[τ ] is the discrete-
time unit impulse function. We exploit this property to derive how
much a received sequence zpr [n] is shifted (i.e., which preamble in-
dex p has been selected), by calculating the real part of the correla-
tion function Czpr ,zr [τ ], denoted as <

{
Czpr ,zr [τ ]

}
.

2. Cyclic cross-correlation. The absolute value of the cyclic cross-
correlation between two ZC sequences with different root numbers,
denoted as Czpr ,zk , is equal to 1 for each τ .

|Czpr ,zk[τ ]| = 1√
NZC

∣∣∣∣∣
NZC−1∑
n=0

zprz
∗
k[n+ τ ]

∣∣∣∣∣ = 1, (5.4)

where k ∈ {1, . . . , (NZC − 1)}, k 6= r. So, let us underline that
<
{
Czpr ,zr [τ ]

}
, for each τ , assumes a generally different value be-

longing to the interval [−1, 1].

5.1.2 Tagged preambles

The tagged preamble sequence consists of both a preamble and a tag
ZC sequence, which are transmitted together [69, 70]. In particular, the
tagged preamble sequence is defined as:

xp,tr,kp[n] = PT (zpr [n] + ztkp[n]), (5.5)

where PT denotes the transmit power, and ztkp[n] the tag sequence. It is
expressed as:

ztkp = zkp[(n+ tNTS)NZC ], (5.6)
where kp indicates the tag root number related to the pth preamble index,
NTS the tag cyclic shift value, and t denotes the tag randomly selected
in T = {1, ..., (NT )}, in which NT = bNZC/NTSc is the overall number
of tags. The root kp is determined by a fixed mapping function of the
selected preamble index p, i.e., each preamble is mapped into a specific
tag root number kp 6= r.

5.2 System Model and Issues

We are considering the contention-based RA procedure in a PRACH in a
given instant time, as shown in Fig. 5.1a. LetM = {1, . . . ,M} denote
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tions calculated at the receiver.

Figure 5.1: An example of the actions done for detecting preambles and tags.

the set of attempting devices1 using the same preamble root number r
on the same PRACH, and P = {1, . . . , NP} denotes the set of total
available preambles for the contention-based procedure.

Each device i, with i ∈ M, selects a preamble pi ∈ P and a tag
ti ∈ T . Also, let us define:

• A as the preamble association matrix of size M × NP , where each
element ai,j is a boolean equal to 1 if and only if device i has se-
lected preamble j,

• B as the tag association matrix of sizeM×NT , where each element
1M includes the devices that perform the first access attempt and the re-attempting ones that collided

in the past RA cycles.
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bi,j is a boolean value equal to 1 if and only if device i has selected
tag j,

• PS ⊆ P as the subset of preambles that have been selected by
the M devices to perform the RA procedure, i.e., PS = {j | j ∈
P and

∑M
i=1 ai,j > 0},

• TS ⊆ T as the subset of tags that have been selected by the M
devices, i.e., TS = {j | j ∈ T and

∑M
i=1 bi,j > 0}.

For each device i,
∑NP

j=1 ai,j = 1, and
∑NT

j=1 bi,j = 1. In addition, for
each preamble p ∈ P ,

• Mp ⊆ M denotes the subset of attempting devices that have cho-
sen the same preamble index p, i.e.,Mp = {i | i ∈ M and ai,p =
1}.

• |Mp| as the cardinality of preamble index p, that is, the number of
devices that have chosen preamble index p. Let us underline that
Mp can be empty, so |Mp| can be equal to 0.

For each pair (p, t), with p ∈ P and t ∈ T ,M(p,t) ⊆ M denotes the
subset of attempting devices that have chosen the same pair (p, t), i.e.,
M(p,t) = {i | i ∈M, ai,p = 1 and bi,t = 1}.

We define Ph ⊆ P , with h = 0, 1, . . . ,M , as the subset of preambles
that have been chosen by an amount of devices equal to h, i.e., Ph = {p |
p ∈ P and |Mp| = h}. Also in this case, Ph can be empty. It follows
that

P =
⋃

h=0,1,...,M

Ph. (5.7)

Finally, for each selected preamble ps ∈ PS , we defineMps ⊆M as
the subset of attempting devices that have chosen the preamble ps, and
Tps ⊆ T as the subset of selected tags that are associated to the preamble
ps, i.e., Tps = {j | j ∈ TS and bi,j = 1, with i ∈Mps}.

5.2.1 Issues on the preamble and tag detection procedure

In order to identify the issues for a correct preamble and tag detection,
we provide here an overview of how the gNB receiver works. As shown
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in Fig. 5.1a, the attempting device i choses in a random way the pair
(pi, ti) and transmits in the PRACH the following tagged preamble:

xpi,tir,kpi
[n] = PTi(z

pi
r [n] + ztikpi

[n]). (5.8)

We denote the total received sequence at the gNB with yPS ,TSr,kPS
[n], since

it is a function of the set of selected preambles PS and tags TS .

yPS ,TSr,kPS
[n] =

M∑
i=1

Gi∑
g=1

hi,gx
pi,ti
r,kpi

[(n+ di,g)NZC ] +N [n], (5.9)

where Gi denotes the number of multi-paths for each device i, hi,g de-
notes the channel gain of the gth path related to device i, and di,g the
propagation delay of the gth path related to device i. N [n] = <{N [n]}+
j={N [n]} represents the circular symmetry complex Gaussian noise,
where <{N [n]} ∼ N (0, σ2

N) and ={N [n]} ∼ N (0, σ2
N).

For the sake of simplicity, in the following we assume PTi = 1,
Gi = 1, hi,g = 1, and di,g = 0,∀i ∈ M. The impact of the multi-
path propagation, the non-ideal channel conditions, and the propagation
delay on the preamble and tag detection are analyzed in the last Section.

We denote as SNR, the following Signal-to-Noise Ratio measured at
the gNB receiver:

SNR =

∑NZC−1
n=0

∣∣∣∑M
i=1 x

pi,ti
r,kpi

[n]
∣∣∣2

2σ2
N

. (5.10)

Once the sequence (5.9) has been received by the gNB, it should de-
tect the transmitted M preamble-tag pairs by performing some actions
that can be divided into 2 steps.

Step 1. Since each device i ∈ M uses the same root number r to
transmit its preamble sequence, the gNB computes the correlation value
C
y
PS ,TS
r,kPS

,zr
[τ ] between the total received sequence yPS ,TSr,kPS

[n] and the ref-

erence sequence (5.1), in order to detect all the transmitted preambles
ps ∈ PS . In particular, by exploiting the property (i), we consider the

real part of the correlation (5.3), denoted as <
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
.

At the aim of clarifying this step, we show in Fig. 5.2 an exam-
ple of the correlation values assumed when M = 15. Fig. 5.2a shows
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Figure 5.2: Example of the real part of the correlation C
y
PS ,TS
r,kPS

,zr
[τ ] when M = 15 and

NZC = 839.

Figure 5.3: Example of the real part of the correlation C
y
PS ,TS
r,kPS

,zr
[τ ] when M = 50

devices attempt the access with tagged preambles and in the presence of noise.

<
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
in the event that the sequences xpi,tir,kpi

[n] were transmit-
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ted without tags, i.e., ztikpi [n] = 0, ∀i ∈ M, and in the absence of noise,
i.e., N [n] = 0. As expected, in each point τ = piNCS the correlation
value is exactly equal to |Mpi|

√
NZC , while 0 in all the other points.

In Fig.5.2b each device transmits a tagged sequence, i.e., ztikpi [n] 6= 0,
∀i ∈M, in the absence of noise. Because of the property (ii), the sum of
M cross-correlations produces non-zero values at each point n of the se-
quence with values that range, in general, in [−M,M ]. We underline that
these values are the interference that affects the ability to correctly detect
the preambles. Consequently, not only we obtain non-zero values at the
points where no preamble has been selected, but also at τ = piNCS the
cross-correlation value can be higher or lower than |Mpi|

√
NZC . Finally,

in Fig.5.2c we consider the case in which also SNR = 0 dB. In this case,

the interference plus noise causes the correlation<
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
to as-

sume values that could be very different from the ideal ones shown at the
top of the figure.

The latter effect is even more evident as the attempting device number
increases, as shown in Fig. 5.3, when M = 50. In particular, the zoom at
the bottom shows that the correlation value in some points without any
selected preamble could exceed the value

√
NZC due to the interference,

while the correlation value could be lower than
√
NZC in some points

related to a selected preamble. It can be easily understood that this ef-
fect affects the number of preambles correctly detected, both in terms of
undetected transmitted preambles (i.e., false negative preambles) and in
terms of detected non-transmitted preambles (i.e., false positive pream-
bles). This phenomenon is the focus of next Section in order to obtain
adequate probabilistic tools for the correct detection of the transmitted
preambles.

Once the preamble detection procedure has been completed, the gNB
obtains a new set of detected preambles denoted as PD ⊆ P , and in the
ideal condition PD = PS .

Step 2. For each preamble ps ∈ PD that has been detected by the
gNB, a new correlation between the received sequence yPS ,TSr,kPS

[n] and the
reference ZC sequence with root kps, as function of ps, should be calcu-
lated to detect all tags in Tps. The aim is to check whether the preamble
ps has been selected by more than one device, i.e., to detect immediately
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whether it has collided. Also in this case, the noise and the interference
due to the cross-correlations cause that the correlation values oscillate
respect to the ideal values. In Section 5.4, we study in detail this phe-
nomenon and propose an analytical model.

5.2.2 An example of the detection procedure

In Fig. 5.1a we illustrated an example of the first step of the RA proce-
dure. Each MTC device selects in a random way one preamble-tag pair
(pi, ti). We note that the MTC device 1 selects the same preamble of
MTC device 3, but a different tag. In Fig. 5.1b we show step 1 and 2 of
the detection procedure in successful conditions, i.e., all preambles and
all tags sent are correctly detected. During step 1, the gNB calculates
the real part of the correlation between the received sequence yPS ,TSr,kPS

[n]

and the reference sequence zr[n]. In the point p1NCS = p3NCS the cor-
relation value is higher than the one assumed by the other preambles
that have been selected once. After the gNB has detected all transmitted
preambles, step 2 begins. It calculates, for each ps ∈ PD, the real part of
the correlation between the received sequence and the sequence zkps [n].
We note that, since p1 = p3, two different tags are found in the correla-
tion with the sequence zkp1 = zkp3 , then the collision is detected. Instead,
in the correlations with zkp2 [n] and zkpM [n] only one tag is found, i.e.,
preambles p2 and pM were not collided.

5.3 Modeling for the Preamble Detection

In this section, we derive the analytical model useful for the detection of
the preambles transmitted in the presence of noise and interference due
to the tagged sequences.

To detect whether a preamble p ∈ P has been selected by at least
one device (i.e., if p ∈ PS), the gNB calculates the correlation value
between the received sequence (5.9) and the reference sequence (5.1).
The correlation value is:
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C
y
PS ,TS
r,kPS

,zr
[τ ] =

1√
NZC

NZC−1∑
n=0

yPS ,TSr,kPS
[n]z∗r[n+ τ ] =

=
1√
NZC

NZC−1∑
n=0

(
M∑
i=1

xpi,tir,kpi
[n] +N [n]

)
z∗r[n+ τ ] =

=
1√
NZC

M∑
m=1

NZC−1∑
n=0

xpi,tir,kpi
[n]z∗r[n+ τ ] +N [τ ].

(5.11)

Let us put

Czpir ,zr [τ ] =
1√
NZC

NZC−1∑
n=0

zpir [n]z∗r[n+ τ ], (5.12)

and

C
z
ti
kpi
,zr

[τ ] =
1√
NZC

NZC−1∑
n=0

ztikpi
[n]z∗r[n+ τ ]. (5.13)

Then:

C
y
PS ,TS
r,kPS

,zr
[τ ] =

M∑
i=1

(Czpir ,zr [τ ] + C
z
ti
kpi
,zr

[τ ]) +N [τ ]. (5.14)

Let us analyze the real part of (5.14):

<
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
=

M∑
i=1

<
{
Czpir ,zr [τ ]

}
+

+
M∑
i=1

<
{
C
z
ti
kpi
,zr

[τ ]

}
+ <{N [τ ]}.

(5.15)

By applying property (5.3), it follows

<
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
=
∑
ps∈PS

|Mps|
√
NZC δ[τ − psNCS]+

+
M∑
i=1

<
{
C
z
ti
kpi
,zr

[τ ]

}
+ <{N [n]}.

(5.16)
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The term <
{
C
z
ti
kpi
,zr

[τ ]

}
can be written as:

<
{
C
z
ti
kpi
,zr

[τ ]

}
=

1√
NZC

NZC−1∑
n=0

cos
(
θtikpi ,r

[n, τ ]
)
, (5.17)

where θtikpi ,r [n, τ ] = π
NZC
{kpi(n + tiNTS)NZC((n + tiNTS)NZC + 1)) −

r(n + τ)NZC((n + τ)NZC + 1))}. At a general time instant τ , the cross-

correlation <
{
C
z
ti
kpi
,zr

[τ ]

}
becomes a random variable, denoted in the

following as Hi, for i = 1, . . . ,M with expected value µHi
= 0, and

variance σ2
Hi

= 1
2 .

Let us note that each random variable Hi depends on the pair (pi, ti)
that has been selected by the device i. Since the probability that at least
two devices select the same pair (p, t) can be neglected, the sequence
of random variables {H1, . . . , HM} is a sequence of independent and
identically distributed (i.i.d.) variables drawn from the same distribution
with finite variance. Then, by exploiting the central limit theorem, the
distribution of H =

∑M
i=1Hi approaches a Gaussian distribution with

µH = MµHi
= 0 and σ2

H = Mσ2
Hi

= M
2 , as M gets larger. Let us

note that the above analysis would not work properly when the number
of devices M is low; however, in this case, there would be no significant
interference and collision issues. Instead, the target of this chapter is
to support an mMTC scenario, so the M value is enough large that the
hypothesis of convergence of the central limit theorem is valid.

Assessing the relationship (5.16) as a whole, at each time τ ′ 6= psNCS,
∀ps ∈ PS , we note that the first addend of the second member of (5.16) is
equal to 0, the second addend (which corresponds to H) follows the dis-
tributionN

(
0, M2

)
and the third addend follows the distributionN

(
0, σ2

N

)
.

Thus, the Cumulative Distribution Function (CDF) of the random vari-

able Φ = <
{
C
y
PS ,TS
r,kPS

,zr
[τ ′]

}
, for τ ′ 6= psNCS,∀ps ∈ PS , is equal to:

FΦ(φ) = Pr{Φ ≤ φ} =
1

2

[
1 + erf

(
φ√

M + 2σ2
N

)]
, (5.18)

where erf(·) is the Gauss error function.
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Now, let us analyze (5.16), when τ ′′ = psNCS,∀ps ∈ PS . The first
addend of the second member of (5.16) is equal to |Mps|

√
NZC , while

the second and the third one follow the distribution N
(
0, M2 + σ2

N

)
.

Thus, the CDF of the random variable ΦP = <
{
C
y
PS ,TS
r,kPS

,zr
[τ ′′]

}
, for

τ ′′ = psNCS,∀ps ∈ PS , is equal to:

FΦp(φ) =
1

2

[
1 + erf

(
φ− |Mps|

√
NZC√

M + 2σ2
N

)]
. (5.19)

5.4 Modeling for the Tag Detection

In this section, we derive the analytical model for the detection of the
tags transmitted in the presence of noise and interference due to the other
preambles and related tags. For each preamble ps ∈ PD that has been
correctly detected by the gNB, a new correlation between the received
sequence yPS ,TSr,kPS

[n] and the reference ZC sequence with root kps, as func-
tion of ps, is calculated to detect tags in Tps. The aim is to check whether
the preamble ps has been selected by more than one device, i.e., it has
collided. The cross-correlation is:

C
y
PS ,TS
r,kPS

,zkps
[τ ] =

1√
NZC

NZC−1∑
n=0

yPS ,TSr,kPS
[n]z∗kps [n+ τ ]. (5.20)

Let us put

C
z
ti
kpi
,zkps

[τ ] =
1√
NZC

NZC−1∑
n=0

ztikpi
[n]z∗kps [n+ τ ], (5.21)

and

Czpir ,zkps
[τ ] =

1√
NZC

NZC−1∑
n=0

zpir [n]z∗kps [n+ τ ]. (5.22)

Then

C
y
PS ,TS
r,kPS

,zkps
[τ ] =

M∑
i=1

C
z
ti
kpi
,zkps

[τ ] +
M∑
i=1

Czpir ,zkps
[τ ] +N [τ ]. (5.23)

163



i
i

“thesis” — 2021/4/21 — 11:58 — page 164 — #182 i
i

i
i

i
i

Chapter 5. Modeling and Analysis of Tagged Preamble Transmissions
for mMTC scenarios

Now, let us analyze the real part of (5.23), which can be rewritten as:

<
{
C
y
PS ,TS
r,kPS

,zkps
[τ ]

}
=
∑
ti∈Tps

√
NZC δ[τ − tiNTS]+

+
∑

i∈M−Mps

<
{
C
z
ti
kpi
,zkps

[τ ]

}
+

+
M∑
i=1

<
{
Czpir ,zkps

[τ ]
}

+ <{N [τ ]}.

(5.24)

Let us underline that in the first addend of the second member we have
neglected the possibility that more than one device has selected the same
preamble-tag pair.

The term <
{
C
z
ti
kpi
,zkps

[τ ]

}
can be written as:

<
{
C
z
ti
kpi
,zkps

[τ ]

}
=

1√
NZC

NZC−1∑
n=0

cos
(
θtikpi ,kps

[n, τ ]
)
, (5.25)

where θtikpi ,kps [n, τ ] = π
NZC
{kpi(n + tiNTS)NZC((n + tiNTS)NZC + 1)) −

kps(n+ τ)NZC((n+ τ)NZC + 1))}. At a general time instant τ , the cross-

correlation <
{
C
z
ti
kpi
,zkps

[τ ]

}
becomes a random variable denoted as Ii

with expected value µIi = 0, and variance σ2
Ii

= 1
2 . By exploiting the

central limit theorem, and considering that no device has selected the
same pair (p, t) of another device, the distribution I =

∑
i∈M−|Mps | Ii ap-

proaches a Gaussian distribution with µI = 0 and σ2
I = 1

2 (M − |Mps|),
as M gets larger. The main problem of this result is that |Mps| is not
known a priori. To overcome this issue, we replaced the variance σ2

I

with its expected value E{σ2
I} = M

2 −
E{|Mps |}

2 , where E{|Mps|} be-
comes a known value given the number of devices M and the number
of available preambles NP , as proved in Section 5.6.1. Under the above
approximation, it follows that

I ∼ N
(

0,
M

2
− M − 1

2NP
− 1

2

)
. (5.26)

As regards the term <
{
Czpir ,zkps

[τ ]
}

related to the third addend of
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(5.24), it can be written as:

<
{
Czpir ,zkps

[τ ]
}

=
1√
NZC

NZC−1∑
n=0

cos
(
θpir,kps [n, τ ]

)
, (5.27)

where θpir,kps [n, τ ′] = π
NZC
{r(n + piNCS)NZC((n + piNCS)NZC + 1)) −

kps(n+ τ)NZC((n+ τ)NZC + 1))}. At a general time instant τ , the cross-
correlation <

{
Czpir ,kps [τ ]

}
becomes a random variable denoted as Lpi,

with expected value µLpi = 0, and variance σ2
Lpi

= 1
2 .

However, for the random variable L =
∑

i∈M Lpi the hypotheses of
the central limit theorem are no longer valid. In fact, in this case the
value assumed by Lpi depends only on the preamble pi selected, and
the probability that at least two devices have chosen the same preamble
pi cannot be neglected. Consequently, we can no longer consider all the
variables Lpi, with i = 1, . . . ,M , as independent variables. To overcome
this problem, we rewrite the third addend of the second member of (5.24)
as follows:

L =
M∑
i=1

<
{
Czpir ,zkps

[τ ]
}

=
∑
p∈P

|Mp|<
{
Czpr ,zkps [τ ]

}
=

=
1√
NZC

∑
p∈P

NZC−1∑
n=0

|Mp| cos
(
θpr,kps [n, τ ]

)
=

=
∑
p∈P

|Mp|Lp.

(5.28)

where we imposed Lp = <
{
Czpr ,zkps [τ ]

}
, with p ∈ P . By applying (5.7)

in (5.28), it follows:

L =
M∑
h=0

∑
p∈Ph

hLp = 0 +
∑
p∈P1

Lp +
∑
p∈P2

2Lp + · · ·
∑
p∈PM

MLp. (5.29)

Each random variable hLp is characterized by the expected value µhLp =

0, and variance σ2
hLp

= h2

2 . So, if each set Ph is either empty or with great
cardinality, then the central limit theorem can be applied for each addend
of (5.29), i.e.,

∑
p∈Ph hLp approaches a Gaussian distribution with mean
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value 0 and variance equal to |Ph|h
2

2 . The random variable L can be
written as:

L =
M∑
h=1

N
(

0, |Ph|
h2

2

)
= N

(
0,

1

2

M∑
h=1

h2|Ph|

)
. (5.30)

Otherwise, if at least one set Ph has a low cardinality, then the central
limit theorem cannot be applied for the related addend. In particular,
we examine the worst case, that is, when the cardinality of each set is
Ph = 1, with h = 1, . . . , N < M , and we obtain the sum of N inde-
pendent random variables each one not equally distributed with the other
ones. However, in Section 5.6.2 we verify that the sequence of inde-
pendent random variables {Lp, 2Lp, . . . , NLp} satisfies the Lindeberg’s
condition [93]. Accordingly, the central limit theorem can be applied,
and the random variable L =

∑N
h=1 hLp follows N

(
0, 1

2

∑L
h=1 h

2
)

, if
N is large enough.

Globally, the random variable L ∼ N
(

0, 1
2

∑M
h=1 |Ph|h2

)
, whatever

the size of the sets Ph. However, |Ph| is not known a priori. To overcome
this issue, we replaced the variance σ2

L with its expected value E{σ2
L},

that is a fixed and known value given the number of devices M and the
number of available preambles NP , as proved in Section 5.6.3. So, by
applying (5.57), the random variable L can be approximated as follows:

L ∼ N
(

0,
1

2

[
M(M − 1)

NP
+M

])
. (5.31)

Assessing the relationship (5.24) as a whole, at each time τ ′ 6= tiNTS,

∀ti ∈ Tps, we obtain a random variable Ω = <
{
C
y
PS ,TS
r,kPS

,zkps
[τ ′]

}
, which

assumes the values related to the interference and noise in the tag de-
tection procedure. We note that in τ = τ ′ the first addend of the second
member is equal to 0, while the remaining addends are three independent
Gaussian variables: I , L, and N (0, σ2

N). Therefore, it follows that the
random variable Ω is:

Ω ∼ N
(

0,
1

2

[
(M − 1)2

NP
+ 2M − 1

]
+ σ2

N

)
. (5.32)
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The CDF of Ω is equal to:

FΩ(ω) =
1

2

1 + erf

 ω√
(M−1)2

NP
+ 2M − 1 + 2σ2

N


 . (5.33)

Now, let us analyze (5.24), when τ ′′ = tiNTS, ∀ti ∈ Tps. We obtain a
random variable, denoted as ΩT , which assumes the values related to the

transmitted tags. It follows ΩT = <
{
C
y
PS ,TS
r,kPS

,zkps
[τ ′′]

}
=
√
NZC + Ω.

So, the CDF of ΩT is equal to:

FΩT (ω) =
1

2

1 + erf

 ω −
√
NZC√

(M−1)2

NP
+ 2M − 1 + 2σ2

N


 . (5.34)

5.5 Performance Analysis

In this Section, we show the accuracy of proposed analytical approach
by comparing our results with those obtained by simulation in MATLAB
Environment. The parameters adopted are enlisted in Table 5.1. Simu-
lations were run NS times until all the results averaged up to the NSth
simulation differ from those averaged up to the (NS−1)th simulation by
less than 0.01%. Furthermore, the proposed model allows us to estimate
the application limits (i.e., the working zone) of an efficient tag-preamble
detector, in terms of maximum number of attempting devices Mmax and
SNR requirement at the gNB receiver.

5.5.1 Preamble Detection Analysis and Thresholds

Let us remember that the random variable Φp represents the correlation

<
{
C
y
PS ,TS
r,kPS

,zr
[τ ′′]

}
in a point τ ′′ = psNCS, ∀ps ∈ PS (i.e., a point

in which the preamble has been transmitted by at least one device),

while FΦ(φ) represents the correlation <
{
C
y
PS ,TS
r,kPS

,zr
[τ ′]

}
in a point τ ′ 6=

psNCS, ∀ps ∈ PS (i.e., a point in which no preamble has been transmit-
ted).
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Table 5.1: SIMULATION PARAMETERS

Parameter Symbol Value
Zandoff-Chu sequence length NZC 839

Preamble Cyclic Shift NCS 13
Number of preambles available for NP 54

the contention-based procedure
Tag Cyclic Shift NTS 13

Preamble root index r 1
Tag root index kp NCS · p

Total number of attempting MTC M 1 : 100a

devices in one RA cycle
Signal-Noise Ratio at the gNB receiver SNR 0 : 20 dB

Detection probability ε [0, 1]
a These values are consistent with the massive MTC scenario adopted in

[14].

Fig. 5.4a shows the comparison between the analytical CDF FΦ(φ),
derived in (5.18), with the numerical results obtained by simulations,
for M = 25, 50, 75, 100 and SNR = 20 dB; while Fig. 5.4b shows
an analogous comparison for the CDF of ΦP , derived in (5.19), when
|Mps| = 1, i.e., the worst case for the successful preamble detection. In
both figures, the curves have the same trend, with mean value equal to 0
for Fig. 5.4a and to

√
NZC for Fig. 5.4b, that are the ideal value assumed

in the absence of noise and interference by Φ and ΦP , respectively. It
can be clearly observed that the results obtained by the model and by
simulations are extremely similar for most of the φ values. However, in
order to provide with an in-depth look at the accuracy of our model, in
Table 5.2 the FΦ(φ) values obtained by simulation, by our analytic model
and the error values are reported as an example for M = 50.

Once we have proven the accuracy of the proposed analytic model, we
can use it to evaluate the effectiveness of preamble detection strategies
as M and the SNR values change. Starting from the above results, in
order to detect with probability ε the preambles ps ∈ PS , we define a
proper threshold, T εP , such that Pr [Φp ≥ T εP ] = ε and, by using (5.19),
we obtain:

1− 1

2

[
1 + erf

(
T εP − |Mps|

√
NZC√

M + 2σ2
N

)]
= ε. (5.35)

Given the probability ε, since the preamble detection probability should
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(b) CDF of ΦP (when |Mps | = 1).

Figure 5.4: CDFs of ΦP (when |Mps| = 1) and Φ obtained by simulation and our
model, for several M values, with SNR = 20dB.

be respected even in the worst case, i.e., |Mps| = 1, the threshold T εP is
computed in this case, as:

T εP =
√
NZC −

√
M + 2σ2

N erf−1(2ε− 1). (5.36)

Let us note that in a generic point τ ′ 6= psNCS, ∀ps ∈ PS , a false positive
preamble could be detected if the interference assumes high values. For
this reason, in order to non-detect false positive preambles with probabil-
ity ε, we also define for the other variable Φ a threshold, denoted as T εIP ,
that is, Pr [Φ ≤ T εIP ] = ε. Then, given the probability ε, the threshold
T εIP can be calculated, by using (5.18), as T εIP =

√
NZC − T εP .

In Figs. 5.5a we show the thresholds T εP and T εIP vs the number of
devices M , with different SNR values, when ε = 0.999. Let us analyze
Fig. 5.5a. T 0.999

IP is the minimum threshold which guarantees a true neg-
ative preamble probability at least equal to 0.999 in a point τ ′ 6= psNCS,
∀ps ∈ PS , while T 0.999

P is the maximum threshold which guarantees
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Table 5.2: Simulated vs analytical results of FΦ(φ), when M = 50 and SNR = 20 dB

Percentile Simulation Analytical Error
0.99 11.7772 11.8003 -0.0231
0.95 8.3655 8.3435 0.0220
0.90 6.5271 6.5006 0.0265
0.85 5.2885 5.2573 0.0312
0.80 4.3001 4.2691 0.0310
0.75 3.4509 3.4213 0.0295
0.70 2.6894 2.6600 0.0294
0.65 1.9822 1.9545 0.0277
0.60 1.3101 1.2851 0.0250
0.55 0.6628 0.6374 0.0254
0.50 0.0200 0 0.0200
0.45 -0.6144 -0.6374 0.0230
0.40 -1.2660 -1.2851 0.0191
0.35 -1.9378 -1.9545 0.0167
0.30 -2.6432 -2.6600 0.0168
0.25 -3.4084 -3.4213 0.0130
0.20 -4.2533 -4.2691 0.0158
0.15 -5.2476 -5.2573 0.0097
0.10 -6.4842 -6.5006 0.0164
0.05 -8.3190 -8.3435 0.0245
0.01 -11.7423 -11.8003 0.0580

a true positive preamble probability at least equal to 0.999 in a point
τ ′′ = psNCS, ∀ps ∈ PS with |Mps| = 1.

As expected, for guaranteeing a given true positive preamble proba-
bility, the T 0.999

P threshold is a monotonically increasing function as the
number of devices (and, consequently, the interference) increases. An
opposite behavior occurs for the threshold T 0.999

IP to guarantee a given
true negative preamble probability.

In order to ensure a very low detection error probability, the detection
strategy should ensure that both true positive preamble and true negative
preamble probabilities are high, that is, in a generic instant time τ , it
should be T εIP ≤ C

y
PS ,TS
r,kPS

,zr
[τ ] ≤ T εP , with ε approaching 1. Accordingly,

it is possible to derive a valid working zone as long as T εP ≥ T εIP , that
is, up to the point of intersection between the two curves. This working
zone corresponds to a maximum number of attempting devices Mmax

which can be effectively managed by the detector. As depicted in Fig.
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Table 5.3: Simulated vs analytical results of FΩ(ω), when M = 50 and SNR = 20 dB

Percentile Simulation Analytical Error
0.99 19.7529 19.8029 -0.0500
0.95 14.0663 14.0017 0.0646
0.90 10.9918 10.9091 0.0827
0.85 8.9039 8.8226 0.0814
0.80 7.2377 7.1642 0.0734
0.75 5.7996 5.7415 0.0581
0.70 4.5086 4.4639 0.0447
0.65 3.3115 3.2800 0.0315
0.60 2.1704 2.1566 0.0138
0.55 1.0690 1.0697 -0.0007
0.50 -0.0177 0 -0.0177
0.45 -1.1000 -1.0697 -0.0303
0.40 -2.2035 -2.1566 -0.0469
0.35 -3.3401 -3.2800 -0.0601
0.30 -4.5350 -4.4639 -0.0711
0.25 -5.8231 -5.7415 -0.0816
0.20 -7.2520 -7.1642 -0.0878
0.15 -8.9152 -8.8226 -0.0927
0.10 -10.9853 -10.9091 -0.0761
0.05 -14.0311 -14.0017 -0.0294
0.01 -19.6485 -19.8029 0.1544

5.5a, it corresponds to Mmax = 13 when SNR = 0 dB, Mmax = 35
when SNR = 10 dB, and Mmax = 43 when SNR = 20 dB. We note
that, for high SNR values, the contribution of interference dominates
with respect to the noise.

Clearly, this approach is also valid for thresholds with different prob-
ability requirements. In fact, on basis of a given RA procedure strategy,
the effect of a false positive preamble could be less severe than a false
negative preamble. For instance, in Fig. 5.5b we show the curves related
to a probability of true positive preamble equal to 0.999 and a probabil-
ity of true negative preamble equal to 0.98. It results Mmax = 19 when
SNR = 0 dB, Mmax = 49 when SNR = 10 dB, and Mmax = 61 when
SNR = 20 dB.

The above analysis shows that the effective working zones could be
small and, generally, depend on the pair of values (M,SNR). This result
suggests that an adaptive detection strategy may be needed (e.g., based
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on a dynamic threshold value that adapts to the current traffic load M
and SNR conditions). However, if we consider high SNR values (e.g.
SNR > 10 dB) the threshold values depend substantially only on the
value of M (i.e., the contribution of interference dominates with respect
to the noise). In this case, a fixed threshold value can be considered as a
function ofMmax, and an appropriate ACB factor can be adopted to limit
the maximum number of attempting devices to Mmax. Therefore, in a
scenario where a massive number of access attempts are expected, it may
be necessary to carry out adequate cellular planning, and/or transmission
power control to maintain a high SNR value on the receiver.

5.5.2 Tag Detection Analysis and Thresholds

The analysis carried out here is similar to that of the previous subsec-
tion. In fact, we begin by comparing the analytical CDFs FΩ(ω), de-
rived in (5.33), and FΩT (ω), derived in (5.34), with the numerical results
obtained by simulation. Let us remember that the random variable ΩT

represents the correlation <
{
C
y
PS ,TS
r,kPS

,zkps
[τ ′′]

}
in a point τ ′′ = tiNTS, in

which the preamble ti ∈ Tps has been transmitted by at least one device,

while FΩ(ω) represents the correlation <
{
C
y
PS ,TS
r,kPS

,zkps
[τ ′]

}
in a point

τ ′ 6= tiNCS, ∀ti ∈ Tps, in which no tag has been transmitted.
In Fig. 5.6a we illustrate the comparison between the analytical and

the simulation results of FΩ(ω) with M = 25, 50, 75, 100 with SNR =
20 dB, whereas in Fig. 5.6b we show FΩT (ω). Similarly to the previously
analyzed preamble CDFs, both curves have the same trend, with mean
value equal to 0 for Fig. 5.6a and to

√
NZC for Fig. 5.6b, that are the

ideal values assumed by Ω and ΩT , respectively. Also, since the results
obtained by our analytical model and by simulation are very similar, in
Table 5.3 we show, as example, the values of FΩ(ω) for M = 50.

Having proved the accuracy of the proposed analytic model related
to the tag detection, we use it to evaluate the effectiveness of tag detec-
tion strategies by deriving proper thresholds at the aim of discerning the
tags from the interference. Therefore, we define the threshold T εT , with
the aim of detecting a tag ti ∈ Tps with a probability equal to ε, and a
threshold, T εIT , with the aim of non-detecting an interference point as a
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Figure 5.5: Preamble thresholds vs the number of attempting devices M , with different
SNR values.

tag with a probability equal to ε. In a similar way to what described for
the preambles, given a probability ε, the threshold T εIT can be calculated
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Figure 5.6: CDFs of Ω and ΩT obtained by simulation and by our model, for several
M values, with SNR = 20 dB.

as:

T εIT =

√
(M − 1)2

NP
+ 2M − 1 + 2σ2

N erf−1(2ε− 1), (5.37)

whereas the threshold T εT can be calculated as T εT =
√
NZC − T εIT .

In Figs. 5.7a we show the thresholds T εT and T εIT , when ε = 0.999
vs the number of devices M , with different SNR values. In order that
T εIT ≤ C

y
PS ,TS
r,kPS

,zr
[τ ] ≤ T εT (i.e., T εIT ≤ T εT ), we get Mmax = 10 when

SNR = 0 dB, Mmax = 18 when SNR = 10 dB, and Mmax = 19 when
SNR = 20 dB. Also for the tag detector, on basis of the access procedure
strategy, the effect of a false positive tag could be less severe than a false
negative tag. For instance, in Fig. 5.7b we show the curves related to a
probability of true positive tag equal to 0.999 and a probability of true
negative tag equal to 0.98. It results Mmax = 14 when SNR = 0 dB,
Mmax = 24 when SNR = 10 dB, and Mmax = 26 when SNR = 20
dB.
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Compared to preamble detection, the tag detection has a more limited
working zone, due to more severe interference. This means that, with
the same preamble and tag detection probability, the working zone is
constrained by the tag detection. So, a possibility to increase the work-
ing zone is to adopt a less stringent tag detection probability than the
preamble probability. All the considerations made at the end of the pre-
vious subsection are valid also here for the tag detection. However, we
highlight that the working areas valid for tag detection are unfortunately
very small, and in general a straightforward strategy is not suitable for a
massive MTC scenario. The overall working zones analysis suggests to
investigate new optimized strategies for tagged preamble sequence de-
tection.

5.5.3 Assessment of the Analytical Thresholds Accuracy

For the sake of completeness, in this subsection, we evaluate by simula-
tion the accuracy of the thresholds derived from the analytical model in
subsection 5.5.1 and 5.5.2. In this way, the accuracy of working zones is
also verified.

We denote with P̄PD(ε) the average percentage of detected pream-
bles above the threshold T εP , and with P̄DT (ε) the average percentage
of detected tags above the threshold T εT . In Fig. 5.8 we show P̄DP (ε)
and P̄DT (ε), for ε ∈ {0.90, 0.95, 0.99} with SNR = 10 dB. As regards
P̄DP (ε), the simulation results demonstrate that the average percentage
of detected preambles above the T εP threshold value derived by the ana-
lytical model is very close to the expected ε value. Similar results were
obtained with other SNR values. As for P̄DT (ε), we can see that the ac-
curacy is slightly lower compared to the model used for the preambles.
This result was expected because the model adopted for the tags intro-
duces some approximations. In particular, the variances σ2

I and σ2
L have

been approximated with their average value. However, the variation of
the simulation results with respect to the theoretical expected values is
very small and, consequently, the rightness of the working zones identi-
fied in the previous subsections is confirmed.

Similar considerations are valid for the percentage of interference/noise
points below the thresholds T εIP and T εIT , but the related graphs are not
reported for space reasons.
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Figure 5.7: Tag thresholds vs the number of attempting devicesM , with different SNR
values.

5.5.4 Impact of failed preamble-tag detections on the signaling over-
head and energy consumption

In this subsection, we analyze the performance of the detector inside the
gNB receiver, when a simple preamble-tag detection strategy and the
two-step RA procedure [14] are applied. In particular, we evaluate how
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Figure 5.8: Simulation results for ε ∈ {0.90; 0.95; 0.99}, with SNR = 10 dB.
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much the erroneous detections impact on the signaling overhead and on
the extra energy consumption experienced by the MTC devices, under
different preamble and tag detection probabilities, εP and εT , respec-
tively.

Given a RA cycle, for each preamble p ∈ P , the detector may either
detect the preamble (i.e., p ∈ PD), or not. In the first case, thanks to
the tags, the preamble can be classified either as successfully transmitted
(i.e., p ∈ PSD), or as collided (i.e., p ∈ PCD). Obviously, PSD ∪ PCD =
PD and PSD ∩ PCD = ∅. Let us define the following disjoint failure
events for the detector.

Event A: The MTC device has selected a preamble ps ∈ PS that was
successfully transmitted (i.e., |Mps| = 1), but it was either not detected
or classified as collided (i.e., ps ∈ (P − PD) ∪ PCD).

Event B: The MTC device has selected a preamble ps ∈ PS that
was collided (i.e., |Mps| ≥ 2), and it was classified by the detector as
successfully transmitted (i.e., ps ∈ PSD).

Event C: The MTC device has selected a preamble ps ∈ PS that was a
collided preamble and it was not detected by the detector (i.e., ps /∈ PD).

Event D: No MTC device has selected the preamble p (i.e., p ∈ P −
PS), but it was detected as sent by the detector, (i.e. p ∈ PD).

As regards the MTC device experiencing event A, it is not affected
by any additional signaling overhead. However, it is affected by an ad-
ditional energy consumption, denoted as EA, due to the preamble trans-
mission and the permanence in the RX active state waiting for the RAR
message. As for the MTC device experiencing Event B, it is subject to
a signaling overhead of OB bytes related to the transmission of the data
packet including the device ID, and an additional energy consumption,
EB, due to the data packet transmission and the waiting for the ACK
message. As regards Events C and D, they do not involve any increase in
both signaling overhead and energy consumption from the point of view
of the MTC device.

Let us denote with Pr{A} and Pr{B} the probability that an attemp-
ing MTC device is experiencing Event A and Event B, respectively. The
additional average energy consumption per access attempt is Eadd =
Pr{A}EA + Pr{B}EB, whereas the additional signaling overhead is
Oadd = Pr{B}OB bytes. The values of Pr{A} and Pr{B} depend on
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Figure 5.9: Variation of Pr{A} and Pr{B}with respect to εP and εT , with SNR = 20
dB, for M = 10.

the detection strategy adopted and on εP and εT values.
As regards the preamble detection strategy, we note that the detector

does not know a priori whether a point τ of <
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
is an inter-

ference point (i.e., τ 6= psNCS) or not. So, for any point τ , a simple strat-
egy is to apply a unique threshold T εPP in order to detect the transmitted
preambles. The same consideration applies to the tag detection, and we

assume the unique threshold T εTT for each point of <
{
C
y
PS ,TS
r,kPS

,zkps
[τ ]

}
.

Then, in Figs. 5.9 and 5.10 we show the variation of Pr{A} and
Pr{B} with respect to εP and εT , with SNR = 20 dB, for M = 10 and
M = 30, respectively. For low values of εP and εT , the Pr{A} value
is high and Pr{B} is low because there is a high probability that the
preamble is not detected. As εP and εT increase to about 0.5, Pr{B}
increases because the probability of detecting a preamble increases, but
the probability of correctly detecting the tags remains low (less than 0.5).
Obviously, for εP = εT > 0.5, Pr{A} and Pr{B} decrease. Comparing
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Figure 5.10: Variation of Pr{A} and Pr{B} with respect to εP and εT , with SNR =
20 dB, for M = 30.

Fig. 5.9 with 5.10, it can be seen that for M = 10 the Pr{A} curve
is higher than the one for M = 30, whereas the reverse holds true for
Pr{B}, because forM = 10 the probability that a MTC device transmits
a preamble with success is higher and the collision probability is lower.

Finally, as a case study, to quantify the signaling overhead and energy
consumption of the MTC device, we consider the two-step RA proce-
dure and the energy model proposed in [14]. The MTC device that ex-
periences Event A will consume 3 mJ for transmitting the preamble, and
1.277 mJ for permaning in the RX active state during the RAR message
window, i.e., EA = 4.277 mJ. As regards the MTC device experiencing
Event B, it consumes the same amount of energy to transmit the data
packet and to wait for the relative ACK reception, i.e., EB = EA. In
addition, there will be a signaling overhead of OB = 9 bytes, related
to the additional information piggybacked with the data. As example,
if εP = εT = 0.95 and M = 10, it results Eadd = 0.3978 mJ and
Oadd = 0.095 bytes, whereas with M = 30, it follows Eadd = 0.2947 mJ
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and Oadd = 0.11 bytes.

5.6 Appendix

5.6.1 Calculation of E{|Mps|}

|Mps| is the number of devices that have selected the preamble ps, given
that the preamble ps has been selected by at least one device. Then, the
probability that |Mps| = h results:

Pr{|Mps| = h} =

(
M − 1

h− 1

)(
1

NP

)h−1(
1− 1

NP

)M−h
, (5.38)

with h = {1, . . . ,M}. The expected value of |Mps| is defined as:

E{|Mps|} =
M∑
h=1

hPr {|Mps| = h} . (5.39)

Let us put j = h− 1, n = M − 1, p = 1
NP

, and q = 1− p. Then:

E{|Mps|} =
n∑
j=0

(j + 1)

(
n

j

)
pjqn−j =

=
n∑
j=0

j

(
n

j

)
pjqn−j +

n∑
j=0

(
n

j

)
pjqn−j.

(5.40)

By exploiting the binomial formula, it follows:

E{|Mps|} =
n∑
j=0

j

(
n

j

)
pjqn−j + (p+ q)n. (5.41)

Since the first addend of the second member is the average value of a
binomial distribution with parameters n and p, and the second addend is
equal to 1, it follows:

E{|Mps|} = np+ 1 =
M − 1

NP
+ 1. (5.42)
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5.6.2 Lindeberg’s condition

In this section, we verify that the sequence of N independent random
variables {Lp, 2Lp, . . . , NLp} satisfies the Lindeberg’s condition.

Let s2
N =

∑N
h=1 σ

2
hLp

=
∑N

h=1
h2

2 . The Lindeberg’s condition is the
following:

lim
N→∞

1

s2
N

N∑
h=1

E[(hLp − µhLp)2 · 1{|hLp − µhLp| > εsN}] = 0 (5.43)

for all ε > 0, where 1{·} is the indicator function.
Let us analyze the term E[(hLp − µhLp)2 · 1{|hLp − µhLp| > εsN}].

In our case, it becomes:

E
[
(hLp)

2 · 1{|hLp| > εsN}
]
h2E

[
L2
p · 1{h|Lp| > εsN}

]
, (5.44)

where

1{h|Lp| > εsN} =

{
1 if h|Lp| > εsN

0 otherwise.
(5.45)

Let us analyze the indicator function:

h|Lp| > εsN ⇒ h|Lp| > ε

√√√√ N∑
h=1

h2

2
⇒ h2L2

p >
ε2

2

N∑
h=1

h2. (5.46)

By exploiting the Faulhaber’s formula [94], it follows:

h2L2
p >

ε2

2

N(N + 1)(2N + 1)

6
. (5.47)

Since 0 ≤ L2
p ≤ 1 and 1 ≤ h ≤ N , when N approaches infinity,

the second member goes to infinity faster than the first one. Therefore,
for N large enough, it follows E

[
L2
p · 1{h|Lp| > εsN}

]
= 0, and the

Lindeberg’s condition (5.43) is verified.

5.6.3 Calculation of the average value of σ2
L

E{σ2
L} = E

{
1

2

M∑
h=1

h2|Ph|

}
=

1

2

M∑
h=1

h2E {|Ph|} , (5.48)
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where E {|Ph|} is the average number of preambles that have been se-
lected by h out of M devices. We define the random variables Xj

h, with
h ∈ {1, . . . ,M}, and j ∈ {1, . . . , NP} as:

Xj
h =

{
1 if preamble j has been selected by h devices

0 otherwise.
(5.49)

So, the number of preambles selected by h devices can be written as:

|Ph| =
NP∑
j=1

Xj
h, (5.50)

and the mean value results:

E{|Ph|} = E

{
NP∑
j=1

Xj
h

}
=

NP∑
h=1

E{Xj
h}. (5.51)

Since Xj
h are NP random variables identically distributed, the mean

value of Xj
h, for each j, is equal to:

E{Xj
h} = Pr(Xj

h = h) =

=

(
M

h

)(
1

NP

)h [
1−

(
1

NP

)]M−h
.

(5.52)

So:

E{|Ph|} = NPE{Xj
h} =

= NP

(
M

h

)(
1

NP

)h [
1−

(
1

NP

)]M−h
.

(5.53)

Equation (5.48) becomes:

E{σ2
L} =

1

2
NP

M∑
h=1

h2

(
M

h

)(
1

NP

)h [
1−

(
1

NP

)]M−h
. (5.54)

Let us put p = 1
NP

, q = 1 − p, and substitute h2 with h(h − 1) + h.
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Then:

E{σ2
L} =

[
M∑
h=2

h(h− 1)

(
M

h

)
phqM−h +

M∑
h=0

h

(
M

h

)
phqM−h

]
1

2p
=

=

[
M(M − 1)p2

M∑
h=2

(M − 2)!

(h− 2)!(M − h)!
ph−2qM−h +Mp

]
1

2p
.

(5.55)

Let us put k = h− 2 and N = M − 2 in the summation, it follows:

E{σ2
L} =

[
M(M − 1)p2

N∑
k=0

(
N

k

)
pkqN−k +Mp

]
1

2p
=

=

[
M(M − 1)p2(p+ q)N +Mp

]
1

2p
.

(5.56)

Since (p+ q)N = 1, it results:

E{σ2
L} =

[
M(M − 1)

(
1

NP

)2

+
M

NP

]
NP

2
=

=
1

2

[
M(M − 1)

NP
+M

]
.

(5.57)

5.6.4 Multi-path fading, propagation delay, and Doppler spread
Analysis

In the development of the analytical model, we assumed a single path,
ideal channel conditions, and the propagation delay was neglected. In
this section, we add some discussions on the implications of the delay
spread due to multi-path fading, the propagation delay, and the Doppler
spread, due to the relative motion between the MTC device and the gNB.
Clearly, this signal degradation reduces the orthogonality of the tagged
preamble sequences. To overcome this issue, we introduced, as reported
in Section 4.2, one cyclic shift both for the preambles, NCS, and for the
tags, NTS, aiming to guarantee the orthogonality of the sequences re-
gardless of all the above phenomena. Particularly, both the cyclic shifts
should be properly dimensioned based on the considered mMTC sce-
nario. In the following we focus on NCS, but similar considerations are
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valid for NTS. As reported by 3GPP in [95], the recommended deploy-
ment scenario for mMTC is denoted as "Urban coverage for massive
connection", and it is characterized by the carrier frequency (f ) equal to
700 MHz, and the movement speed (v) fixed to 3 km/h, identical for all
the MTC devices. First of all, we observe that this test scenario implies
a negligible frequency offset due to Doppler spread, calculated as vf

c ,
where c is the speed of light. In fact, it is equal to 1.944 Hz and results
very lower than the PRACH sub-carrier spacing, ∆f =1.25 kHz. So, it
is known that:

NCS ≥
⌈

(2δp,max + τDS,max)
NZC

TSEQ

⌉
, (5.58)

where δp,max = R/c is the maximum propagation delay, R is the cell
radius, τDS,max is the maximum delay spread, TSEQ = 1/∆f is the se-
quence duration.

Let us start neglecting the propagation delay, i.e., δp,max = 0. Then,
Eq. (5.58) depends only on τDS,max, that is, a measure of the multi-
path richness of the communication channel. At this aim of estimating
τDS,max, we consider the Tapped Delay Line (TDL) models for wireless
channels provided by the 3GPP in [96]; these models include all fad-
ing phenomena considered in (5.9). In particular, we utilize the TDL-C
model for Non-Line-Of-Sight (NLOS), and the TDL-E model for Line-
Of-Sight (LOS). Each TDL model is scaled in delay so that the model
achieves a desired Root Mean Square (RMS) delay spread, τDSRMS

, equal
to 93 ns for the short-delay profile, and 363 ns for the normal-delay
profile [96]. From the TDL-C model, the maximum delay spread is
τDS,max = 8.6523 · τDSRMS

, so by using (5.58), the minimum NCS value
is 1 for the short-delay profile, and 4 for the normal-delay profile. Con-
versely, in the TDL-E model, τDS,max = 20.6519 · τDSRMS

, then NCS

should be at least equal to 3 and 8, for the short-delay profile and the
normal-delay profile, respectively. Since the minimum value provided
by the standard is NCS = 13, we can estimate the maximum cell size, by
taking into account the propagation delay δp,max. In the TDL-C model,
the maximum cell radius R is 1.78 km for the short-delay profile, and
1.38 km for the normal-delay profile. Conversely, in the TDL-E model,
R is 1.57 km and 0.73 km, for the short-delay profile and the normal-
delay profile, respectively. Clearly, in the case of larger cells, a greater
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Figure 5.11: Example of <
{
C

y
PS ,TS
r,kPS

,zr
[τ ]

}
when M = 10 with fading in LOS (a) and

NLOS (b) conditions.

value of NCS needs to be set. also, we note that our analytical model
is derived for a generic NCS, so it is still valid. As regards NTS, the
same dimensioning is applied, but there is no a minimum value set by
the standard.

Now, we want to evaluate the overall effects of the multi-path trans-
missions, non-ideal channel gains (hi,g 6= 1) and di,g 6= 0 on the pream-
ble detection. Firstly, for each device i ∈ M transmitting an untagged
preamble sequence xpir [n], we calculated the output sequence across an
independent TDL-E and TDL-C modeled channel, with normal-delay
profile, NCS = 13, and N [n] = 0. Then, we calculated the sum of the

above sequences and evaluate the cross-correlation <
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
,

reported in Figs.5.11a and 5.11b. As regards the LOS (see Fig. 5.11a),
due to the multiple paths, in each point τ = piNCS, ∀pi ∈ PS , the cor-
relation value is slightly lower than the expected value |Mpi|

√
NZC , and
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different from 0 in the other points. Specifically, significant secondary
peaks occur in the ranges {piNCS +1, . . . , piNCS +NCS−1}, ∀pi ∈ PS .
Therefore, given pi ∈ PS , we introduce the "Detection Zone for pream-
ble pi", DZpi = {piNCS, . . . , piNCS + NCS − 1}, as the interval of
values containing the main and the secondary peaks of the correlation

<
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
. Outside these ranges, i.e., τ /∈ DZpi,∀pi ∈ PS , the

values assumed by <
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
approaches zero. Conversely, as

regards the NLOS (see Fig. 5.11b), the sign of the main peaks of the cor-

relation <
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
can be either positive or negative. In addition,∣∣∣∣<{CyPS ,TSr,kPS

,zr
[τ ]

}∣∣∣∣ can be significantly lower than |Mpi|
√
NZC . Also

in this case, ∀pi ∈ PS , several peaks occur in the range DZpi, while out-
side these detection zones, the values assumed approaches zero. Also,

we note that the main peak of
∣∣∣∣<{CyPS ,TSr,kPS

,zr
[τ ]

}∣∣∣∣ may be in a point

τ 6= piNCS, but τ ∈ DZpi; this is due to the absence of a direct path
which dominates in terms of power compared to the other secondary
paths and arrives with an additional delay equal to 0.

Having introduced the detection zones, we are now able to appropri-
ately adapt the ΦP and Φ random variables in our model. At this aim, the
range {0, . . . , (NZC − 1)} needs to be divided into NP detection zones
DZp,∀p ∈ P , and for each zone, the scheduler should calculate:

τ ′′ = arg max
∀τ∈DZp

∣∣∣∣<{CyPS ,TSr,kPS
,zr

[τ ]

}∣∣∣∣. (5.59)

The random variable ΦP is re-defined as ΦP =

∣∣∣∣<{CyPS ,TSr,kPS
,zr

[τ ′′]

}∣∣∣∣,
where τ ′′ is calculated in (5.59), ∀p ∈ PS . We also need to re-define the

random variable Φ as Φ =

∣∣∣∣<{CyPS ,TSr,kPS
,zr

[τ ′′]

}∣∣∣∣, where τ ′′ is calculated

in (5.59), ∀p ∈ P − PS . Then, the T εP and T εIP values and the related
working zones need to be recalculated.

As already pointed out, in LOS the effect of fast fading does not
severely change the values assumed by both the adapted ΦP and Φ vari-
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ables compared to the ideal values (i.e., with the absence of noise, fad-
ing, and interference). We therefore expect a very slight variation in
the threshold values and the related working zone. Instead, in NLOS,
only the variation of the Φ values is negligible compared to the ideal
ones, while ΦP is subject to large variations. For this reason, we expect
T εP to assume much lower values compared to the ones of the analysis
previously made and, therefore, the working zones will be reduced ac-
cordingly.

Now, we take into account the propagation delays effects, in absence
of multi-path propagation and noise. Typically, each device i ∈ M
experiences a propagation delay different from the other ones. Since
the NCS value in (5.58) is properly dimensioned taking into account
the δp,max value, the Detection Zones strategy is valid for the preamble
transmissions of any device. In addition, we note that, given a pream-

ble ps ∈ PS , the gNB receiver could detect in <
{
C
y
PS ,TS
r,kPS

,zr
[τ ]

}
, for

τ ∈ DZps, |Mps| different peaks with amplitude
√
NZC belonging to

the same detection zone DZps, instead of a single peak of amplitude
|Mps|

√
NZC in τ = psNCS. Consequently, the value assumed by the

adapted random variable ΦP would be equal to
√
NZC . However, in

our model the preamble threshold T εP has been derived in the worst case
(i.e., |Mps| = 1), therefore, the preamble ps will still be detected with
the related ε probability and the eventual collision will be detect by the
tag analysis. Finally, we also add the multi-path effects. Since each gth
path of the MTC device i will suffer the same additional propagation de-
lay, the main and secondary peaks of the cross-correlation will be rigidly
shifted forward. Nevertheless, since the NCS value in (5.58) is properly
dimensioned taking into account both δp,max and τDS,max, the peaks re-
main within the Detection Zone, allowing the detector to properly work.

5.7 Conclusion

In this chapter, we presented a rigorous methodology for modeling and
analyzing the signal processed by the gNB receiver, when tagged pream-
ble sequences are transmitted at the first step of the RA procedure. More
specifically, we have derived the expression of the probability distribu-
tions of the related variables, in closed form, in presence of additive
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white Gaussian noise and interference due to other preambles and tags.
Under several traffic conditions, we have assessed the accuracy of pro-
posed models compared to simulation results. We used our analytical ap-
proach to derive the threshold values to detect both the preamble and the
tag with a given probability, and to determine the working zones where
a basic preamble detection strategy can well operate. The high accuracy
obtained allows the researcher to investigate and elaborate optimized de-
tection strategies or to evaluate the implications of different ACB factor
values without carrying out a large number of simulations, which are
typically highly time-consuming in a massive scenario. Furthermore,
we proposed also a qualitative evaluation of the detection performance
in the presence of a multi-path fading, considering both the LOS and
NLOS visibility conditions.

We emphasize that the detection strategy for the tag-preamble pairs
adopted by the gNB receiver plays a fundamental role on the perfor-
mance of the contention-based access procedures. For example, by con-
sidering a simple detection strategy and the 2-phase RA procedure, our
models allowed us to estimate the relationship between the tag-preamble
pair detection probabilities and both the signaling overhead and the en-
ergy consumption per access attempt from the MTC device’s perspective,
under different traffic loads. In conclusion, our analytical approach is a
powerful tool that can be easily adopted to investigate and to propose
new and effective strategies of tagged preamble detection and, accord-
ingly, to evaluate innovative and efficient RA strategies tailored for the
mMTC scenario.
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CHAPTER6
Conclusions and Perspectives

6.1 Conclusions

In this thesis, we addressed the problem of allocating radio resources in
5G cellular networks for eMBB and mMTC usage scenarios. Specifi-
cally, we presented four research activity.

In the first one, we focused on the radio resource scheduling problem
in a sub-6GHz band eMBB scenario and proposed a channel and QoS
aware scheduling scheme. We conducted a simulation study under dif-
ferent traffic types and channel conditions, and the results show that the
proposed scheduling scheme always outperforms other benchmark algo-
rithms, by exhibiting a higher degree of fairness and larger amount of
satisfied GBR DRBs.

In the second research activity, we considered a D2D-enabled MMB
and proposed a TDMA-based centralized access control scheme which
jointly manages D2D communications and transmissions in both the ac-
cess and the backhaul networks. Extensive simulations demonstrated
that our access scheme outperforms the considered reference scheme in
terms of throughput, end-to-end packet delay, and fairness. Furthermore,
we proposed a Radio Network Planning for the presented architecture
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composed of a coverage and a capacity planning.
As regards the third research activity, we proposed two new access

control schemes tailored for mMTC scenarios that optimize the radio
resource allocation between PRACH and PUSCH according to the traf-
fic load condition in every RA cycle. Moreover, the EDURD exploits
also the unused PUSCH resources in a contention-based mode. Simu-
lation results showed that the proposed dynamic dimensioning control
schemes allow to achieve significant improvements in terms of both sys-
tem throughput and MTC device energy consumption compared to any
traditional static dimensionings.

Finally, in the last research activity, we presented a rigorous method-
ology for modeling and analyzing the signal processed by the gNB re-
ceiver, when the MTC devices transmit tagged preamble sequences in the
PRACH. Our analytical model considered the presence of interference,
noise, and multi-path fading, and its accuracy was evaluated by means of
a large number of simulations.

6.2 Future works

The work done in this Dissertation in the different areas of 5G cellular
networks can be considered as a step towards Beyond 5G (B5G) and 6G
cellular networks. In fact, although 5G wireless systems are not fully
deployed yet, B5G and 6G wireless systems are gaining more impor-
tance. These system are expected to require artificial intelligence as an
essential component of their technology. In this context, during my PhD
course, I attended, inter alia, the 2019 International School on Network
and Computer Sciences with thematic "Machine Learning methodolo-
gies and applications" that was held in Lipari, the "Huawei Workshop
on Intelligent IoT for 6G", and followed the "Machine Learning" course
from the Department of Mathematics and Computer Sciences of the Uni-
versity of Catania.

The vision of B5G or 5.5G is the large use of machine learning tech-
niques as tools to optimize the performance of the wireless communica-
tion, to optimize communications building blocks or network function
blocks. The main principle for this approach is to keep the communica-
tion links or network as it is. Inspired by the great success of the typical
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AI technologies, especially Machine Learning (ML) and Deep Learning
(DL) in areas like computer vision, automatic speech recognition, and
natural language processing, many researchers are attempting to intro-
duce AI into mobile network systems with the capability to optimize a
variety of wireless network problems [97]. Machine learning is capa-
ble of optimizing various complex mathematical problems including the
problems that cannot be modeled using mathematical equations. In this
context, inspired by the work [98], we are now evaluating to adopt the
AI to a predictive resource allocation in the mMTC scenario to further
improve the management of a huge number of access requests. Specif-
ically, we are working on a Dense Neural Network (DNN)-based meth-
ods to estimate the traffic load, to be applied in ACB schemes and/or
dynamic radio resource dimensionings. The studied methods are based
on the informations related to the PRACH, and new advanced technique
to exploit also the PUSCH resources, if the information available in the
PRACH are not sufficient for an accurate load estimation.

On the other hand, in the 6G vision, the traditional communications
should be designed from the scratch, meaning the AI and the ML tech-
niques are not used only as an optimization tool but as a communication
function, or an information processing block. The 6G network is seen
as a revolutionary step since the communication will not just happen on
the bit level, but on the intelligence level by means of deep neural net-
works. In this context, we are working on the adoption of DNNs both at
the receiver and the transmitter side in a SCMA-based mMTC scenario.
The main disadvantage of the SCMA technique is the complexity at the
receiver side the decoding the received signal is based on the iterative
MPA algorithm. Specifically, we are working on Generative Adversarial
Networks (GANs), in order to generate optimal SCMA codewords on the
receiver side and optimal reconstruction of the SCMA modulated signals
corrupted by additive white Gaussian noise at the decoder side.
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