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Abstract

Our main focus is the analysis of point-defects in Wide Band Gap semi-
conductors. We first study them from first principles through the use of
ab initio methods based on Density Functional Theory, and then utilize
other means of analysis for finding possible applications in the realm of
nanoelectronics (defect-free Al2O3/AlGaN capacitors) or Quantum Tech-
nologies (point-defects in 4H- and 3C-SiC having a large decoherence
time). E.g., after a defect’s model Hamiltonian ab initio calibration, we
shed light on the coherent dynamics of such systems (in the bulk or
confined in 3D nanostructures). The defects’ atomic structures are well-
characterized and optimized during the calibration phase by using the
Quantum Espresso code. Silicon Carbide and Gallium Nitride are the
Wide Band Gap semiconductors we study from the point of view of
Quantum Technologies and nanoelectronics, respectively. For what con-
cerns nanoelectronics, we examine the deleterious effect Frenkel defects
could play in Al2O3/AlGaN junctions. Al2O3/AlGaN Metal Oxide Semi-
conductor capacitors show a hysteretic behavior in their Capacitance vs
Voltage characteristics, often attributed to near-interface traps deriving
from defects within the oxide layer. The origin as well as the struc-
tural/electronic properties of such defects are still strongly debated in
the literature. In our research we use ab initio molecular dynamics and
the climbing-image nudged elastic band method to show that Aluminum

5



6 CONTENTS

Frenkel defects give rise to bistable trap states in disordered and stoi-
chiometric Al2O3. Based on these results, we propose a calibrated po-
laron model representing a distribution of individually interacting energy
levels with an internal reconfiguration mode and coupled to continuous
bands of carriers to explain the hysteresis mechanism in Al2O3/AlGaN
capacitors. As for Quantum Technology, we propose a defect whose ex-
perimental identification is yet to be accomplished, i.e. the neutral sili-
con vacancy in 3C-SiC. We study the silicon vacancy (VSi) in 3C-SiC as
a promising color center, modeling it as an electron spin (behaving as
a qubit in appropriate conditions) magnetically interacting with the SiC
nuclear spin bath containing 29Si and 13C nuclei in their natural isotopic
concentration. We calculate the energetics of the neutral and charged VSi

with ab initio methods, identifying its neutral charge state as the most
favorable for p-doped 3C-SiC systems. Magnetic properties are calcu-
lated as well for the V0

Si in 3C- and 4H-SiC, both in the k and h crystal
sites, and the results are compared. We thereby evaluate the Free Induc-
tion Decay and the Hahn-echo sequence of control pulses on the electron
spin interacting with the nuclear spin bath. We shed light on the Elec-
tron Spin Echo Envelope Modulation phenomenon and the decoherence
effect by means of the Cluster Correlation Expansion theory. We find a
non-exponential coherence decay, which is a typical feature of solid-state
qubits. We extend the outlined analysis to silicon vacancies in differ-
ent 3C-SiC nanoparticles for Quantum Sensing applications. We apply
the Hahn-echo sequence to the electron spin interacting with the nuclear
spin bath and use the Cluster Correlation Expansion theory (by assump-
tion) to calculate the coherence of the total system. We analyze several
nanoparticle shapes as environments for the qubit. We apply the ther-
modynamic Wulff construction, both the original and the modified one,
to determine the proper 3C-SiC nanoparticle shape in thermodynamic
equilibrium and after a particular growth process has been followed, re-
spectively. We modify Masullo’s Kinetic Crystal Shape until we find two
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visibly different structures. Furthermore, we show that in a pyramidal
nanoparticle the qubit behaves differently far from the tip as opposed to
near it. We find that the qubit within the most peaked nanoparticles is
more sensitive to the bath configuration with respect to the other shapes.
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Introduction

During the three years of PhD research activity our main focus has been
the analysis of point-defects in Wide Band Gap (WBG) semiconductors,
at first studied from first principles through the use of ab initio meth-
ods based on Density Functional Theory (DFT), for applications in the
realm of Quantum Technologies (QT). Ours is a study that starting from
accurate first-principle calculations allows to obtain those Hamiltonian
parameters that are necessary in order to shed light on the dynamics of
systems based on WBG semiconductors, whose behavior deviates from
the ideal due to the presence of point-defects (in the bulk or confined in
3D nanostructures). The defects’ atomic structures are well-characterized
by using DFT. Among the most technology-friendly WBG semiconduc-
tors we find silicon carbide and gallium nitride, which are the ones we
have studied in our research.

Silicon carbide (SiC) is widely recognized as an interesting material
for technological applications, also due to its capacity to work in harsh
environments under high temperatures, yielding faster switching speeds,
lower power losses and higher blocking voltages with respect to sili-
con [1]. Within this context, SiC-based architectures have been already
used as shields in accelerators [2], power devices in electronics [3] and
quantum sensors of magnetic fields and temperature gradients [4]. The
latter is just one of a number of different and emerging applications for
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SiC, which regard its use in QT and manifest themselves in devices at
scales and having properties that differ from their electronic technology
counterparts. Here, color centers generated by point-like defective con-
figurations like divacancies or Si/C vacancies (VSi or VC) can provide
the active states in which quantum information is encoded, processed
and stored. Out of the many SiC polytypes, where the difference lies in
the structure of the stacking layers, the most studied are the hexagonal
4H- and 6H-SiC [5] ones, due to the significant progress made in their
epitaxial growth and the availability of high-quality samples. On the
other hand, the cubic 3C-SiC polytype could potentially be an interesting
and convenient alternative due to the possibility to be heteroepitaxially
grown on silicon substrates, along with a series of physical characteris-
tics which are appealing for electronic devices (lower band gap, absence
of deep level stacking-fault defect states, higher electron and hole mo-
bilities, etc.) [6, 7]. However, the low quality of 3C-SiC crystals during
the past has largely hindered its technological use and slowed down its
further theoretical study. Recently though, the fabrication techniques and
the control of defectivity for cubic 3C-SiC during growth processes have
been greatly enhanced [7, 8]. Consequently, QT driven investigations ded-
icated to 3C-SiC based systems could raise an increasing interest in the
near future.

On the other hand, gallium nitride (GaN) has huge applications in
electronics, in particular in the vast field of metal-GaN contact technol-
ogy [9]. Moreover, the stability of GaN’s electronic properties to extreme
temperature environments allows for its use within microelectronic de-
vices in fields as diverse as aerospace, military, automotive and deep-well
drilling [10]. Finally, GaN and its variants find proficient use in the Metal-
Oxide-Semiconductor (MOS) industry [11], for instance in Al2O3/AlGaN
MOS capacitors [12] (to which a thesis chapter is dedicated).

Up to now two distinct application realms are emerging in this Intro-
duction, which are nanoelectronic technology and quantum technology.
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The consequent contrast between different but related viewpoints consti-
tutes a constant theme throughout the thesis, being an important part of
our research activity. The two pathways within technology-driven efforts
certainly present similarities and differences. In both of them, e.g., point-
defects are fundamental actors in any conversation regarding their tech-
nological applications. However, although in nanoelectronics defects are
viewed as challenges to overcome in that they induce anomalies in nan-
odevices’ behavior [13, 12] (Chapter 2), in the quantum domain defects
are considered as opportunities [14] (Chapters 3 and 4). In particular, the
understanding of dynamic behavior in the quantum states of the defect
and the controlled generation (in both type and location) of defects opens
up a number of perspectives in the QT field [15, 16]. In both approaches
the ab initio calculations and the defect plus environment model Hamil-
tonian derivation are similar. On the other hand, the interest in QT for
the defect’s coherent evolution makes them differ when dealing with the
defect’s out-of-equilibrium kinetics (stationary and bias-induced in nano-
electronics, while being protocol-induced in QT).

For what concerns the field of nanoelectronics, the first types of de-
fects we have analyzed are present for instance in metals, i.e. Frenkel
defects [17]. These in general could be formed by electronic excitation
in amorphous SiO2 [18]. In our case, we are interested to their forma-
tion in Al2O3/AlGaN junctions and to the corresponding consequences
of inserting such defected junctions in a MOS device. Taking a step
back, it is known in the literature that there is an hysteresis behavior
in Al2O3/AlGaN MOS devices’ Capacitance-Voltage (C-V) characteris-
tics [19]. What we were able to show is that the hysteretic behavior is due
to Al Frenkel defects in Al2O3. These give rise to bistable trap states in
disordered and stoichiometric Al2O3. Furthermore, we proposed a cal-
ibrated polaron model in which there is a distribution of individually
interacting energy levels having an internal reconfiguration mode. These
energy levels are coupled to continuous bands of carriers to explain the
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hysteresis mechanism in Al2O3/AlGaN capacitors. As anticipated above,
in this case defects are detrimental to the correct functioning of MOS
devices in that they cancel the expected monotonous nature of CV char-
acteristics through hysteresis. This work is published in the Journal of
Applied Physics [12].

On the other hand, in the QT field our research theoretically focused
on point-defects in 4H- and 3C-SiC having a low rate of quantum infor-
mation loss [20, 15], even at room temperature [21]. In particular, we have
considered the neutral and charged silicon vacancies (V0

Si, V−1
Si and V−2

Si )
magnetically interacting with the SiC nuclear spin bath, constituted by
naturally occurring 29Si and 13C paramagnetic nuclei. Such system can
be optically driven for coherent control purposes [4]. Furthermore, its
energetics [22] and hyperfine interaction [23] properties can be calculated
via ab initio methods based on DFT. We note here that the silicon vacancy
in its neutral state has been experimentally verified in 3C-SiC [24], but has
received no attention in the theoretical literature. In 3C-SiC only the V−1

Si
defect has been addressed [25, 26]. The VSi center, in its neutral charge
configuration, can be modeled as a spin-1 defect that evolves in the mag-
netic environment constituted by the spin-1/2 nuclear spin bath around
it. Highly transition-selective microwave control pulses [5] can be used
to effectively reduce the three electron spin’s eigenstates to two in the re-
sulting dynamics, so that it can be considered as a qubit. Therefore, from
now on (especially in Chapters 3 and 4) we consider qubit and electron
spin as interchangeable words.

The nuclear spin bath induces noise at low frequencies for the point-
defect. This is typically the case in Nuclear Magnetic Resonance (NMR),
where the interesting experimental signal is generated by nonequilib-
rium electron spin magnetization (equivalent to its coherence) precessing
about an external magnetic field [27]. Due to the spatial field inhomo-
geneity, the measured signal in a Free-Induction Decay (FID) process is
defocused and displays a characteristic non-exponential decay resulting
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in inhomogeneous broadening of the spectral lines. Analogous effects
occur in solid-state implementations of qubits and originate from time-
inhomogeneities due to repetitions of measurement protocols [28, 29, 30].
The same happens when the degree of freedom of the examined system
is electronic in nature, as opposed to nuclear. This is the case in Electron
Paramagnetic Resonance (EPR), in which one applies NMR techniques
to an electron spin [31]. One way of refocusing can be achieved by the
Hahn-echo sequence, an established technique applied recently to inves-
tigate the residual decoherence of divacancy defects in 4H-SiC in ref. [20].
In Chapter 3 we consider both the FID and Hahn-echo sequences applied
to the considered defect (in the bulk of 3C-SiC) by utilizing the Cluster
Correlation Expansion (CCE) theory [32]. CCE theory allows to split the
bath in clusters with a given number of interacting nuclear spins. Since
the clusters by hypothesis are uncorrelated with each other, the qubit co-
herence is obtained as a product of the contributions of each cluster. Part
of this work is published in the Materials Science Forum journal [15] and
a preprint of the other part is on the arXiv [16].

At this point, the next step (Chapter 4) for us has been the application
of all this analysis machinery to various defected 3C-SiC nanoparticles
coming in different shapes for sensing applications, as opposed to the
bulk material to which Chapter 3 is dedicated. In particular, SiC nan-
odevices have been used in the literature for sensing [33, 34]. However,
to the best of our knowledge, no one has ever used the defect’s sensi-
tivity to the nuclear spin bath configuration for sensing applications in
3C-SiC. The idea is to exploit this sensitivity and to examine different
somewhat sharp nanoparticle shapes in order to see which one of them
has the stronger response to the environment configuration, for applica-
tions in Atomic Force Microscopy (AFM). Since the defect magnetically
interacts only with the paramagnetic nuclei possessing a non-zero nu-
clear spin, this theoretical analysis could be used to devise experiments
whose objective is the measurement of the paramagnetic nuclei concen-
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tration in a given material. Although the application of CCE theory to a
defect in a nanoparticle is somewhat speculative, a bit of initial support,
to be confirmed by theoretically/computationally experimenting with it,
comes from the theory’s high convergence property with respect to small
baths [32] (see Chapters 3 and 4). For what concerns the nanoparticle
shapes, there are various ways to obtain them in the literature [35, 36].
First we proceeded to simulate the behavior of the nanoparticle shape in
thermodynamic equilibrium, obtained through the thermodynamic Wulff
construction [37, 38]. This is the reference for an ideal preparation pro-
cess which tends to stabilize the thermodynamic shape of a given object.
Then we examined three nanoparticles whose shape is the result of kinetic
effects accumulated during their growth. For the first one we have put
ourselves in the same growth conditions as Masullo et al. [39], whereas
for the two remaining we have modified these conditions until a visi-
bly different shape has been reached (see Chapter 4 for details). Growth
processes giving rise to kinetic crystal shapes are usually Chemical Vapor
Deposition [40] (CVD) and Physical Vapor Deposition [41] (PVD). Finally,
we have studied a pyramidal 3C-SiC nanoparticle, i.e. the simplest shape
for the tip of the microscope in an AFM experiment. This could be ob-
tained through attachment processes [42]. The calculation of the deco-
herence time associated to the defect in each nanoparticle allowed us to
establish which nanoparticle shape is more suitable to be used for sens-
ing. This part of our work is in its preliminary form and once it will be
mature enough we will submit it to a QT journal.

The results we have obtained during my PhD are listed in the fol-
lowing. We have calculated the energetic and magnetic properties of the
various defects with ab initio methods based on DFT in Chapter 1. The
Car-Parrinello molecular dynamics and the nudged elastic band method
have been used to calculate energetic and electronic properties of Alu-
minum Frenkel defects in Al2O3/AlGaN junctions. Moreover, moving on
to the analysis of defects in SiC, we identify the neutral charge state of
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the silicon vacancy as the most favorable one for p-doped 3C-SiC sys-
tems [15, 16]. We have compared these parameters with the same for
a neutral VSi in 4H-SiC, both in k and h site, for gaining insight into
the intrinsic geometric and structural differences between the two SiC
polytypes. Our results on the hyperfine tensor components show signif-
icant deviation with respect to the semiclassical estimates of the model
parameters, whereas the results on the Zero-Field Splitting (ZFS) tensor
components are not present in the literature. These magnetic parameters
are what we need to calibrate the system’s Hamiltonian. Then, in Chap-
ter 2 we show that Aluminum Frenkel defects may form bistable centers
that can act as traps of electrical charges in disordered and stoichiomet-
ric α-Al2O3. Furthermore, the application of a polaronic model repre-
senting a distribution of individually interacting energy levels with an
internal reconfiguration mode and coupled to continuous bands of carri-
ers has shown that such trap states can explain the hysteresis mechanism
in the CV measurements of Al2O3/AlGaN capacitors. We acknowledge
that this bistable-hysteretic behavior can emerge from different types of
oxide defects, whose experimental and theoretical investigation could en-
hance the understanding of MOS devices based on the Al2O3 gate di-
electric [12]. In Chapter 3 we have evaluated the Free Induction Decay
and the Hahn-echo sequence on the electron spin (VSi) interacting with
the nuclear spin bath in 3C-SiC. Here, the Electron Spin Echo Envelope
Modulation phenomenon, due to single nuclear spin flipping processes,
and the overall qubit coherence decay (or decoherence) are highlighted
in the context of CCE theory. We have obtained estimates for the qubit’s
decoherence time in the FID and Hahn-echo cases. Furthermore, we have
found a non-exponential coherence decay, which is a typical feature of
solid-state qubits subjected to low frequency 1/f-type noise from the en-
vironment [16]. Finally, for what concerns the defected 3C-SiC nanopar-
ticles (Chapter 4), our results suggest the use of nanoparticles with sharp
tips, the sharpest being the pyramidal one, for sensing of paramagnetic
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nuclear spins’ properties.
The rest of the PhD thesis is organized as follows: in Chapter 1 we

introduce the ab initio methods we have used, the corresponding results
and the relevant literature. After an Introduction, in Section 1.2 we report
the calculations associated to the Frenkel defects in α-Al2O3, whereas in
Section 1.3 we do the same for neutral and charged VSi in 4H- and 3C-
SiC. In Chapter 2 our work on Frenkel defects causing hysteretic behavior
in Al2O3/AlGaN capacitors is resumed starting where we left in Section
1.2. After an Introduction (Section 2.1), in Section 2.2 the polaron theory
is laid out, which is then applied in Section 2.3 to model Frenkel de-
fects by substituting in it our ab initio calibrated parameters regarding the
structural properties of the defects. At the end, in Section 2.4 a final dis-
cussion is provided. In Chapter 3 we report our results on the coherence
function calculated by using CCE theory, starting from where we left in
Section 1.3. Here, based on the system’s parameters derived via ab initio
methods, we calculate both analytically and numerically the spin coher-
ence after free evolution and under the Hahn-echo sequence in Section
3.2, at first and second order of the CCE expansion. Finally, in Chapter
4 our results on the topic of sensing via a defected 3C-SiC nanoparticle
can be found, with an Introduction in Section 4.1. The full framework
of the thermodynamic Wulff construction is applied in Section 4.2, both
at equilibrium and accounting for kinetic effects. A pyramidal shape is
studied in Section 4.3. At the end (Section 4.4), our conclusions and ideas
for further work are discussed.



Chapter 1
Ab initio methods based on DFT

1.1 Introduction

In this first chapter our calculations from first-principles (or ab initio) on
different kinds of point-defects in both the oxide layer (Al2O3) in GaN-
based MOS devices (Section 1.2) and SiC (Section 1.3) can be found. These
calculations are based on Density Functional Theory.

DFT is one of the most widely used methods for ab initio calculations
of the structure of atoms, molecules, crystals, surfaces, and their inter-
actions [43]. In order to obtain valuable information on the electronic,
structural and energetic properties of such systems one has to solve the
many-body Schroedinger equation. Due to the practical unfeasibility of
the task, DFT has been developed on the basis of the Hohenberg-Kohn
theorems [44]. Furthermore, its most known and utilized implementa-
tion, the Kohn-Sham equations, was introduced soon thereafter [45]. Al-
though until this point the treatment is exact, it turned out that in order
to perform practical calculations one of the functionals being the corner-
stone of the theory, the exchange-correlation (xc) one, must be treated in
an approximate form. Various approximation schemes have been intro-
duced in the literature, the Local Density Approximation [46] (LDA) and
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the Generalized Gradient Approximation [47] (GGA) being two of them.
Therefore, as any approximate method, DFT has some issues. Most no-
tably, its most known implementation is merely a ground state theory
and is not able to predict the correct band gap for insulators and semi-
conductors [48]. Attempts can be found in the literature that deal with
those issues [49, 50]. However, for what we are interested in the ordinary
Kohn-Sham equations are more than enough.

As a matter of fact, DFT allows one to perform atomistic simula-
tions at the molecular [51] and solid-state [52] level. That is the reason
why a number of codes implementing DFT has been developed dur-
ing the last decades, like the Density Functional based Tight-Binding
(DFTB+) [53], the Vienna Ab initio Simulation Package (VASP) [54] and
Quantum Espresso (QE) [22]. Whereas DFTB+ is derived from a simpli-
fication of Kohn–Sham DFT to a tight binding form, VASP and QE are
proper ab initio implementations of Kohn-Sham DFT in that they work
on the actual geometric structure of molecules and solids. In order to
use DFT for practical calculations on real systems, one needs to solve the
Kohn-Sham equations numerically with a computer, which means that
the equations must be discretized as a finite size problem. Furthermore,
it is advantageous to cast the problem in a way that is computationally
efficient, and that allows the numerical accuracy to be controlled in a
sensible way. These codes ensure that by using the so-called plane wave
pseudopotential approach. This involves using a plane wave basis set to
represent the orbitals, and pseudopotentials to represent the nuclei and
core electrons. There are various different pseudopotentials to choose
from, like ultrasoft [55], norm-conserving [56] and projector augmented-
wave [57] ones, offering a smooth version of the nuclei and core electrons
wave functions, which do not actively enter the given system’s dynamics.
Each of them gives a certain advantage over the others that is preferable
in some contexts and not in others (cfr. Chapters 2 and 3). Alternative
approaches to the plane wave pseudopotential exist. These involve using



1.1. INTRODUCTION 19

basis functions that are localised around individual atoms [58, 59]. While
computationally cheaper, they suffer from the problem that the basis set
is incomplete, thereby giving rise to convergence issues with respect to
the basis. Out of the many DFT ab initio codes available, during the PhD
we have focused on the use of QE.

The free and open-source QE code is mainly used to calculate energet-
ics, band structure, structural relaxation and density of states properties
of molecules and solids [22]. Some less frequent calculations allowed
with QE are the ones involving thermo-mechanical properties [60], and
others made possible via the inclusion of advanced capabilities within the
code [61] and/or improved treatment of exact exchange [62].

The rest of the chapter unfolds in the following way: in Section 1.2
we present the calculations associated to the Frenkel defects in α-Al2O3.
Information about the Car-Parrinello molecular dynamics simulations of
such defects can be found in Subsection 1.2.1. In Subsections 1.2.2 and
1.2.3 we describe the calculation scheme used to obtain the system’s elec-
tronic properties during the dynamics and the transition states between
stable and metastable defect configurations, respectively. Then, in Section
1.3 we do the same for neutral and charged VSi in 4H- and 3C-SiC. The
model of VSi interacting with a nuclear spin bath, the model parameters
and their convergence properties, their calculation via ab initio methods
and the techniques used to control these kinds of defects are introduced
in the corresponding subsections. We note here that in the context of ab
initio calculations (and in QE in particular) convergence is achieved as a
consequence of the self-consistent field method at a given iteration giving
a result that differs from the one at the previous iteration by less than
10−4, at which point the simulation stops running.
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1.2 Frenkel defects in α-Al2O3

In nanoelectronics, one of the most utilized dielectrics in order to control
devices’ electrostatics is Al2O3. Usually inserted in junctions containing
III-V semiconductors, it is employed to reduce losses of current and in
general for its excellent mechanical and chemical features [63]. On the
flip side, Al2O3 in Al2O3/AlGaN junctions causes hysteretic behavior in
MOS capacitors [64, 65, 66, 67, 68], thereby undermining the device’s elec-
tronic properties. This is usually the result of bistable defects effectively
behaving as charge traps [65] in the oxide layer (near the interface be-
tween Al2O3 and AlGaN), whose state can be switched by applying a
gate voltage. We want to get rid of these types of defects in order to
improve the devices’ performance in the nanoelectronics industry, as we
will see shortly.

Our main objective is to shed light on the structural and electronic
properties of Al2O3, in order to single out the defect causing the pecu-
liar charging effect in Al2O3/AlGaN junctions. To this end, we initially
set up an undefected Al2O3 supercell to which we apply high tempera-
ture annealing through Car-Parrinello [69] molecular dynamics (CPMD)
to create structural defects. We select the α polytype of Al2O3 for our
simulated supercell, owing to its low formation energy and proclivity to
form homogeneous films [70] (as opposed to γ-Al2O3 displaying unsur-
mountable problems with grain size [71]). Our calculations show that
stoichiometric Al2O3, under the conditions in our simulations, forms Al
Frenkel defects, which are pairs of Al vacancies and Al-Al interstitials.
They also manifest a bistable energy level configuration under our cho-
sen charging conditions (more on this topic in Chapter 2).

1.2.1 Car-Parrinello molecular dynamics

The Car-Parrinello method is extremely important in that it allows one to
perform molecular dynamics simulations in a feasible way by computing
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interaction potentials as two-component classical interactions [72]. De-
scribing molecular interactions as classical processes is indeed a good
approximation giving accurate results for the system’s dynamics. Fur-
thermore, it is a flexible approach that can be expanded in order to be
used in path integral molecular dynamics [73] and for describing nona-
diabatic molecular processes [74]. A natural pseudopotential to be used
within the Car-Parrinello method is the ultrasoft one [75], which we have
used abundantly in our research.

We used Car-Parrinello [69] molecular dynamics (CPMD) to study
the formation of the defect in stoichiometric Al2O3 and its kinetic prop-
erties. We set up a trigonal α-Al2O3 3 × 3 × 3 supercell containing 270
atoms, whose space group is R3̄c, for the ab initio calculations (see Fig.
1.1a). The simulations were performed by utilizing the PBE implementa-
tion [47] of the generalized gradient approximation for the description of
the exchange-correlation functional. We used ultrasoft pseudopotentials
to model the core electrons [76], whereas we chose the kinetic energy and
the augmented charge density cutoffs to be 47 Ry and 323 Ry, respectively.
We performed the simulations within the canonical ensemble, fixing the
target temperature by means of a Nose thermostat [77]. We followed the
dynamics for a total of 22.26 ps in steps of ∼ 0.1 fs through the Verlet
algorithm [78]. During the time of the simulation we let the atoms and
lattice parameters freely move without constraints. For convenience the
effective mass of electrons was fixed to 100 a.u., while the mass of ions
was set to its real value. Initially we made the system relax for ∼ 4 ps
at 300 K, and after that we subjected it to temperature annealing in steps
of 250 K until T ∼ 3300 K was reached (see Fig. 1.1c). Finally, after this
first annealing period and an ultrafast quenching at 300 K took place, the
system underwent a second annealing up to a temperature of 1050 K.
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1.2.2 Electronic properties

We calculated the electronic features of defects formed during the temper-
ature annealing period of the CPMD simulation in an α-Al2O3 3 × 3 × 3
supercell by means of ab initio methods based on DFT, using the already
described setup. Structural relaxation towards the energy minimum was
carried out by utilizing the PBE functional [47] on a 2× 2× 2 Monkhorst-
Pack grid [79]. After that, we evaluated the total energy of the relaxed
atomic structure in order to calculate the electronic levels by means of the
hybrid PBE0 functional [80, 81], with an exchange fraction of 0.25, to gain
a more precise value of the α-Al2O3 band gap. We reached convergence
through a Γ-point sampling of the Brillouin zone.

1.2.3 Nudged elastic band method

The nudged elastic band (NEB) is a useful method allowing to find sad-
dle points and minimum energy paths within reactants and products [82].
It is an optimization method finding the intermediate images along the
reaction path. The images that are found constitute the lowest energy im-
ages possible while maintaining equal spacing between each other. Fur-
thermore, the method can be generalized to determine reaction pathways
for transformations from solid to solid, including both atomic and unit-
cell degrees of freedom. The combination of atomic and cell degrees of
freedom makes the reaction paths insensitive to the choice of periodic
cell [83].

However, we employed a slightly modified approach called the climb-
ing image nudged elastic band method [84] to calculate the transition
states between stable and metastable defect configurations. The main
modification consists in one of the images climbing up along the elastic
band to converge exactly to the highest saddle point. Moreover, by uti-
lizing variable spring constants it is possible to increase the density of
images near the top of the energy barrier, thus obtaining an improved
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version of the reaction coordinate at the saddle point. In the process,
we considered two defect charge states with electron concentrations of
n = 0 and n = 7.97 × 1020 cm−3 (equivalent to 2 electrons per supercell,
an extremely high doping that is feasible whenever the supply is a MOS
device). Convergence was reached through a 2 × 2 × 2 sampling of the
Brillouin zone and a PBE exchange-correlation functional [47] was used
in the calculations. QE was utilized for all simulations in this chapter
[22].

1.2.4 Results

By following the ab initio calculation scheme outlined in the previous
subsections, we are able to simulate the annealing process and demon-
strate the consequent formation of Frenkel defects in the oxide layer of an
Al2O3/AlGaN capacitor. The results of our calculations are thus reported
in the remainder of this subsection.

It is known in the literature that hysteresis is a frequent challenge
to overcome in AlGaN-based microelectronic devices [64, 65, 66, 67, 68],
since it compromises operational balance in forward and reverse bias
regimes. For instance, Fig. 1.1b shows C-V measurements performed on
Al2O3 films deposited by Plasma Enhanced ALD onto AlGaN/GaN het-
erostructures (see ref. [64] for experimental details). In our system, modi-
fying the gate bias from negative values towards the accumulation regime
and backwards generates hysteresis, which is linked to trapped charges
in the Al2O3 layer. The hysteretic behavior remains at high temperatures
(∼ 100 ◦C), creating a persistent positive shift in the C-V characteristics
of transistors with high electron mobility [85]. Our objective is thus to
identify those defects in stoichiometric Al2O3 that are responsible for this
electrical behavior. We identify two steps in the Al2O3/AlGaN/GaN sys-
tem’s C-V curves. The first step at a negative bias is caused by the de-
pletion of the two-dimensional electron gas at the AlGaN/GaN interface.
The second step is instead located in the positive part of the gate bias
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Figure 1.1: (a) Scheme of the α-Al2O3 supercell used in the CPMD sim-
ulations. (b) Experimental C-V curve in an Al2O3/AlGaN/GaN MOS
capacitor. (c) Temperature as a function of time for the entire CPMD sim-
ulation. (d) Schematic representation of diffusive events and the creation
of Al Frenkel defects during the CPMD simulation. (e) Pair correlation
function for the initial (dotted line) and the post 1st-annealing configu-
ration at T=300 K. (f) Mean coordination number for all Al (left) and O
(right) atoms after the 1st annealing process of the CPMD simulation.
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and is due to the charge accumulation at the Al2O3/AlGaN interface. In
the remainder of the chapter we will focus on theoretically modeling the
Al2O3/AlGaN interface. In Figure 1.1c it is reported the ultrafast heating
process taking place within the CPMD simulations for periodic α-Al2O3

supercells containing 270 atoms. The process is simulated by initiating
at a temperature of 300 K and going up to temperatures (≈ 3300 K) that
are necessary for the first atomic diffusion events to happen, with steps
of 250 K per picosecond. Once this phase is over, the system is subjected
to a quasi-instantaneous quenching down to room temperature in order
to test the stability of the defects formed under thermodynamic condi-
tions, which are similar to those found in experiments. Our results show
that this procedure creates a partially defective lattice as opposed to a
completely amorphous one, which is coherent with a previous experi-
mental study demonstrating short-range order in amorphous Al2O3 [86].
Furthermore, we perform a second annealing procedure at lower temper-
atures in order to identify bistable configurations in the oxide layer (see
below).

We note that after the first thermal annealing period Frenkel de-
fects are formed via diffusive mechanisms exclusively for the Al atoms,
demonstrating their capability of reaching local minimum configurations
and establishing complex chemical bonds in nonideal Al-O environments.
Such finding can be compared with first-principles calculations of known
defects in Al2O3 in the literature [87, 88], where Al vacancies or intersti-
tials (depending on the relative Fermi level position) appear to have the
lowest formation energy among the main point defects in this system. In
Fig. 1.1d we show a schematic representation of the diffusive phase as-
sociated to the heating process, in which Al cations were often displaced
via double diffusive steps from their position along the α-Al2O3 [0001]
direction to neighboring sites (either Al-rich or O-rich). Results show
that a similar diffusive phenomenon does not happen for O atoms within
the simulated temporal window. The Al atoms reaching a new position
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induce a rearrangements of local bonds, which in turn gives rise to a de-
fective environment that is stable even at room temperature. The radial
distribution function of the initial and final crystal structure in thermo-
dynamic equilibrium can be seen in Fig. 1.1e. The distribution function
is calculated along the molecular dynamics trajectory for 1 ps at a tem-
perature of 300 K. In the initial state a set of characteristic peaks corre-
sponding to average atomic pair distances is visible (dotted line), where
the first peak represents the distribution of neighboring Al-O pairs. The
ideal crystalline structure of the α-Al2O3 supercell is reflected in the high
degree of resolution and sharpness of the aforementioned peaks. After
the annealing procedure, the curve (line) retains its qualitative character-
istics at least for the first two peaks of the distribution, whereas changes
in the others reflect a longer range disorder of the post-annealed struc-
ture. In Fig. 1.1f we show the mean atomic coordination for Al and O at
the end of the first annealing period in the CPMD simulation. In order
to count the neighboring atoms for obtaining the coordination parame-
ter, a cutoff value of 2.25 Å for the Al-O bond was chosen, based on the
Car-Parrinello calculation of the pair distribution function. An important
thing to note is that while in the ideal α-Al2O3 all Al and O atoms have a
unique coordination parameter (6 for Al and 4 for O), a reduced one was
found at the end of the annealing period (5 and 4 for Al, 3 for O). The
presence of 5-coordinated Al and 3-coordinated O is a known fact in the
literature [89, 90].

Then we performed a second annealing process at lower tempera-
tures until T = 1050 K was reached (see Fig. 1.1c). This way we explored
possible bistable configurations in Al Frenkel defects. The second an-
nealing caused partial vacancy-interstitial recombinations, or elimination
of Frenkel defects, in particular for 5-coordinated Al atoms. However,
4-coordinated Al interstitials survived the whole simulation process. Fur-
thermore, a single 4-coordinated Al interstitial displayed a bistable be-
havior by acquiring two distinct local configurations (one stable and one
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Figure 1.2: (a) Scheme of the minimum energy path between the stable
and metastable configurations of a bistable Al Frenkel defect in disor-
dered Al2O3. (b) Energy barrier for the transition between the stable and
metastable configuration, in the absence of charging. (c) Similar to (b)
but for an electron concentration n = 7.97 × 1020 cm−3. (d) Al2O3 intra-
gap states for the stable configurations of the bistable Al Frenkel defect at
n = 0 (corresponding to image 1) and n = 7.97 × 1020 cm−3 (correspond-
ing to image 7) at the Γ-point of the Brillouin zone.
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Figure 1.3: Structural configuration of the bistable Al atom correspond-
ing to the last image of the minimum energy path of the NEB calcula-
tions (image 7) (a) at n = 0 (uncharged) and (b) at n = 7.97 × 1020 cm−3

(charged). The strong electron charging induces a structural reconfigura-
tion and a further lowering of the atomic coordination.

metastable, see Fig. 1.2a) during the simulation. From this point forward,
we focused on such bistable defect by calculating first the diffusion en-
ergy barrier between the stable and metastable configurations via ab initio
methods and the climbing-image nudged elastic band method [84]. Our
calculations show that the energy barrier between the stable configura-
tion and the metastable one (first and last images in Fig. 1.2a, respec-
tively) without charging (see Fig. 1.2b) is equal to 0.62 eV. On the other
hand, by applying a strong electron doping ∼ 1020 cm−3 we have wit-
nessed an inversion of the stable and metastable configurations, which
are now separated by 0.52 eV (Fig. 1.2c). At this point, an important
aspect to note is the significance of the degree of doping in the context
of energy mismatch between the stable and metastable configurations, as
for lower doping concentrations we did not find visible changes with re-
spect to the undoped scenario. Thus, the formation of bistable Al Frenkel
defects and the switching between the two configurations by means of
strong electron charging could be the potential cause of hysteretic be-
havior in the C-V characteristics of Al2O3/AlGaN capacitors under gate
bias. The electronic properties of both of the defects’ stable configurations
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were calculated from first principles by utilizing the PBE0 hybrid func-
tional [47, 80, 81], for the two distinct charge conditions (see Fig. 1.2d).
For the doped sample a deep level is formed (∼ 3.9 eV from the valence
band maximum Ev) as a consequence of the splitting of two levels that
are close to Ev. This is due to the Al atom’s coordination parameter re-
duction caused by the excess electrons introduced through doping. This
aspect can be more clearly explained by looking at Fig. 1.3, where the
last frame of the minimum energy path of the NEB calculation depicting
the structural configuration for the two charge states is shown. As can
be seen, the coordination parameter of the Al atom forming the Frenkel
defect changes from 4 to 3 due to the strong doping. Finally, our com-
putations suggest that, beyond O vacancies [91], also Al defects may give
rise to charge traps in amorphous Al2O3, along with being subjected to
structural rearrangement in case of strong charging upon gate bias.

1.3 VSi in SiC

1.3.1 Model

Ab initio methods based on DFT are important to calculate, among others,
the structural, electronic, optical and magnetic properties of molecules
and solids [92]. They may be used also to calibrate EPR Hamiltonians
associated to electron spins interacting with nuclear spin baths, allowing
to calculate, for instance, the hyperfine tensor components [93] and the
ZFS tensor components [94]. Our system’s Hamiltonian can be written
as [4]

H = H e + ∑
i

S ·Ai · Ii − ∑
i

µnB · gi · Ii + ∑
i<j

Ii ·Bij · Ij, (1.3.1)

H e = D
[︃

S2
z −

1
3

S (S + 1)
]︃
+ E

(︂
S2

x − S2
y

)︂
− µeB · ge · S. (1.3.2)
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The first term in Eq. 1.3.1 is the electron spin Hamiltonian, which is
composed by the ZFS terms (first and second term of Eq. 1.3.2), arising
from the magnetic dipolar interaction between multiple unpaired elec-
trons, and the Zeeman interaction with an external applied magnetic
field (last term of Eq. 1.3.2). The last three terms of Eq. 1.3.1 (where
i, j = 1, . . . , N indicate the nuclear spin and µn is the nuclear magneton)
are the magnetic hyperfine interactions between the electron spin and the
29Si and 13C nuclear spins, the Zeeman terms for each nuclear spin and
the dipolar interactions between nuclear spins, respectively. From now
on, the pure-dephasing approximation [95] is performed on Eq. 1.3.1, so
that no transition of the electron spin takes place by exchanging energy
with the environment. Our working Hamiltonian is (the choice of putting
E = 0 is justified in Appendix A) [95]

H = DS2
z + γeBzSz +

N

∑
i=1

γiBz Iiz + Sz ⊗
N

∑
i=1

(Ai Iiz + Bi Iix) + H n−n, (1.3.3)

where H n−n is the last term of Eq. 1.3.1, Ai ≡ Ai
zz and Bi ≡

√︂
Ai2

zx + Ai2
zy,

whereas Azx, Azy and Azz are the elements of the third row of the hyper-
fine tensor. Note that Hamiltonian 1.3.3 commutes with the electron spin
Sz operator, so that it can be expressed in the spin operator eigenbasis
{|1⟩, |0⟩, | − 1⟩}, giving rise to [20]

H = ∑
mS=1,0,−1

|mS⟩⟨mS| ⊗ H mS , (1.3.4)

where

H mS = ωmS + H B + mS

N

∑
i=1

(Ai Iiz + Bi Iix). (1.3.5)



1.3. VSI IN SIC 31

Furthermore, H B = ∑N
i=1 γiBz Iiz + H n−n is the bath Hamiltonian. Finally,

ω1 = D + ωe, (1.3.6)

ω0 = 0, (1.3.7)

ω−1 = D − ωe, (1.3.8)

where ωe = γeB is the Larmor frequency of the electron spin, are the
eigenvalues of the electron spin Hamiltonian H e (first and second term of
Eq. 1.3.3). A direct consequence of the form of Hamiltonian 1.3.4 is that,
by opportunely initializing the electron spin (more on that in Chapter
3) and appropriately choosing the control pulses as having precisely the
right frequency ω1, the | − 1⟩ state can be frozen out of the dynamics
since no transitions are allowed towards it. Therefore, the electron spin
effectively behaves as a qubit [20], and we will call it qubit from this point
forward.

In this context, ab initio methods are used to capture physical effects
due to the 3D distribution of the spin density in the vicinity of the qubit,
which mainly extends until the third neighbor shell in 3C-SiC crystal
structure (see Fig. 1.4). These effects are not included in the semiclassical
approximation, where the electron and nuclear spins are considered as
classical magnetic point-dipoles interacting with each other [96]. In the
semiclassical approximation, the hyperfine tensor can be written as

Ai =
µ0γiγe

4πr3
i

(︄
1 − 3riri

r2
i

)︄
, (1.3.9)

where µ0 is the vacuum magnetic permeability, γi and γe are the i-th
nuclear spin and electron spin gyromagnetic ratios, respectively, whereas
ri is the position vector of the i-th nuclear spin with respect to the qubit,
its modulus ri being the distance between the two. Of course, as noticed,
Eq. 1.3.9 is no longer applicable in the immediate vicinity of the qubit.
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Figure 1.4: 3D spin density around a neutral VSi in 3C-SiC. The spin
density differences are mainly extended until the third neighbor shell.
The wave functions are calculated for a 6 × 6 × 6 3C-SiC supercell.

1.3.2 Parameter Calibration

The introduction by Pickard and Mauri of the Gauge-Including Projec-
tor Augmented-Wave (GIPAW) method [23] made it possible to calculate
all-electron NMR/EPR parameters in solids, i.e. accounting for periodic
boundary conditions [97]. Since the GIPAW method roots itself in the
plane wave pseudopotential formalism of the DFT, Ceresoli et al. [98, 99]
wrote a QE module, known as QE-GIPAW, implementing it and working
with the QE output wave functions. We have used QE-GIPAW to cal-
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culate EPR-related parameters such as the hyperfine tensor components
appearing in Eq. 1.3.3, thereby calibrating our Hamiltonian. Other pa-
rameters like the ZFS D and E components appearing in Eq. 1.3.2 are
instead calculated by using the free and open-source PyZFS code from
the Galli group [100].

The way in which QE-GIPAW goes beyond the semiclassical approx-
imation of Eq. 1.3.9 is by modeling the non-zero spin density around
the defect, which is shown in Fig. 1.4. This is immediately clear when
analyzing the equations implemented in the code. First of all, the hyper-
fine tensor can be decomposed in an isotropic component, also known
as Fermi contact term, and a traceless anisotropic component, also called
dipolar term [101], i.e.

Ai = A iso
i 1 +Adip

i , (1.3.10)

where i = 1, . . . , N again indicates the nuclear spin and 1 is the unit
tensor. The Fermi contact term can be written as

A iso
i =

8π

3
µ0γiγe

2S

∫︂
dr ρs(r)δT(r), (1.3.11)

where in our case S = 1 and δT(r) is the Thomas delta function (resulting
from scalar relativistic corrections), which is equal to the Dirac delta in
the non relativistic limit, and is defined as

δT(r) =
1

4πr3
2

Zα2
1(︂

1 + 2
Zα2

)︂2 . (1.3.12)

In Eq. 1.3.12 Z is the atomic number and α is the fine structure constant.
In general, QE-GIPAW computes the Fermi contact term both in the non-
relativistic and relativistic limit, the latter being called ZORA (it stands
for Zeroth-Order Regular Approximation). As for the dipolar term, we
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have

A dip
i,αβ =

µ0γiγe

2S

∫︂
dr ρs(r)

3rαrβ − δαβr2

r5 . (1.3.13)

The difference between Eq. 1.3.9 and Eqs. 1.3.11 and 1.3.13 is precisely
the spin density ρs(r). Therefore, the hyperfine tensor components can
be computed by a PAW-reconstruction of the ground state spin density
ρs(r). This, in turn, can be achieved by using the QE output wave func-
tions, which are obtained through the DFT, a ground state theory in its
original version [102]. In Section 1.3.6 our results on the hyperfine tensor
components in Eq. 1.3.3 by using QE-GIPAW can be found.

1.3.3 Convergence of QE parameters

For our computational study we have used the density functional theory
as implemented in the open-source QE code [22] for the calculation of the
energetic and magnetic properties of the VSi in 3C-SiC.

For what concerns the optimization of the supercell for our system,
which is bulk cubic SiC or 3C-SiC, we started from the conventional unit
fcc cell containing two atoms and made a 3x3x3 scaling until we have
obtained a 53 atom supercell (considering the silicon vacancy). Then we
performed a structural relaxation without the spin degree of freedom, the
output of which we exploited to read the initial positions of a new calcu-
lation (of the same type), this time including the spin degree of freedom.
We chose a broken symmetry starting point with an initial magnetiza-
tion of 0.5 Bohr mag/cell for the four first-neighbor carbon atoms to the
vacancy and 0 Bohr mag/cell otherwise (for a neutral vacancy). Then
we repeated this protocol for an increasingly large supercell, obtained by
changing the scaling factor. This optimization protocol produces a kind
of decrease of the computational weight for the desired calculation.

The following four tables show the effect of the variation of a few
important parameters and of the details of the pseudopotentials on the
convergence of a single scf (self-consistent field) cycle of a 53 atom fcc
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supercell atoms k points Ener.(eV) Mag.(Bohr mag/cell)
3x3x3 np 53 4 4 4 7.30 not defined
3x3x3 nc 53 4 4 4 7.30 (0.00 0.00 0.09)
3x3x3 soc 53 4 4 4 7.30 (0.00 0.00 0.09)
4x4x4 np 127 4 4 4 7.72 not defined
4x4x4 nc 127 4 4 4 7.61 (0.00 0.00 2.00)
4x4x4 soc 127 4 4 4 7.61 (0.00 0.00 2.00)
5x5x5 np 249 4 4 4 7.89 not defined
5x5x5 nc 249 4 4 4 7.65 (0.00 0.00 2.00)
5x5x5 soc 249 4 4 4 7.64 (0.00 0.00 2.00)
5x5x5 np 249 L 7.89 not defined
5x5x5 nc 249 L 7.65 (0.00 0.00 2.00)
5x5x5 soc 249 L 7.65 (0.00 0.00 2.00)
6x6x6 np 431 4 4 4 7.93 not defined
6x6x6 np 431 L 7.93 not defined
6x6x6 nc 431 L 7.66 (0.00 0.00 2.00)
6x6x6 soc 431 L 7.65 (0.00 0.00 2.00)
7x7x7 np 685 3 3 3 7.94 not defined
7x7x7 np 685 L 7.94 not defined
7x7x7 nc 685 L 7.66 (0.00 0.00 2.00)
7x7x7 soc 685 L 7.65 (0.00 0.00 2.00)

Table 1.1: Formation energies of a neutral silicon vacancy in 3C-SiC and
total magnetization for different fcc supercells and k-point sets. Different
calculation schemes for the defect’s spin are examined, such as the non-
polarized (np), non-collinear (nc) and spin-orbit coupling (soc) schemes.



36 CHAPTER 1. AB INITIO METHODS BASED ON DFT

(face-centered cubic) supercell. The standard values for each parameter
are β = 0.7, degauss = 0.01 Ry, mixing mode "plain" (default value) and
paw pseudopotentials. The variation of each parameter has been per-
formed keeping the other ones fixed to their standard values.

In Table 1.1 we showed the formation energy of a neutral silicon va-
cancy and the total magnetization for various fcc supercells. These calcu-
lations are performed using informations obtained from structural opti-
mization calculations on those supercells. As explained in the first para-
graph, to alleviate the computational burden we’ve used the equilibrium
positions of the non-polarized geometry to get the final positions of the
non-collinear one, etc.

1.3.4 Methodology

We considered a 7 × 7 × 7 3C-SiC supercell starting from a primitive fcc
unit cell, containing 686 atoms, for the calculation of the formation en-
ergy [103], whereas a 6 × 6 × 6 supercell, containing 432 atoms, was em-
ployed for the evaluation of the EPR-related parameters like the hyperfine
and ZFS tensor components. We used the Perdew-Burke-Ezernhof im-
plementation [47] of the generalized gradient approximation for the de-
scription of the exchange-correlation functional. Ultrasoft pseudopoten-
tials [76] were used for standard ground-state properties, whereas hyper-
fine interactions and ZFS tensors were computed with norm-conserving
pseudopotentials [104], as the latter showed a better agreement with re-
spective experimental results [25]. The formation energy was evaluated
for the VSi in various charged configurations considering a non-collinear
scheme for the magnetization. EPR calculations were instead performed
by using a collinear magnetization along the [001] lattice direction, in
order to better comply with usual experimental setups, where the exter-
nal magnetic field is applied along the growth direction (which coincides
with the [001] crystal direction for most 3C-SiC growths [7]). Conver-
gence was achieved with an asymmetric 3 × 3 × 3 k-point grid [79] hav-
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ing an offset with respect to the Γ point. Upon completion of the DFT
calculations, the QE wave functions were used as an input in the QE
Gauge-Including Projector Augmented-Wave (QE-GIPAW) code [23, 99],
to calculate the hyperfine tensor components describing the VSi-nuclear
spins interaction. In addition, they were used to calculate the ZFS tensor
components with the aid of the PyZFS code [100]. Finally, in order to
better understand if the stacking sequence of the SiC polytype has im-
portant implications in the magnetic properties of the defect, hyperfine
tensor calculations were also performed for a neutral VSi in hexagonal
4H-SiC (for both k and h sites).

1.3.5 Formation Energy

An important issue for the determination of the stability of a particu-
lar defect under given thermodynamic conditions regards the energetic
competition between its various charged states. Here we have calculated
the formation energy of the neutral, and charged, VSi within a 3C-SiC
7 × 7 × 7 supercell, with a 3 × 3 × 3 asymmetric k-point grid. The for-
mation energy E f of a defect X can be defined as the energy difference
between the investigated defected system and the components in their
reference states [105], i.e.

E f [Xq] = Etot [Xq]− Etot [bulk]− ∑
i

niµi +
q
e
(EVBM + µe) + Ecorr.

(1.3.14)
Etot [Xq] is the total energy of the host crystal with the defect with charge
q, where e > 0 is the elementary charge of the electron, Etot [bulk] is the
total energy of the same cell of crystal without the defect, and niµi is the
reference energy of added (or subtracted with a change of sign) atoms of
element i at chemical potential µi. The term in parenthesis accounts for
the chemical potential of the electron(s) involved in charging the defect.
EVBM is the valence band maximum as given by the QE band structure
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calculation for the bulk material, and µe is the electron chemical poten-
tial defined here with respect to the top of the corresponding valence
band. The µe parameter can then be treated as a free parameter, allowing
to account for a shift of the Fermi level, e.g., due to doping. Note that
µe = Egap/2 corresponds to the undoped semiconductor case, where Egap

is the intrinsic semiconductor band gap. Finally, Ecorr is a sum of relevant
correction terms, the most important of which is the monopole correc-
tion term, taking into account the electrostatic interaction between the
charged defect and its periodic replicas within the ab initio simulations.
The monopole correction term can be written as [106]

Ecorr =
q2α

2ϵL
, (1.3.15)

where q is the charge of the defect, α is the Madelung constant associated
to our crystal structure, ϵ is the SiC experimental dielectric constant and
L is the distance between the defect and its periodic replicas. For the neu-
tral VSi we have calculated Etot

[︁
V0

Si

]︁
− Etot [bulk] and µSi by using QE,

whereas for the charged defects, for which q is different from zero, we
have also calculated the valence band maximum (see Eq. 1.3.14). Upon
structural relaxation inducing a local reconstruction around the defected
site [107], the calculated magnetization for the V0

Si, V−1
Si and V−2

Si defects
was the one expected for a defect with electron spin-1, 3/2 and 1, re-
spectively [108]. Fig. 1.4 shows the spin density around the central VSi,
which extends until the third neighbor shell. This nonzero spin density
is modeled and implemented in the QE-GIPAW code and allows us to
go beyond the semiclassical magnetic point-dipole approximation of Eq.
1.3.9 (see the next section).

As we can see in Fig. 1.5, in which the formation energy of a VSi

with different charge states is shown as a function of the Fermi level with
respect to the valence band maximum (corrected with the monopole cor-
rection term given in Eq. 1.3.15), our ab initio results demonstrate the
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Figure 1.5: Formation energies of a neutral, -1 and -2 charged VSi as a
function of the electrochemical potential within the bandgap, for non-
collinear calculations in a 686-atom 3C-SiC supercell.



40 CHAPTER 1. AB INITIO METHODS BASED ON DFT

atom Axx Ayy Azz
C1 26.2 26.2 84.5
C2 27.4 27.4 85.6
C3 28.8 28.8 87.1
C4 27.5 27.5 85.7
Si1 − Si12 7.3 7.6 6.8

Table 1.2: Ab-initio calculated values (in MHz) for the hyperfine tensor
components describing the interaction between a neutral VSi in 3C-SiC
and the nuclear spins in the first and second neighbor shells. The values
are obtained by using the QE-GIPAW code [99].

stability of the neutral state for p-doped 3C-SiC samples. These results
are in good agreement with previous studies [103, 107, 106] and along
with the experimental verification of the defect in its neutral state [24] the
theoretical study of its hyperfine interactions is motivated. Another mo-
tivation for studying defects that are stable in p-doped 3C-SiC samples
is the great potential in applications of Al-doped 3C-SiC three gates de-
vices in the MOSFET industry [109]. We note instead that focus has been
mainly put to the V−1

Si charged state in previous reports [25, 26, 110, 24],
or to the neutral vacancy only for hexagonal SiC [111]. Within this con-
text, in the next section the hyperfine interactions for a V0

Si in 4H- and
3C-SiC are calculated by means of the DFT. Moreover, the ZFS tensor
components of a V0

Si in 3C-SiC are calculated as well.

1.3.6 Hyperfine interactions and Zero Field splitting

The results of our ab initio calculations can be used to define the hyper-
fine and ZFS tensors from first principles with the aid of the QE-GIPAW
and PyZFS codes, respectively. Table 1.2 shows the hyperfine tensor com-
ponents describing the interaction between a neutral VSi in 3C-SiC and
the nuclear spins in the first and second neighbor shells. In Tables 1.3
and 1.4, we show the same components for a neutral VSi in 4H-SiC, lo-
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cated in the two nonequivalent 4H sites (i.e., k and h), respectively. It is
important to notice the different crystal structures (cubic and hexagonal)
and basal plane orientations ([001] for 3C-SiC and [0001] for 4H-SiC) of
the two SiC polytypes, which have an impact on the values obtained for
the hyperfine interactions. For example, the 4H-SiC polytype shows hy-
perfine tensor components for one of the first neighbor 13C nuclei (i.e.,
the one corresponding to the [0001]-axis of the hexagonal cell, or C3 for
the k site and C2 for the h site) that have different values with respect to
the other components. This is due to the parallel collinear magnetization
along the [0001] direction imposed in the DFT calculations, along with
the nonequivalent position of the vacancy sites in 4H-SiC. In 3C-SiC, the
same behavior is not present due to the equivalent position (same dis-
tance from the defect) occupied by each 13C nucleus in the first neighbor
shell, forming a tetrahedron around the central VSi. Moreover, the z-
axis along which the external magnetic field is applied, coincides with
the [001] direction, not with the [111] one (which is the equivalent of the
[0001] direction in the cubic polytype). Instead, the surrounding of each
29Si nucleus in the second neighbor shell is approximately invariant in the
three cases, giving rise to similar hyperfine tensor components for the two
crystal sites in 4H-SiC and for both polytypes. Note that our results in
Tables 1.3 and 1.4 are in good agreement with the results of reference [25],
whereas the calibration in Table 1.2 is missing in the literature.

Concerning the ZFS tensor components of the electron spin associ-
ated to a VSi in 3C-SiC, the values obtained for the axial and transver-
sal components are D = 1.68 MHz and E = −0.41 MHz, respectively.
In Appendix A we demonstrate that with our choice of parameters, the
presence of both components (D and E) leads to similar results for the
electron spin dynamics as when E = 0. Therefore, in the rest of the paper
we will consider E = 0 for simplicity.
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atom Axx Ayy Azz
C1 24.5 24.4 76.3
C2 24.5 24.4 76.2
C3 34.4 34.4 110.4
C4 24.5 24.4 76.2
Si1 − Si12 7.5 7.8 6.9

Table 1.3: Ab-initio calculated values (in MHz) for the hyperfine tensor
components describing the interaction between a neutral VSi (k site) in
4H-SiC and the nuclear spins in the first and second neighbor shells. The
values are obtained by using the QE-GIPAW code [99].

atom Axx Ayy Azz
C1 24.3 24.2 75.1
C2 34.2 34.2 112.3
C3 24.4 24.3 76.0
C4 24.7 24.6 77.1
Si1 − Si12 7.5 7.8 6.9

Table 1.4: Ab-initio calculated values (in MHz) for the hyperfine tensor
components describing the interaction between a neutral VSi (h site) in
4H-SiC and the nuclear spins in the first and second neighbor shells. The
values are obtained by using the QE-GIPAW code [99].
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1.3.7 Control Techniques

Since the birth of Quantum Computing (QC) and the need to perform
quantum information processing tasks, control techniques have been de-
vised and developed to avoid unwanted errors in the procedure [112].
Among the different fields in the quantum landscape of research, NMR is
the one that made the most significant progress in the application of con-
trol techniques [113]. As a matter of fact, control protocols have been bor-
rowed from NMR and applied to multiple-qubit gates taken from various
different pieces of hardware and arranged in different architectures [114],
including ion traps [115], superconducting qubits [116, 28] and quantum
dots [117].

In particular, NMR/EPR systems can be driven with microwave laser
pulses that are highly transition-selective for coherent control purposes [4,
5]. The reason why in NMR these pulses are so effective in triggering
transitions boils down to the single systems’ property of having well-
defined eigenfrequencies [118, 27], like one has in atomic physics. Con-
sequently, that is also the reason why using transition-selective control
pulses for other types of solid state qubits, like superconducting qubits,
is more challenging. One has to devise a clever architecture to be able
to increase the system’s anharmonicity and single out two energy levels
over the others [119]. Otherwise, multiple transitions are excited with a
single pulse and the analysis becomes more complex.

However, the laser pulses are not the end of the story. They have
to be cleverly put together in a quantum control protocol to shield the
qubit from environmental noise [120, 121]. In NMR/EPR systems envi-
ronmental noise takes the form of magnetic field noise that results from
the effect of accumulating disturbances from each nuclear spin-generated
magnetic field (such static magnetic field inhomogeneity causes inhomo-
geneous broadening of the spectral lines [28]). This strong sensitivity to
magnetic field noise and temperature variations is also used as a tool for
the emerging field of Quantum Sensing of magnetic field and tempera-
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Figure 1.6: Graphical depiction of the Hahn-echo sequence in the repre-
sentation of the Bloch sphere, with the two pulses achieving initialization
and refocusing, respectively.

ture gradients [122, 123, 124, 125, 126]. To limit inhomogeneous broaden-
ing (FID), during my PhD we have studied the effect of the Hahn-echo
sequence [127, 20, 128], an established control technique allowing to re-
focus the spin coherence, or the non-diagonal component of the qubit’s
density matrix, which is our objective.

An interesting case to study is the qubit’s free evolution, known as
FID [129]. In the literature experiments are described that elucidate the
quantum mechanical origins of the FID signal and of spin noise [130].
FID has also been used as a means of controlling the phase and ampli-
tude of extreme ultraviolet photons [131]. Here, after an initial π/2 pulse
achieving initialization, the qubit’s state keeps precessing on the equato-
rial plane of the Bloch sphere undergoing oscillations that are known in
the literature as Rabi oscillations [132]. However, the presence of mag-
netic noise is manifest during free evolution, so that the introduction
of noise-removing techniques like the Hahn-echo sequence is necessary
(next paragraph). Our study of the FID signal of a neutral VSi interacting
with a bath of 29Si and 13C nuclear spins in 3C-SiC, as a function of free
evolution time and in the frequency domain, can be found in Chapter 3.
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Viewed in the Bloch sphere representation, the Hahn-echo sequence is
easily pictured [27, 128] (Fig. 1.6). The qubit’s density operator is initially
represented by a vector pointing towards the north pole (the initial state
is pure). Then a π/2 pulse brings the vector onto the equatorial plane,
where it precess due to the external magnetic field. The precession pro-
ceeds for a finite waiting time known in the literature as free evolution
time [20, 15], or τ. During this time one realizes that the vectors are more
than one, each associated to a different component of the coherence, and
the final vector is a mean of all the component vectors. Specifically, to
various transitions that are sensitive to the magnetic field inhomogeneity
in a different way [128]. Consequently, they acquire a non-zero phase
with respect to one another. At this point, a π pulse is applied to invert
the coherence y component, thus inverting also the phases of the precess-
ing vectors. Finally the vectors return in phase along the −y axis after a
second free evolution time τ. Our application of the Hahn-echo sequence
to a neutral VSi interacting with a bath of 29Si and 13C nuclear spins in
3C-SiC can be found in Chapter 3. On the other hand, its application to
a defected 3C-SiC nanoparticle for sensing applications is presented in
Chapter 4.

Furthermore, when microwave pulses are applied to control the qubit,
or the electron spin in this case, the nuclear spin bath surrounding it is
consequently affected. A phenomenon known in the literature as Electron
Spin-Echo Envelope Modulation (ESEEM), and dependent upon interac-
tions between the electron spin and single nuclear spins, has been studied
for a long time [133]. In particular, the mere reorientation of the electron
spin moment by a microwave pulse causes non-adiabatic changes in the
local dipolar field felt by the neighboring nuclear spins. Consequently,
the modified nuclear spin precession creates in turn oscillations in the
coherent, or quantum, nuclear dipolar field at the electron spin site that
modulate the electron spin Larmor frequency [128, 133]. This results in
fast oscillations of the signal in the time domain [15], either the abso-
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lute value of the coherence or its imaginary part, which are modulated
in a beating pattern and are clearly visible, as we will see. We study the
ESEEM phenomenon as well in Chapter 3.



Chapter 2
Aluminum Frenkel defects as
bistable traps in Al2O3/AlGaN
junctions

2.1 Introduction

The classic sentiment towards defects in the literature has mainly been
one of concern for performance. In the field of nanoelectronics, e.g.,
defects within Metal-Oxide-Semiconductor (MOS) devices are known to
undermine their electrical properties [134]. In this chapter we take a tra-
ditional approach by proposing Frenkel defects in Al2O3 as a cause of
hysteresis in MOS devices based on Al2O3/AlGaN junctions, and sug-
gest their elimination for improving performance, before arguing in the
next chapter, on the flip side, that defects can also be useful.

Frenkel defects can form in silicon carbide along with the other de-
fects we have been analyzing up to this point [135, 136, 137]. For instance,
in Snead et al. [138] Si- and C-Frenkel defects are utilized to store energy
in SiC, ∼ 74% of storage being due to C-Frenkel defects and the rest being
equally shared between the silicon ones and antisite defects, respectively.

47
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Furthermore, Frenkel and antisite defects are at the basis of mechanical
properties of amorphous SiC [139]. Frenkel defects also appear in MOS
capacitors, specifically in the oxide layer (SiO2 for SiC MOS devices), e.g.
being used as hydrogen sensors in harsh environments [140]. Here, the
need arises of materials whose electronic properties’ thermal stability is
excellent. These include silicon carbide, group-III nitrides like AlN, GaN
and AlGaN, and diamond. Among them, Aluminum based MOS ca-
pacitors possess a longer history in the literature, and in particular the
influence of defects in Al2O3 films on them [141]. However, to the best of
our knowledge we are not aware of many works on Frenkel defects in the
oxide layer of Al2O3/AlGaN junctions causing hysteretic behavior in the
C-V characteristics of the corresponding MOS device. Consequently, we
have been motivated in studying an Aluminum MOS capacitor in ref. [12],
even though a work on SiC MOS capacitors constitutes a possible future
project.

As noted in Chapter 1, Al2O3 is frequently utilized as dielectric in
order to control microelectronic devices’ electrostatics, and for its excel-
lent mechanical and chemical properties [63]. In order to produce Al2O3

stoichiometric layers having high quality at the junction interface, Atomic
Layer Deposition (ALD) at low temperatures may be used. They possess
thicknesses ∼ 10 nm and have structural properties typical of amorphous
materials [142, 143]. We have also seen that Al2O3 in Al2O3/AlGaN junc-
tions causes hysteretic behavior in MOS capacitors [64, 65, 66, 67, 68],
which in turn hinders the device’s electronic properties. This is due to
Frenkel bistable defects effectively behaving as charge traps [65] in the
oxide layer (localized at the interface between Al2O3 and AlGaN), whose
state can be controlled by means of a gate voltage. An energy barrier
separates the defect’s stable state from a metastable one. Therefore, we
have determined the electronic and structural properties of amorphous
Al2O3 through ab initio methods (Section 1.2), which is important for un-
derstanding hysteresis in Al2O3/AlGaN capacitors.
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We have performed a theoretical as well as a computational analy-
sis to shed light on the structural and electronic characteristics of Al2O3,
in order to single out the defect causing the peculiar charging effect in
Al2O3/AlGaN junctions. In the literature DFT has been utilized to calcu-
late formation energies and transition energies between different charge
states for various defects in Al2O3 [144, 87, 88, 145]. On the other hand,
molecular dynamics techniques are useful for analyzing the relaxation
of atomic structures until an energy minimum is reached [145, 146, 147].
In a previous study neutral oxygen vacancies have been singled out as
defects with bistable energy level configuration in α-Al2O3 [91]. As it
turns out, however, an overwhelming concentration of this defect would
result in a substoichiometric behavior in the oxide layer, whereas ALD-
generated films mainly display stoichiometric behavior [148]. Thus, it is
crucial to examine whether there exist additional oxide defects exhibit-
ing bistable configuration behavior, which do not modify the balanced
O/Al ratio of Al2O3. Therefore, in Chapter 1 we prepared an unde-
fected α-Al2O3 supercell that underwent a high temperature annealing
through Car-Parrinello [69] molecular dynamics to create structural de-
fects. Moreover, the spectroscopic properties of core-level electrons in
α-Al2O3 are similar to those of amorphous Al2O3 [64]. During the an-
nealing procedure our stoichiometric Al2O3 supercell formed Al Frenkel
defects (VAlAli). Furthermore, a bistable energy level configuration under
our chosen charging conditions was manifest. At this point, we introduce
a model that features a distribution of individually interacting energy
levels having an internal reconfiguration mode. Each energy level is in
turn coupled to continuous bands of charge carriers in order to explain
the hysteresis effect in Al2O3/AlGaN capacitors.

The chapter is organized as follows: in Section 2.2 we introduce the
polaron theory that is then applied in Section 2.3 to model the interface
trap states in the oxide layer of Al2O3/AlGaN junctions, explaining the
hysteresis effect in the corresponding MOS devices. Finally, in Section 2.4
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our conclusions are discussed.

2.2 Polaron theory

A polaron is a quasiparticle formed by the interaction between electrons
and phonons. Indeed, whenever an electron moves in a dielectric crystal
the atoms approach it (forming a phonon cloud) to effectively screen its
charge, lower its mobility and increase its effective mass. In the literature,
bistability has been attributed only to the effects of trap charging during
C-V or I-V analyses. However, our study goes beyond by analyzing the
role of atomic reconfiguration linked to charge states (polaronic effect).
On a practical level, in the presence of a polaronic effect the system re-
mains in one of the two trap states even after the voltage sweep. To the
best of our knowledge, this aspect of our work is absent in the specialized
literature.

As it turns out, polarons are central in the understanding of hystere-
sis in these systems. Thus, to probe the consequences of hysteretic be-
havior in the characteristics of an Al2O3/AlGaN MOS capacitor, we have
utilized a simplified model whose calibrated parameters facilitate its rep-
resentation of the fundamental interactions of the trap levels (in which
polarons are formed). The model is composed by a distribution of singu-
larly interacting levels having an internal reconfiguration mode coupled
to continuous bands (baths) of carriers, which describe the semiconduc-
tor and metal regions of the junctions. The influence of bistable traps
(see Fig. 1.2) in the C-V characteristics is thus modeled by calculating the
modification of the corresponding energy level distribution due to the
interaction with local phonon modes, which reflect the atomic reconfigu-
ration in uncharged and charged states. The process can be formulated
by the following Hamiltonian, which is a generalization of Anderson’s
Hamiltonian describing a single spinless electron level coupled to a sin-
gle vibrational mode and to the leads [149] (here substituted by a set of
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electron bands, or baths):

H = ∑
n,σ

ϵnc†
n,σcn,σ + ∑

n
h̄ωna†

nan

+∑
n,σ

χn(a†
n + an)c†

n,σcn,σ + ∑
k,σ′∈ baths

{E(k)} c†
k,σck,σ

+ ∑
k,σ′∈ baths

Vi(k)c†
k,σci,σ + h.c. .

(2.2.1)

In Eq. 2.2.1, c†
n,σ(cn,σ) is the creation (annihilation) operator of an electron

in the nth energy level ϵn. On the other hand, a†
n(an) is the creation (an-

nihilation) operator of the energy reconfiguration mode h̄ωn (assuming
a parabolic increase in energy with respect to the minimum of a gener-
alized reconfiguration coordinate), whereas χn is the Holstein-type cou-
pling constant between the mode and level n [150]. Finally, {E(k)} is
the dispersion relation of the carrier bands coupled to the levels, whereas
Vi(k) are the coupling constants between levels and bands related to hop-
ping (c†

k,σci,σ) from the level and the band and vice versa (h.c. being the
hermitian conjugate).

As it turns out, only by reducing the number of bosonic modes within
the reconfiguration one can obtain exact numerical solutions of Eq. 2.2.1
in systems having few levels. Alternatively, approximate solutions can be
found by utilizing appropriately structured coherent states for the vari-
ables describing the reconfiguration process, in order to reach a good
estimate of the solutions. Another useful approximation in this context
is the adiabatic approximation (Born-Oppenheimer), which is applica-
ble since the amplitude W of the electronic bands E(k) is much greater
than h̄ωn. However, what differentiates this from the general case is the
mandatory inclusion of the coupling constants Vi(k) within electronic-
type variables, which can correspond to energies ∼ h̄ωn for carriers tran-
siting from metal and semiconductor bands to the levels in the oxide. In
the single level case, a thorough approach has been introduced in Ref.
[150] for these conditions by introducing coherent states with three pa-
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rameters rather than one, associated to the adiabatic case. In that work, an
effective Hamiltonian was obtained by applying first a translation trans-
formation accounting for static distortion,

U1 = exp

[︄
−
√︃

λ

h̄ω
(a† − a)x̃0

]︄
, (2.2.2)

where λ = χ2/h̄ω and x̃0 is the dimensionless distortion. Then, the
dynamic distortion was dealt with by means of a Lang-Firsov transfor-
mation [151, 152],

U2 = exp

[︄
−
√︃

λ

h̄ω
θ(a† − a)(c†

0c0 − x̃0)

]︄
, (2.2.3)

where θ is a measure of the weight corresponding to the Small Polaron
(SP) anti-adiabatic character of the solution. Finally, anomalous fluctua-
tions averaging the transformed Hamiltonian were introduced by consid-
ering a squeezed phonon state,

|Φph⟩ = exp
[︂
−α(aa − a†a†)

]︂
|0ph⟩, (2.2.4)

where α measures the phonon quantum state’s displacement from the
standard Gaussian fluctuations. This method can thus be generalized in
order to obtain from Eq. 2.2.1 a purely electronic model Hamiltonian
depending on parameters linked to the structural reconfiguration, which
can in turn be optimized by using the variational principle. The effective
model determined in this way is the following:

H eff = ∑
n,σ

ϵ̃nc†
n,σcn,σ + ∑

k,σ′∈ baths
{E(k)} c†

k,σck,σ

+ ∑
k,σ′∈ baths

˜︁Vi(k)c†
k,σci,σ + h.c.

+∑
n

λnχ2
n(1 − θn)

2 + 0.25 + h̄ωn(τ
2
n + τ−2

n ),

(2.2.5)
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Figure 2.1: (a) Occupation state of the trap level ρ1,2 as a function of the lo-
cal electrochemical potential (ϵ̃n − µ)/h̄ωn as solution for the parameters
indicated in Table 2.1. (b) Charge Q(ψs) at the oxide semiconductor inter-
face as a function of the interface potential for various models of the MOS
capacitor: ideal junction (blue), traditional interface traps (green), bistable
states of the model formalized in this work (red and black). (c) Experi-
mental C-V characteristics measured with forward and reverse sweeps of
the gate potential in an Al2O3/AlGaN MOS structure compared to the
predictions of the model with bistable states. The experimental curves
are taken from an earlier work [64].

where λn = χ2
n/h̄ωn and τn = exp(−2αn), while the functions that are

modified during the variational procedure are

ϵ̃n = ϵn − λn + λn(1 − θn)
2(1 − 2χn), (2.2.6)˜︁Vi(k) = Vi(k) exp[−(λn/2h̄ωn)θ

2
nτ2

n ]. (2.2.7)

By assigning appropriate values to the parameters entering these equa-
tions, various regimes may be reached that represent different physical
situations.
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2.3 Model of hysteresis in Al2O3/AlGaN capaci-
tors

Now we are ready to apply the polaron theory from the previous section
to shed light on the hysteresis mechanism in an Al2O3/AlGaN capacitor.
We use the single-particle model of Eq. 2.2.5 in order to study the electro-
static and transport properties of MOS capacitors. In particular, the the-
oretical analysis is applied to the C-V characteristics of an Al2O3/AlGaN
MOS capacitor. This section contains our approach at finding the solu-
tions of the one-dimensional Poisson equation on the semiconductor side
of the junction and along the z direction orthogonal to it,

∂2ψ

∂z2 =
q
ϵs

(n(z)− p(z) + NA(z)− ND(z)) . (2.3.1)

In Eq. 2.3.1 NA and ND are the concentrations of ionized acceptors and
donors, respectively, n and p are the electron and hole concentrations,
ϵs is the dielectric constant of AlGaN, and q is the elementary charge.
Within the model, we introduce a distribution of traps inside the insulat-
ing layer as a modification of the boundary solution of Eq. 2.3.1 at the
semiconductor/oxide interface,

ϵox
ψs − Vgs

tox
− ϵs

∂ψ

∂z

⃓⃓⃓
z=0

= γQtrap(ψs), (2.3.2)

Vgs being the gate voltage, whereas tox and ϵox are the thickness and di-
electric constant of the oxide and ψs is the interface electrostatic potential
at z = 0. On the other hand, Qtrap measures the density of charged traps
and γ is a parameter depending on the spatial distribution of charges
(γ = 1 whenever the charges are placed within the examined interface).

A direct relationship between the variational solutions of Eq. 2.2.5
and Eq. 2.3.2 may be established. Without loss of generality, three as-
sumptions are in order: first we assume that the interaction parameters
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Parameter Description Function Value

h̄ωn Energy of the structural recon-
figuration mode

- 25 meV

λn/h̄ωn Mode-level coupling constant - 20
W/h̄ωn Bandwidth - 200
∆/h̄ωn Band-level coupling constant - 0.5
NV Density of states in the valence

band of AlGaN
2.3 × 1014 × T1.5cm−3 -

NC Density of states in the conduc-
tion band of AlGaN

4.4 × 1014 × T1.5cm−3 -

NA − ND Constant density of donors in
the AlGaN layer (ND ≡ 0)

- 1016 cm−3

EGap Band gap of AlGaN - 3.4 eV
T Temperature - 300 K
ϵs Relative dielectric constant for

AlGaN
- 9.5

ϵox Relative dielectric constant for
Al2O3

- 8.4

tox Thickness of Al2O3 - 30 nm
Aox MOS junction area - 0.41 cm2

DSimm
it (ϵ) Density of trap states 0.9 ×

1013
[︃(︂

ϵ−EGap
EGap

)︂6
× 0.45 + 0.55

]︃
cm−3

-

Table 2.1: Parameters used in the polaron model of the Al2O3/AlGaN
capacitor. The parameters are calibrated to reach a qualitative agreement
between the C-V curves obtained from the model and the experimental
ones.
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are independent from the position of the level, second that the width of
the W band is much greater than the other energies involved, and third
that the double occupation of the level is negligible. In the electrostatic
limit and by applying these assumptions the solution of the variational
equations is given by [150]

xn = ρn = 0.5 − π−1 tan−1
[︂
(ϵ̃n − µ)/˜︁∆]︂ , (2.3.3)

θn =
ρn (1 − ρn)

ρn (1 − ρn)− τ2
n(S/2h̄ωn)

, (2.3.4)

τ2
n =

√︂
{1 − [2λS/(h̄ωn)2] θ2

n}
−1, (2.3.5)

where the band parameter is constituted by

S =
˜︁∆

2π
log

[︄
(ϵ̃n − µ)2 + ˜︁∆2

(ϵ̃n − W)2 + ˜︁∆2

]︄
, (2.3.6)

and the mean transfer constant is given by

˜︁∆ ∼= ˜︁∆(E) = 2π × exp
[︂
−(λn/2h̄ωn)θ

2
nτ2

n

]︂
×

∑
k∈baths

|V(k)|2δDirac (E − E(k)) ,
(2.3.7)

with the relative electrochemical potential of the level µ depending on
the potential ψ0. Noteworthy is the fact that the normalized generalized
coordinate xn is equal to the occupation function of the level ρn. In ap-
propriate ranges of parameters, the variational Eqs. 2.3.3-2.3.5 can give
rise to bistable solutions associated to local minima of the reconfigura-
tion energy that are separated by an energy barrier. As a consequence
of such bistable behavior, it is possible that the single trap level falls into
one of the two solutions depending on the charging process, as opposed
to the case without interactions being characterized by a given energy
ϵn. Therefore, such level can show a different occupancy for the same
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value of the electrochemical, or equivalently electrostatic, potential at the
semiconductor/oxide interface. That is why we give in Fig. 2.1a an ex-
ample of the dependence of the trap level occupation state provided by
the model on the electrochemical potential, for a specific set of parameter
values shown in Table 2.1.

In order to evaluate the effect of bistable occupation we have modified
the expression utilized in conventional models for calculating the charge
density due to the presence of traps within the interface,

Q1,2
trap(ψs) = q

∫︂ Ec−qψs

Ev−qψs
[(1 − f (ϵ))ρ1,2(ϵ)DD

it (ϵ + qψ0)

− f (ϵ)ρ1,2(ϵ)DA
it (ϵ + qψ0)]dϵ,

(2.3.8)

where Ev and Ec are the valence and conduction band energies, respec-
tively, and f (ϵ) = 1/

[︂
1 + exp

(︂
ϵ−µ
kT

)︂]︂
is the Fermi-Dirac distribution

as a function of energy. Finally, DD
it (ϵ) and DA

it (ϵ) are the densities of
donor and acceptor states extracted from a single power expression sym-
metrized with respect to the center of the band DSimm

it (ϵ) (shown in Table
2.1 for a particular set of values for the parameters), in which the contri-
bution of donors has been neglected. An important thing to note is that
there appear two different trapped charge functions depending on ψs and
corresponding to the bistable solutions ρ1,2(ϵ). Here, the continuum ex-
pressions utilized in Eq. 2.3.8 to estimate charging in the two cases could
be the realistic counterpart of the discrete levels calculated by using the
idealized ab initio machinery associated to two fixed charging conditions
(see Fig. 1.2d), considering how relatively well-aligned are the Al2O3 and
GaN bands [88]. Thus, in Fig. 2.1b we show the charge density Q(ψs)

at the semiconductor/oxide interface as a function of the potential at the
interface and corresponding to various models of the MOS capacitor. The
ideal junction case is shown as a dashed blue line, whereas the addition
of traditional interface traps ρ1,2(ϵ) ≡ 1 is witnessed by the dashed green
line. Finally, also the cases where the bistable states are obtained from
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our model for a sweep of the potential from inversion to accumulation
conditions (red line) and vice versa (black line) are shown. The parame-
ters utilized to generate the lines in the graph are displayed in Table 2.1.
The deviation of the charge density Q(ψs) with respect to the ideal case
is in turn an explicit demonstration for the deviation of the junction from
its ideal behavior, which is caused by the contribution of the interface
traps Qtrap(ψs). Note also that the reconfiguration model we have intro-
duced and formalized provides not only the appearance of bistability but
also an energy shift (called polaronic ground state) with respect to the
reference level. In Fig. 2.1c we compare the C-V characteristics calculated
by means of our model with the experimental curves associated to an
Al2O3/AlGaN MOS capacitor in the accumulation region. In such region,
both display hysteretic behavior that could be justified by a bistability of
the trap states. Due to its usefulness, the model can be further improved
by means of a better calibration of the function DSimm

it (ϵ) and by releasing
the approximations introduced in the derivation of Eqs. 2.3.3-2.3.5 from
Eq. 2.2.5, if it is supported by other independent evidence.

2.4 Discussion

In this chapter our work has been directed upon giving an atomistic inter-
pretation of hysteresis in Al2O3/AlGaN MOS capacitors whenever a gate
bias is applied. In particular, we have performed kinetic ab initio calcula-
tions showing that Aluminum atoms possess higher bonding capabilities
with respect to the less mobile Oxygen atoms within the disordered Al2O3

corundum structure. This feature allows for the formation of complex de-
fects depending on both the local environmental configuration and on the
amount of charge present in the sample. In turn, such defects constitute
the cause of the hysteresis behavior in Al2O3/AlGaN heterojunctions, as
bistable configurations in Al Frenkel defects can generate deep trap levels
within the band gap of AlGaN at given charging regimes, thus inducing
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hysteresis in the corresponding MOS devices. However, our effort to sin-
gle out a particular defect responsible for the hysteresis mechanism does
not exclude the possibility of other bistable defects contributing to it in
MOS capacitors. Instead, it highlights that even in the case of nominally
stoichiometric Al2O3 thin films (for instance having an extremely low
concentration of oxygen vacancies), the presence of Al complex defects
can manifest itself in the appearance of hysteresis. Finally, it is impor-
tant to note that similar defects may form in other oxide-semiconductor
interfaces (e.g. SiO2/SiC heterojunctions), whose study could lead to the
limitation of hysteresis effects in the corresponding microelectronic de-
vices.

In conclusion, our approach consisted in using Car-Parrinello molec-
ular dynamics along with the nudged elastic band method in order to
demonstrate that Al Frenkel defects can form bistable defects acting as
charge traps in disordered and stoichiometric α-Al2O3. Furthermore, by
means of a polaron model consisting of a distribution of individually
interacting energy levels with an internal reconfiguration mode that are
coupled to continuous bands of carriers, we have shown that such trap
states can explain the hysteresis mechanism in the capacitance vs volt-
age measurements of Al2O3/AlGaN capacitors. Note that the probable
emergence of similar bistable hysteretic behavior in different types of ox-
ide defects is to be expected. Moreover, the experimental and theoretical
study of such defects could enhance the understanding of MOS devices
based on the Al2O3 gate dielectric.
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Chapter 3
Cluster Correlation Expansion
Theory

3.1 Introduction

We have seen in Chapter 2 a semiconductor material host of defects whose
presence in the crystal structure causes misbehavior in the nanoelectron-
ics field. In this chapter we change perspective by examining a different
and rapidly emerging field where the coherent dynamics of point-defects
is an opportunity for encoding, processing and read quantum informa-
tion, i.e. the field of quantum technologies. In particular, we propose
and focus on a defect whose experimental identification is missing in the
literature, which is the neutral silicon vacancy in 3C-SiC (also indicated
as V0

Si).
Silicon Carbide (SiC) is a technological material that is widely stud-

ied in the literature [153]. Beyond its known application in the power
electronics industry [154], in recent years it is gaining attention in the
quantum technologies community [4] as a host of qubits [20] or a source
of single photons [155]. SiC is found in a variety of polytypes differing by
their stacking sequences, and although the most studied are the hexago-
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nal ones [156, 157] due to growth issues, the cubic 3C-SiC polytype has
the advantage to be heteroepitaxially grown on silicon substrates, along
with a series of physical characteristics which are appealing for electronic
devices (lower band gap, absence of deep level stacking-fault defect states,
higher electron and hole mobilities, etc.) [6, 7]. In particular, point de-
fects in 3C-SiC like silicon vacancies are promising candidates for qubits
due to their decoherence times in the milliseconds range [15]. Further-
more, a recent study shows that out of the possible VSi charge states the
neutral one is energetically favored in a given electrochemical potential
range [15]. The strong sensitivity of such defects to properties of the bath
has been used in the literature for quantum sensing applications [4, 158].

In this chapter we focus on a neutral silicon vacancy magnetically
interacting with the SiC nuclear spin bath, constituted by naturally oc-
curring 29Si and 13C paramagnetic nuclei. The V0

Si center can be modeled
as a spin-1 defect, or electron spin, that evolves in the magnetic environ-
ment constituted by the spin-1/2 nuclear spin bath around it. Highly
transition-selective microwave control pulses [5] are used to reduce the
three electron spin’s eigenstates to two in the resulting dynamics, so that
it effectively behaves as a qubit. Such pulses are integrated in control pro-
cedures aimed at shielding the qubit against the magnetic noise coming
from the environment. Inhomogeneity in the magnetic field felt by the
qubit is one of the factors causing its loss of coherence [28]. To limit this
phenomenon the Hahn-echo sequence has been introduced in the litera-
ture [127], an established control technique allowing to refocus the spin
coherence.

However, in 3C-SiC samples there are thousands of paramagnetic nu-
clear spins, each of which exerts an influence on our qubit. In order to
deal with nuclear spins in large baths, various theories have been intro-
duced in the literature. Among them, CCE theory is particularly useful
to calculate the qubit’s coherence, which is our objective. CCE theory has
been developed in reference [32] and is perfectly suited for qubits experi-
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encing random interactions within a bath of finite size. As a matter of fact,
whenever there are few nuclear spins in the bath, the qubit may not end
its decoherence process within the nuclear spin flip-flop time and higher-
order cluster correlations (cfr. Fig. 3.1) could be necessary to model the
dynamics. In this case, among the various theories developed such as
the density matrix Cluster Expansion (CE) [159], the pair-correlation ap-
proximation [160] and the Linked-Cluster Expansion (LCE) [161], only
the CCE converges to the exact coherent dynamics of clusters contain-
ing multiple spins. In particular, a cluster in this context is defined as a
group of fully interacting nuclear spins. CCE theory owes its high con-
vergence property to the fact that it is a bridge between the LCE and CE
approaches. One is not required to evaluate Feynman diagrams and is
simultaneously free from the large-bath requirement of the CE. However,
typically CCE theory does not converge whenever its N-th truncation, or
CCEN (see below), is not sufficient to model the dynamics. In this case
a term in the recursive expansion in the denominator of Eq. 3.2.5 be-
low may become arbitrarily small, thus causing an overshoot of the final
result, which lies outside of the expected range for coherence. The coher-
ent dynamics of finite clusters of nuclear spins in the bath is relevant in
systems with random couplings between the qubit and bath. Interesting
examples are nitrogen-vacancy (NV) centers in diamond and VSi in SiC,
which are magnetically coupled to a bath containing randomly located
nuclear spins [32]. For such systems, the analysis in reference [160] tak-
ing into account only pair-correlations is not sufficient, e.g., to describe
free evolution (FID), which is governed by single interactions between the
qubit and each nuclear spin in the bath. CCE theory has the advantage of
being in principle exact (see below), while simultaneously being of great
practical utility as an approximation scheme whenever many-body cor-
relations within the bath are not relevant and being more flexible than
pair-correlation approaches when higher-order correlations are needed.

The remaining part of this chapter is organized as follows: in Section
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29Si 13C Interaction

(a) (b)

Cluster

Figure 3.1: Functioning scheme of the CCE theory, for a generic bath in
3C-SiC containing two 29Si nuclear spins (in red) and two 13C nuclear
spins (in blue). The spins are in general all interacting with each other
via the last term of Eq. 1.3.1 and are represented in the up or down states
with respect to the magnetic field axis. (a): CCE1 approximation in which
clusters contain a single nuclear spin. (b): CCE2 approximation contain-
ing also two-dimensional clusters (for simplicity only one is shown).

3.2 CCE theory is introduced in detail, whereas in Subsections 3.2.1 and
3.2.2 such theory is applied to model the dynamics of the defect inter-
acting with the entire nuclear spin bath surrounding it after a FID and
Hahn-echo processes are implemented, respectively. In these subsections
the results of our simulations on such control sequences are presented
and our conclusions drawn.
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3.2 CCE Theory

In general, the qubit coherence is defined as the off-diagonal component
of the density matrix, or [20]

L (t) ≡ tr {ρtot(t)S+}
tr {ρtot(0)S+}

, (3.2.1)

where ρtot(t) is the total qubit plus bath density operator at time t, S+ =

Sx + iSy is the qubit raising operator and ρtot(0) = ρS(0) ⊗ ρB(0) is the
initial state of the overall system. In the dipolar approximation of Eq.
1.3.3 the qubit eigenbasis coincides with a subset of the Sz spin operator
eigenbasis, i.e. {|1⟩, |0⟩}. The qubit is prepared in the pure state ρS(0) =
|Ψ⟩⟨Ψ|, where

|Ψ⟩ = 1√
2

(︁
|1⟩+ i|0⟩

)︁
, (3.2.2)

so that ⟨Sy⟩(0) = 1 and ⟨Sx⟩(0) = 0. The preparation in state 3.2.2,
together with the chosen form for the control pulses (see below) and
the pure-dephasing approximation in Hamiltonian 1.3.3, ensures that the
| − 1⟩ state stays out of the dynamics. The coherence L (t) is a complex
function having the expectation values of the qubit Sx and Sy operators
as real and imaginary parts, respectively. Furthermore, Eq. 3.2.1 becomes
intractable rather quickly as the number of nuclear spins in the bath in-
creases. The objective of CCE theory is then to provide a reasonable and
computationally achievable approximated version of the whole coherence
given in Eq. 3.2.1. In order to do so, the first step is the implementation
of a numerical procedure generating a random bath of nuclear spins.
The 29Si and 13C nuclear spins are thereby randomly put in our simu-
lated 3C-SiC lattice, by using a random number generator, according to
their natural abundance of 4.7 and 1.1%, respectively. In typical EPR ex-
periments the temperature of the examined sample is ∼ 10 K [20, 128],
allowing us to consider completely randomized baths in our CCE code,
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whose collective state at t = 0 can be written as the mixed state

ρB(0) =
N⨂︂

i=1

Ii

2
, (3.2.3)

where Ii is the i-th nuclear spin identity operator. Furthermore, in or-
der to obtain a correct statistical sampling of the random bath-generating
procedure, we calculate the qubit coherence as an average of the coher-
ences associated to N different random baths, or N different realizations
of the numerical procedure. Hence, in calculating the qubit coherence
we confirmed that the converged value [20] for N in our simulations is
N = 50 (see Appendix A). In the generation of the random baths, other
numerical parameters whose convergence is necessary are the radius of
the spherical bath, Rbath, and the distance between nuclear spins beyond
which they are no longer interacting, or nuclear spin connectivity, rdipole.
The converged values for these parameters (see Appendix A) are found
to be Rbath = 5 nm and rdipole = 0.8 nm, as in reference [20].

Once all of this is taken care of, we have implemented CCE theory
through the equations [162]

ρC(t) = UCρC(0)U†
C, (3.2.4)

L̃ {C} =
L{C}(t)

∏C′ L̃ {C′⊂C}
, (3.2.5)

L (t) = L̃ {0} ∏
i

L̃ {i} ∏
i,j

L̃ {ij} · · · . (3.2.6)

Eq. 3.2.4 describes the dynamics of the density matrix of the qubit in-
teracting with a given cluster of nuclear spins C, the Hamiltonian in the
time evolution operator UC being given by Eq. 1.3.3 restricted to the sole
presence of the nuclear spins within cluster C. Eq. 3.2.4 enters in Eq. 3.2.5
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through L{C}(t), which can be written as

L{C}(t) =
tr {ρC(t)S+}
tr {ρC(0)S+}

. (3.2.7)

Eq. 3.2.5 describes the contribution of cluster C to the coherence. Since
the clusters are uncorrelated, the coherence in Eq. 3.2.6 is defined as
the product of each cluster’s contribution. As a consequence, we can
stop the expansion in Eq. 3.2.6 at a given order of approximation of the
theory, which is represented by the number of nuclear spins within the
largest clusters we choose to divide the bath in. Therefore, CCEN is the
implementation of CCE theory where the biggest clusters we consider
contain N different nuclear spins. In the remainder of the paper we focus
exclusively on the CCE1 and CCE2 approaches, with clusters containing
single and interacting pairs of nuclear spins, respectively (see Fig. 3.1 for
the functioning scheme of the CCE1 and CCE2 approaches).

3.2.1 Free Induction Decay

In this subsection we focus on the FID process [128], i.e. we let the sys-
tem freely evolve after the preparation of the qubit. The preparation is
obtained via the application of a π/2 pulse to the qubit in the |0⟩ state,
so that the initial state is the one given in Eq. 3.2.2, and the entire FID
process can be described as

ρFID(τ) = UFID(τ)ρS(0)U†
FID(τ), (3.2.8)

where UFID = e−iH τe−iπ/2Sx is the FID propagator, ρS(0) = |0⟩⟨0| and the
system’s Hamiltonian is given by Eq. 1.3.3. The real and imaginary parts
of the coherence can be analytically calculated in the pure-dephasing ap-
proximation and CCE1 case, i.e. whenever we can write the Hamiltonian
in the form of Eq. 1.3.4 and safely neglect the H n−n interaction between
nuclear spins inside the bath Hamiltonian in 1.3.5. Then we substitute



68 CHAPTER 3. CLUSTER CORRELATION EXPANSION THEORY

Eq. 1.3.4 in Eq. 3.2.1 through ρtot(t), and the analytical expressions we
obtain are the following,

⟨Sx⟩FID(τ) = − sin [(ω1 − ω0) τ] fB(τ), (3.2.9)

⟨Sy⟩FID(τ) = cos [(ω1 − ω0) τ] fB(τ), (3.2.10)

where

fB(τ) =
N

∏
i=1

[︃
cos

(︂ωIi τ

2

)︂
cos

(︃
ΩIi τ

2

)︃
+ sin

(︂ωIi τ

2

)︂
sin
(︃

ΩIi τ

2

)︃
ωIi + Ai

ΩIi

]︃
(3.2.11)

is a factor depending on the nuclear spins, and

ΩIi =

√︂(︁
ωIi + Ai

)︁2
+ B2

i . (3.2.12)

In Eq. 3.2.11,
ωIi = γiB (3.2.13)

is the Larmor frequency of the i-th nuclear spin, where B is the external
magnetic field.

Our results on FID, obtained with our customized code, are displayed
in Figs. 3.2 and 3.3. In Fig. 3.2 we show a comparison between the
coherence modulus of the qubit at the CCE1 and CCE2 levels of the the-
ory, for two different external magnetic fields. The CCE1 curves exactly
coincide with the analytical ones obtained as a graph of Eqs. 3.2.9 and
3.2.10. Note that there is no interesting effect that is modeled in the pas-
sage from CCE1 to CCE2, and the two versions give pretty close results.
In Fig. 3.3 we present the same curves at the CCE2 level, both with semi-
classical and ab initio hyperfine tensor components, for different external
magnetic fields. As can be seen, the presence of even one single nuclear
spin in the first shells of next-neighbors causes an appreciable change in
the coherence, due to the difference in the hyperfine tensor components
and therefore in ΩIi (remember that FID can be well-modeled already at
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(a) (b)

Figure 3.2: Absolute value of the coherence of a neutral VSi in 3C-SiC as a
function of free evolution time, both at the CCE1 and CCE2 levels, for an
external magnetic field of 200 G (a) and 500 G (b). The dynamics imple-
mented is a free evolution, or FID process, and the curves are averaged
over 50 different baths.

CCE1).
In order to better understand our FID results and directly correlate

differences in the position of the nuclear spins to the modification of the
coherence modulation frequencies, we propose a manipulation of Eqs.
3.2.9 and 3.2.10. In particular, by opportunely rewriting those equations
we are able to explicitly obtain the coherence modulation frequencies. To
do that we have to express the product of N terms in Eq. 3.2.11 as a sum
of sinusoidal functions, by repeatedly applying the appropriate trigono-
metric formulas, so that the modulation frequencies are easily calculated
via a Fourier transform. The new expressions can be obtained by exploit-
ing induction considerations (see Appendix B) and the imaginary part of
the coherence, e.g., is given by

⟨Sy⟩ = cos(ω1τ)ΣN(τ), (3.2.14)
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(a) (b)

Figure 3.3: Absolute value of the coherence of a neutral VSi in 3C-SiC as a
function of free evolution time at the CCE2 level, both with semiclassical
and ab initio hyperfine tensor components, for an external magnetic field
of 200 G (a) and 500 G (b). The dynamics implemented is a free evolution,
or FID process, and the curves are averaged over 50 different baths.

where

ΣN(τ) =
1

22N−1

{︃
SI1 · · · SIN

[︂
(+−+− . . . +−) + . . . + (+−−+ . . . −+)

]︂
+ SI1 · · · DIN

[︂
(+−+− . . . ++) + . . . + (+−−+ . . . −−)

]︂
+ . . .

+ SI1 · · · DIi · · · DIN

[︂
(+− . . . ++ . . . ++) + . . . + (+− . . . −− . . . −−)

]︂
+ . . . + DI1 · · · DIN

[︂
(+ +++ . . . ++) + . . . + (++−− . . . −−)

]︂}︃
.

(3.2.15)

In Eq. 3.2.15 we have used the shorthand notation

(+− . . . +−) ≡ cos
[︁
(ωI1/2 − ΩI1/2 + . . . + ωIN /2 − ΩIN /2) τ

]︁
,

(3.2.16)
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whereas

SIi ≡ 1 +
ωIi + Ai

ΩIi

, (3.2.17)

DIi ≡ 1 −
ωIi + Ai

ΩIi

. (3.2.18)

Inside the curly brackets there are 2N terms, each of which is multiplied
by a sum of 2N−1 cosines inside the square brackets. Therefore, without
counting the qubit through its level splitting ω1 (in which case the mod-
ulation frequencies would be doubled, see Appendix B), the modulation
frequencies are 2N × 2N−1 = 22N−1. Two immediate tests to demonstrate
the correctness of Eq. 3.2.15 are its evaluation in trivial conditions for
which we expect a specific behavior, i.e.

ΣN (A = 0, B = 0) = 1, (3.2.19)

ΣN (τ = 0) = 1. (3.2.20)

Eqs. 3.2.19 and 3.2.20, coupled with Eq. 3.2.14, give us the expected be-
havior of the coherence imaginary part when the qubit is isolated from
the environment and at the beginning of the dynamics, respectively. Ad-
ditional considerations regarding Eq. 3.2.15 are reported in Appendix B.

The Fourier transform of the signal in time, given in Eq. 3.2.15, is
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easily obtained and can be written as

Σ̃N(ω) =
π

22N−1

{︃
SI1 · · · SIN

[︂
[+−+− . . . +−] + [−+−+ . . . −+] + . . .

+ [+−−+ . . . −+] + [−++− . . . +−]
]︂

+ SI1 · · · DIN

[︂
[+−+− . . . ++] + [−+−+ . . . −−] + . . .

+ [+−−+ . . . −−] + [−++− . . . ++]
]︂
+ . . .

+ SI1 · · · DIi · · · DIN

[︂
[+− . . . ++ . . . ++] + [−+ . . . −− . . . −−] + . . .

+ [+− . . . −− . . . −−] + [−+ . . . ++ . . . ++]
]︂

+ . . . + DI1 · · · DIN

[︂
[+ +++ . . . ++] + [−−−− . . . −−] + . . .

+ [++−− . . . −−] + [−−++ . . . ++]
]︂}︃

,

(3.2.21)

where now each term inside the curly brackets is multiplied by a sum of
Dirac delta functions, and we have introduced the notation

[+− . . . +−] ≡ δ [ω + ωI1/2 − ΩI1/2 + . . . + ωIN /2 − ΩIN /2] . (3.2.22)

In passing from Eq. 3.2.15 to Eq. 3.2.21, we have used the known result

F [cos(ω0t)] = π(δ[ω + ω0] + δ[ω − ω0]). (3.2.23)

By examining the signal in frequency, given in Eq. 3.2.21, we see that
the Fourier transform will display delta-like peaks in correspondence to
each modulation frequency inside the arguments of the delta functions.
To exemplify this by means of an example, we report in Fig. 3.4 the
imaginary part of the FID time signal of a V0

Si interacting with a single 29Si
nucleus in the second-neighbor shell, for simplicity, and its normalized
Fourier transform obtained via a numerical Fast Fourier Transform (FFT)
algorithm. Since in this case N = 1, the modulation frequencies are 4
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(a) (b)

Figure 3.4: (a) Imaginary part of the coherence of a neutral VSi in 3C-
SiC as a function of free evolution time at the CCE1 level with ab initio
hyperfine tensor components, for an external magnetic field of 340 G.
The bath contains a single 29Si nucleus in the second-neighbor shell. (b)
Normalized Fourier transform of the signal in the time domain obtained
via a numerical FFT algorithm.

(see Appendix B) and are quantitatively predicted by Eq. B.0.3 to be
0.9448 GHz, 0.9576 GHz, 0.9574 GHz and 0.9451 GHz, respectively, at the
relative amplitude of (1 − ωI+A

ΩI
)/(1 + ωI+A

ΩI
) = 0.27 for the central ones

(see Fig. 3.4b). The modulation frequencies, containing information on
how each nuclear spin in the bath affects the qubit during the dynamics,
can be derived directly from the pure-dephasing Hamiltonian 1.3.3, in
the CCE1 case or whenever H n−n = 0. In particular, they are obtained as
linear combinations of our system’s eigenenergies, as we demonstrate in
Appendix C.

At this point, the difference in the modulation frequencies in going
from the semiclassical to the ab initio curve in Fig. 3.3 is explained by
considering the dependency of those frequencies, given in Eq. 3.2.15, on
the hyperfine tensor components through ΩIi . In particular, in the case
where the bath is composed by a single 13C nucleus in the first neighbor
shell, there are only two frequencies in the terms (+−) and (++). The
first frequency doubles its value, from 13.1 MHz to 29.4 MHz, by using
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the ab initio calibration.

3.2.2 Hahn-Echo

In NMR/EPR systems environmental noise takes the form of magnetic
field noise that results from the effect of accumulating disturbances from
each nuclear spin-generated magnetic field (such static magnetic field in-
homogeneity causes inhomogeneous broadening of the spectral lines [28]).
To limit inhomogeneous broadening, we have applied the Hahn-echo se-
quence [127], an established control technique [128, 20] allowing to refo-
cus the spin coherence and thus enlarge its decoherence time [163, 20],
which is the main goal of this subsection.

In this regard, the most important part of the spin-echo sequence is
an intermediate π pulse applied to the qubit which allows to refocus
the spin coherence resulting from the effect of static magnetic field in-
homogeneities [27]. Consequently, the dynamics can be described in the
following way:

ρHE(τ) = UHE(τ)ρS(0)U†
HE(τ), (3.2.24)

where UHE(τ) = e−iH τ/2e−iπSx e−iH τ/2e−iπ/2Sx is the Hahn-echo propa-
gator and ρS(0) is the same as for the FID case. Now, as a first order
approximation, at the CCE1 level we can obtain analytical expressions for
the coherence real and imaginary parts in the pure-dephasing approxima-
tion [20], as in the FID case. Therefore, the qubit coherence components
in 3.2.1, after the Hahn-echo sequence, can be written as [128]

⟨Sx⟩HE(τ) = 0, (3.2.25)

⟨Sy⟩HE(τ) =
N

∏
i=1

[︂
1 − 2ki

+1,0 sin2
(︂

ΩIi

τ

4

)︂
sin2

(︂
ωIi

τ

4

)︂]︂
, (3.2.26)

where

ki
+1,0 =

B2
i

Ω2
Ii

(3.2.27)
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(a) (b)

Figure 3.5: Hahn-echo evaluated with CCE1 and CCE2 with semiclassical
hyperfine tensor components: absolute value of the coherence of a V0

Si in
3C-SiC as a function of time, for an external magnetic field of 200 G. The
result is averaged over 50 different baths. (a): the blue curve is calculated
analytically (Eq. 3.2.26) or at the CCE1 level and the red one is calculated
at the CCE2 level. The decoherence time is in the ms range. (b): fitting
of the red curve of Fig. 3.5a with an exponential function e−(t/T2)

n
. Inset:

the optimal values for the fitting parameters T2, in ms, and n.

is the modulation depth parameter of the i-th nuclear spin between the
|0⟩ and | + 1⟩ qubit states. Eq. 3.2.26 describes fast oscillations of the
qubit coherence, or modulations (see Fig. 3.5), known in the literature
as Electron Spin Echo Envelope Modulation (ESEEM), which are due to
single nuclear spin transitions [128]. The real part of the coherence is zero
also at t = τ because of the refocusing action of the central π pulse.

Our results on the Hahn-echo extend the findings in Seo et al. [20] to
a neutral VSi in 3C-SiC. Indeed the coherence decay is already obtained
at the CCE2 level, as shown in Fig. 3.5a (this does not preclude the possi-
bility of having further effects beyond CCE2). The figure shows the qubit
coherence as a function of free evolution time, for an external magnetic
field of 200 G. The blue curve is calculated at the CCE1 level, and exactly
coincides with the analytical curve obtained as a graph of Eq. 3.2.26,
as in the FID case. This should be the case since Eq. 3.2.26 is obtained
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precisely by following the analytical counterpart of the numerical pro-
cedure behind the CCE1 approach, i.e. by neglecting H n−n in 1.3.5 and
thereby considering the coherence as a product of independent contribu-
tions coming from each nuclear spin. On the other hand, the red curve
in Fig. 3.5 is calculated at the CCE2 level and presents the decay (note
the difference with FID, for which CCE1 and CCE2 give similar results).
Thus, interactions of the qubit with pairs of coupled nuclear spins within
the bath cause a coherence decay that survives to the spin-echo proto-
col [20]. Furthermore, we demonstrate that the coherence decay of a V0

Si
is in the ms range (see Fig. 3.5b), whereas for FID it is in the 0.01 ms range
(this difference is crucial in QT applications). The figure shows a fitting
of the red curve of Fig. 3.5a with a stretched exponential function. The
fitting curve’s parameters are the Hahn-echo decoherence time and the
stretching factor, whose optimal values are T2 = 1.13 ms and n = 2.38,
respectively. Due to the presence of a stretching factor, we demonstrate
that also for a VSi in 3C-SiC the decay of the coherence envelope is not
exponential, which is a typical behavior for qubits in NMR/EPR and in
general in the solid state. As a matter of fact, this also happens for super-
conducting qubits, which are usually subjected to 1/ f -type noise from
the environment [28].

Then, we have used the ab initio calculated values of the hyperfine ten-
sor components listed in Table 1.2 in our CCE code. The comparison of
the resulting coherence curve with the semiclassical one, for an external
applied magnetic field of 200 G, is shown in Fig. 3.6. The main difference
is in the modulation effect, whereas the decay, and hence the decoher-
ence time, is almost unchanged. Again, doing the comparison with FID
we see that spin-echo protocols are more robust against the hyperfine
tensor components change due to the ab initio calibration. This is due
to the refocusing π pulse that lifts the dependence on one-body interac-
tions, which are more affected by the ab initio calibration. This is in turn
due to there being way more one-body interactions where the electron-
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Figure 3.6: Hahn-echo evaluated with CCE2 with semiclassical (Eq. 1.3.9)
and ab initio (Table 1.2) hyperfine tensor components: absolute value of
the coherence of a neutral VSi in 3C-SiC as a function of free evolution
time, for an external magnetic field of 200 G. The result is averaged over
50 different baths.

nuclear spin distance is such that the ab initio value is used as opposed
to two-body interactions where both nuclear spins are close enough to
require the ab initio calibration. This behavior is understood by looking
at Eq. 3.2.26, for which a similar reasoning used in the passage from Eq.
3.2.10 to Eq. 3.2.14 can be applied to analytically calculate the modulation
frequencies. Those frequencies depend both on the single nuclear spin
Larmor frequencies and the hyperfine tensor components through ΩIi .
Therefore, if any of the 50 random baths in a given simulation happens
to have a nuclear spin in the first or second neighbor shell, the hyperfine
tensor components entering Eq. 3.2.26, and thereby the modulations of
the coherence, will be modified. We find the change of the modulation
frequencies by using the ab initio calibration to be of the same order of
magnitude as in the FID case (see the last paragraph of subsection 5.1).
As for the decoherence effect, which is at least caused by two-body in-
teractions between nuclear spins (it appears at least at the CCE2 level),
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the probability of having two nuclear spins in the first and second neigh-
bor shell is less than the probability of having just one, thus conditioning
less the coherence decay. This is a consequence of the chosen numerical
random bath-generating procedure.



Chapter 4
Sensing via a Defected 3C-SiC
Nanoparticle

4.1 Introduction

Up to now we have focused our work on various kinds of defects in the
bulk of WBG semiconductors for applications in nanoelectronics (where
they are an issue, Chapter 2) or quantum technologies (where they are a
resource, Chapter 3). However, at this point it is quite useful to extend the
kind of analysis we carried out in Chapter 3 to the study of our proposed
defect (V0

Si) in 3C-SiC nanoparticles (with volumes ∼ 300 nm3). The inter-
est resides in the fact that defected nanostructures can amplify the fields
used as external drivers and manifest plasmon or plasma-polariton effects
that are interesting for the coupling of those external fields to the defect’s
evolving states [164, 165]. This has also important biomedical application
involving sensing [166, 167]. Furthermore, localized defects in nanoparti-
cle tips are utilized as quantum sensors for thermometry and magnetom-
etry at the nanoscale [168, 169, 170] (mostly employing Nitrogen-Vacancy
centers in diamond).

Nanoparticles have different shapes depending on whether the sam-
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ple is in a thermodynamic equilibrium state or not [171]. The Equilib-
rium Crystal Shape (ECS) is not reachable during growth and can be ob-
tained by putting the sample in contact with a reservoir of silicon and
carbon atoms in thermodynamic equilibrium with it. The ECS can be
theoretically predicted by applying the thermodynamic Wulff construc-
tion [172, 173]. Kinetic effects stemming from the growth process are
due to the intrinsically nonequilibrium nature of the growth itself. These
effects change the nanoparticles’ shape into what is known in the litera-
ture as Kinetic Crystal Shape (KCS). Due to the many different methods
that have been developed to carry out a growth process, of which un-
derpotential deposition is just one [174], various theoretical approaches
have been devised to tackle the problem and predict the KCS, which is
therefore process-dependent. The phase-field approach has been intro-
duced to model the geometric evolution of thin crystalline films [175]
and has been successfully applied for the determination of realistic KCS
of generic nanoparticles [176], homoepitaxial GaAs fins [177] and faceted
crystals [178]. The phase-field approach allows for the evaluation of the
growth velocity of each facet involved in the growth process, which as we
will see constitutes the main parameter entering the modified thermo-
dynamic Wulff construction [179, 173]. The fundamental parameters that
are necessary to determine the ECS and KCS (in a given experimental set-
ting) for 3C-SiC nanoparticles have been evaluated in refs. [180] and [39],
respectively. Furthermore, in ref. [181] molecular dynamics simulations
predicting the KCS of different initial structures of 3C-SiC nanoparticles
are presented. Our goal is then to determine the ECS and KCS (in the
experimental setting of Masullo et al. [39]) of a 3C-SiC nanoparticle with
a V0

Si within it and calculate the defect’s (loss of) coherence as a func-
tion of free evolution time, for different nanoparticle (and hence bath)
shapes and by varying the defect’s position inside the nanoparticle. The
control technique applied to the defect is the Hahn-echo sequence. On
the other hand, FID processes are not applied due to the system’s sen-
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sitivity to magnetic noise being detrimental in quantum sensing applica-
tions [182, 183]. On the flip side, when dealing with quantum sensing
applications it is useful to extract from the dynamics, or from its Fourier
transform, properties pertaining to the system we are interested in (the
bath), so that a strong decoherence could be exploited. That is why this
chapter is the most speculative in all the thesis and presents preliminary
results.

The rest of the chapter is organized as follows: in Section 4.2 we
utilize the Wulff construction to find the 3C-SiC nanoparticle shapes in
thermodynamic equilibrium (Subsection 4.2.1) and after a kinetic growth
process has been applied (Subsection 4.2.2), both in the Masullo et al.
experimental setting and others of our choice. Then, in Section 4.3 we
apply the same analysis to a pyramidal nanoparticle. We evaluate the de-
coherence effect of the qubit in each nanoparticle structure and find the
one giving rise to the slowest coherence decay. Finally, in Section 4.4 our
conclusions are drawn.

4.2 Wulff Construction for a 3C-SiC Nanoparti-
cle

In order to assess the nanoparticle shape of a given material two methods
are most used in the literature, ab initio methods and the Wulff construc-
tion [184]. The latter is a procedure allowing to construct the shape of a
nanoparticle from the knowledge of parameters that can be calculated by
using the former method [172].

Inside the nanoparticle, the way in which we model the defect, or elec-
tron spin, and describe its interaction with the nuclear spin bath is already
reported in Chapter 1 (even though the extension of the bulk analysis to
defects in nanoparticles is an assumption at this point). As a summary
and to provide additional information, both the electron-nuclear spin and
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the nuclear-nuclear spin interaction strengths die off as r−3, where r is
the distance between the two objects (see Eq. 1.3.9). Hamiltonian 1.3.3
is already expressed in the pure-dephasing approximation (Sz is the only
qubit operator present), in which no qubit transition caused by the in-
teraction with the bath is allowed, and that is justified by the substantial
mismatch between the qubit Zeeman term (entering its eigenfrequencies)
and the ones of the nuclear spins (|γe| ≫ |γi| for all i) [32]. The electron
spin eigenbasis is {|1⟩, |0⟩, | − 1⟩}, but as a direct consequence of the form
of Hamiltonian 1.3.3, by appropriately initializing the electron spin in the
|0⟩ state and choosing the control pulses as having precisely the right fre-
quency ω1 = D + γeBz, the | − 1⟩ state can be taken out of the dynamics
since no transitions are allowed towards it (thus the electron spin behaves
as a qubit).

4.2.1 Equilibrium Crystal Shape

The first classical version of Wulff construction that has been introduced
in the literature is the thermodynamic Wulff construction [173], which is a
recipe for constructing the shape of a nanoparticle put in thermodynamic
equilibrium contact with a reservoir of its constituent atoms. From the
experimental point of view such shape cannot be obtained during the
growth process, which is not an equilibrium process and introduces ki-
netic effects altering the shape. Therefore, after a nanoparticle has been
grown, a contact with a silicon and carbon atom reservoir at the same
temperature but different chemical potential is necessary to ensure the
emergence of those facets with the lowest surface energy density. This
is precisely an energy minimization process. It is thereby not surprising
that the parameters needed for the determination of the ECS are the sur-
face energy density γ(lmn) of each facet involved. In its original formula-
tion, the thermodynamic Wulff construction states that the normal vector
length h(lmn) to the generic (lmn) facet manifesting itself in the equilib-
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rium shape is proportional to the facet’s surface energy density [173],

γ(lmn) =
h(lmn)

λ
, (4.2.1)

where h(lmn) is the normal distance from the center of the nanoparticle
(Wulff point) to the (lmn) facet and λ is a constant accounting for volume.
Consequently, the ECS is obtained as the inner envelope of those planes
defined through their normal vectors h⃗(lmn) [172],

Sw = {r⃗ : r⃗ · n̂ = λγn̂ for all unit vectors n̂} , (4.2.2)

where n̂ = (l, m, n)/
√

l2 + m2 + n2. Thus, we have generated the nuclear
spins within a 3C-SiC nanoparticle in the equilibrium shape via the same
procedure as for the pyramidal one (Section 4.3). What remains to do is
to calculate the surface energy density of the most important low-index
facets. Precisely this has been done in ref. [180], where the surface energy
densities are calculated via ab initio methods to be γ(111) = 19 eV/nm2

(Si-terminated), γ(1̄1̄1̄) = 21 eV/nm2 (C-terminated), γ(001) = 15 eV/nm2

and γ(110) = 21 eV/nm2.
The equilibrium nanoparticle shape obtained by using these ab ini-

tio data for the surface energy density is shown in Fig. 4.1. The vol-
ume constant appearing in Eq. 4.2.2 and describing, along with the
surface energy densities, the volume of the nanoparticle is chosen to be
λ = 0.25 nm3. The final volume itself, depending also on the γ(lmn) pa-
rameters, is approximately equal to 290 nm3 for a nanoparticle containing
∼ 20000 atoms. In Fig. 4.2 we show our results on the absolute value of
the qubit coherence as a function of free evolution time. The application
of CCE theory for defects in nanostructures is debatable at this point and
we would have liked to justify it by means of a realistic model. However,
a tentative initial support for our assumption, to be confirmed by theo-
retically/computationally experimenting with it, comes from the theory’s
high convergence property with respect to small baths [32] (which proves
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Figure 4.1: Atomic structure of the equilibrium crystal shape of a 3C-SiC
nanoparticle attached to the bulk of the material. The cutting planes are
obtained via Eq. 4.2.2 with the surface energy density ab initio data taken
from Filimonov et al. [180], and are the {111}, {001} and {110} facets.
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(a) (b)

Figure 4.2: Hahn-echo evaluated with CCE2: absolute value of the coher-
ence of a neutral VSi in the equilibrium crystal shape of a 3C-SiC nanopar-
ticle as a function of free evolution time. The external magnetic field is
430 G. The curves are averaged over 50 different baths. (a) The qubit-edge
distance is varied from 0 to 5 nm with a 1 nm increment. (b) Zoom in the
region near the edge with a 0.2 nm increment.

its applicability in these cases). Another assumption we make regards
the usefulness of Hahn-echo techniques for sensing, which is certainly a
source of further work, combined with a rigorous quantitative analysis of
the time scales entering the decay and how it is different from the FID
case (as we did in Chapter 3). For simplicity of implementation, this time
the qubit-edge distance is what differentiates one curve from the other in
Fig. 4.2. This is the reason why the blue curve shows the slowest decay,
being the one in which the qubit is surrounded by the less numerous nu-
clear spin bath. Note also that the jump in the coherence function, which
for the pyramidal nanoparticle occurs between the 0.6 and the 0.4 nm
curve, for the equilibrium shape occurs between the 1.0 and the 0.0 nm
curve. This is due to the ECS having way less sharp edges with respect
to the pyramidal nanoparticle (see below), and thereby having way more
room for nuclear spins in the bath (cfr. Figs. 4.7b and 4.1).
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4.2.2 Kinetic Crystal Shape

Before being able to reach the equilibrium shape of a nanoparticle of a
given material in the laboratory, one has to grow that nanoparticle by
exploiting a specific protocol whose end result differs from the ECS due
to kinetic effects being accumulated in the process [177, 178]. In order to
theoretically predict the KCS, a modified version of the Wulff construc-
tion has been introduced, which is known in the literature as modified
thermodynamic Wulff construction [172, 173]. The idea behind it is sim-
ilar to that of the original thermodynamic Wulff construction, the only
differences being the substitution of the surface energy densities with the
growth velocities of each facet involved and the introduction of the time
parameter. The edge facets corresponding to the kinetic shape can be
obtained via [173]

SK = {r⃗ : r⃗ · n̂ = λ(t)vn̂ for all unit vectors n̂} , (4.2.3)

where vn̂ is the orientation-dependent growth velocity and the nanopar-
ticle volume constant depends on time, as it should be for a growth pro-
cess. Despite the growth process being a time-dependent phenomenon,
in specific experimental situations, in which the growth time frame is way
longer than the kinetic effects time frame, it can be regarded as stationary.
In particular, that is the case in ref. [39], whose growth velocities relative
to that of the (111) facet (chosen as unitary), v(1̄1̄1̄) = 3.12, v(001) = 1.82
and v(110) = 5.55, are used in this chapter to determine the KCS.

The result for the kinetic nanoparticle shape is shown in Fig. 4.3. The
nanoparticle volume constant has been chosen to be λ = 0.035 nm3 in
order to obtain a similar final volume to that of the nanoparticle in ther-
modynamic equilibrium. In Fig. 4.4 we show our results on the absolute
value of the qubit coherence for the kinetic shape of the nanoparticle. An
important thing to note is the fact that Fig. 4.4a shows a slower decay
for the blue curve with respect to the equivalent one in the ECS case.
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Figure 4.3: Atomic structure of the kinetic crystal shape of a 3C-SiC
nanoparticle attached to the bulk of the material. The cutting planes are
obtained via Eq. 4.2.3 with the growth velocity data taken from Masullo
et al. [39], and are the {111} and {001} facets.
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(a) (b)

Figure 4.4: Hahn-echo evaluated with CCE2: absolute value of the co-
herence of a neutral VSi in the kinetic crystal shape (in the experimental
conditions of Masullo et al. [39]) of a 3C-SiC nanoparticle as a function
of free evolution time. The external magnetic field is 430 G. The curves
are averaged over 50 different baths. (a) The qubit-edge distance is varied
from 0 to 5 nm with a 1 nm increment. (b) Zoom in the region near the
edge with a 0.2 nm increment.

(a) (b)

Figure 4.5: Atomic structures of 3C-SiC nanoparticles attached to the bulk
of the material. The cutting planes are obtained via Eq. 4.2.3. (a) The
relative growth velocities are v(1̄1̄1̄) = 3.12, v(001) = v(111) = 1 and v(110) =
5.55, a modified version of the ones from Masullo et al. [39]. (b) The
relative growth velocities are v(1̄1̄1̄) = 3.12, v(001) = 1.82 and v(110) =
v(111) = 1.
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That is the result of the kinetic nanoparticle being more peaked than the
equilibrium one in the negative direction of the z axis (cfr. Figs. 4.2a and
4.4a). Therefore, the results suggest that the kinetic shape is structurally
halfway between the equilibrium shape and the pyramidal one, analyzed
in the next section.

The next question we posed ourselves involved how we can depart
from the experimental conditions in Masullo et al. [39] to be able to in-
vestigate other interesting kinetic shapes with our theoretical analysis. In
order to do that we have tweaked the growth velocity parameters in our
simulations until we obtained two visibly different structures with respect
to the KCS. First we have lowered the growth velocity corresponding to
the (001) facet so that v(001) = v(111) and left the other ones unchanged.
Then we proceeded by doing the same thing for the growth velocity as-
sociated to facet (110). The atomic structures we have thus obtained are
shown in Figs. 4.5a and 4.5b, respectively. Our results on the absolute
value of the qubit coherence are instead shown in Fig. 4.6. In the first
row we present the results for the first modified kinetic shape, for which
the similarity with the ECS results of Fig. 4.2 is immediately clear. This
is due to the two structures being fairly similar, with the kinetic one dif-
fering only in the slightly sharper (001) facet (cfr. Figs. 4.5a and 4.1).
The results for the second modified kinetic shape are instead shown in
the second row of Fig. 4.6, and are way more similar to that of the initial
kinetic shape of Fig. 4.4 and to that of the pyramidal nanoparticle (Fig.
4.8). This is due to this structure being way sharper than the one depicted
in Fig. 4.5a. Therefore, this study suggests the use of nanoparticles with
sharp tips in sensing experiments, the sharpest being the pyramidal one.
This is due to the fact that a qubit within them has an increased compar-
ative response to the number of nuclear spins surrounding it with respect
to the same qubit in other types of structures. Out of the kinetic shapes
we have taken into account the one whose relative growth velocities are
v(1̄1̄1̄) = 3.12, v(001) = 1.82 and v(110) = v(111) = 1 is the closest one to
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(a) (b)

(c) (d)

Figure 4.6: Hahn-echo evaluated with CCE2: absolute value of the co-
herence of a neutral VSi in two modified versions of the KCS (in the
experimental conditions of Masullo et al. [39]) of a 3C-SiC nanoparti-
cle as a function of free evolution time. The external magnetic field is
430 G. The curves are averaged over 50 different baths. (a-b) The relative
growth velocities are v(1̄1̄1̄) = 3.12, v(001) = v(111) = 1 and v(110) = 5.55.
(c-d) The relative growth velocities are v(1̄1̄1̄) = 3.12, v(001) = 1.82 and
v(110) = v(111) = 1.
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(a)

(b)

Figure 4.7: (a) Schematic drawing of the pyramidal 3C-SiC nanoparticle
without the bulk part. The height of the nanoparticle is divided up into
the base-qubit distance b and the qubit-top distance d, with the qubit
located at the origin of the coordinate system. The visible triangular
facets are {111} and {11̄1}. (b) Atomic structure of the pyramidal 3C-
SiC nanoparticle attached to the bulk of the material.

the behavior of the pyramidal nanoparticle. As a consequence of our re-
sults, we propose an experiment in which the nanoparticle in Fig. 4.5b
is constructed and then utilized to sense the presence of nearby nuclear
spins and thereby assess their concentration in unknown materials under
study. One possible strategy to perform measurements of a qubit coher-
ence has been adopted in ref. [20], which has been our main inspiration
for the application of CCE theory to deal with our system’s dynamics.
Our proposal is to generalize Seo’s coherence measurements to a qubit
in the tip of our nanoparticle in Fig. 4.5b for nuclear spin bath sensing
applications.
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4.3 Pyramidal Nanoparticle

Another important nanoparticle shape we analyze is the pyramidal one,
and in this choice we are inspired by the typical form of the tip of the in-
struments in Atomic Force Microscopy (AFM) experiments [185, 186, 187].
A schematic view of the pyramidal nanoparticle can be found in Fig. 4.7a.
Here the four triangular facets are directed towards the [111], [11̄1], [1̄1̄1]
and [1̄11] directions, respectively, and for simplicity the bulk of the ma-
terial in the [001̄] direction is not shown. Moreover, the height of the
nanoparticle is h = b + d, where b is the bulk-qubit distance, d is the
qubit-tip distance and the qubit is located at the origin of the coordinate
system. In Fig. 4.7b we show the atomic structure of the nanoparticle at-
tached to the bulk of the material. Then, the question is how the variation
of the coherence function in time will change as a result of the different
nanoparticle shapes we will consider, and hence of the different nuclear
spin bath configuration, and as a result of the different location of the
qubit within the nanoparticle.

Finally, our results on the decoherence of a neutral VSi in a pyrami-
dal 3C-SiC nanoparticle are shown in Fig. 4.8. In Fig. 4.8a we show the
absolute value of the qubit coherence as a function of free evolution time
(introduced in Eq. 3.2.24), for an external magnetic field of 430 G. Six
different curves are shown in which the qubit is ever closer to the tip of
the pyramidal nanoparticle. Fig. 4.8b shows instead how the decoherence
effect is affected by the proximity of the qubit to the tip of the nanoparti-
cle. As can be clearly seen, the farther the qubit is from the bulk the fewer
are the nuclear spins surrounding it, and that is reflected by the loss of
coherence being more pronounced for the blue curve with respect to the
maroon one. Note also that decoherence is not completely finished after
5 ms for the 5 nm curve. Furthermore, there is a visible jump between
the green and the red curve in Fig. 4.8b, which indicates that the nuclear
spins interacting more strongly with the qubit (the closest ones [16]) are
no longer present. Therefore, in this study we propose to exploit defects
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(a) (b)

Figure 4.8: Hahn-echo evaluated with CCE2: absolute value of the co-
herence of a neutral VSi in a pyramidal 3C-SiC nanoparticle as a function
of free evolution time. The external magnetic field is 430 G. The curves
are averaged over 50 different baths. (a) The bulk-qubit distance is varied
from 0 to 5 nm with a 1 nm increment. (b) Zoom in the region near the
tip with a 0.2 nm increment.

in 3C-SiC nanoparticles for sensing applications in AFM experiments. In
particular, by performing coherence measurements of a defect in the tip of
the instrument, alone and in contact with a material whose paramagnetic
nuclei’s concentration is unknown, one could have a sense of the number
of naturally occurring isotopes by measuring a drop in the decoherence
time.

4.4 Discussion

In conclusion, in this chapter we have generalized the approach we have
followed in other studies [15, 16] to defected 3C-SiC nanoparticles, on the
basis of an educated guess. The approach consists in applying the Hahn-
echo sequence on a qubit (or defect) within the nanoparticle and using
CCE theory to model the dynamics of the qubit interacting with the nu-
clear spin bath, resting on the assumption that it works well for small
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baths (as we see in ref. [32]). First we applied the thermodynamic and
modified thermodynamic Wulff construction to obtain the proper 3C-SiC
nanoparticle shape in thermodynamic equilibrium and after a particular
growth process (here we choose the one from ref. [39]), respectively. For
what concerns the ECS, we noticed that the jump in the coherence func-
tion occurs farther from the edge with respect to the pyramidal nanopar-
ticle. This is due to the ECS having way less sharp edges with respect
to the pyramidal nanoparticle, and thereby having way more room for
nuclear spins in the bath. Therefore, we found that the nuclear spin bath
reduction that takes place in 0.2 nm in the pyramidal nanoparticle, in the
equilibrium one occurs in 1.0 nm. Moving on to the KCS, we found that
the corresponding coherence curves show a slower decay with respect
to the equivalent ones in the ECS case. That is the result of the kinetic
nanoparticle being more peaked than the equilibrium one in the negative
direction of the z axis, suggesting that the kinetic shape is structurally
halfway between the equilibrium shape and the pyramidal one. Then
we modified Masullo’s KCS by varying the relative growth velocity of
each facet, until we obtained two visibly different atomic structures (Fig.
4.5). For the first modified kinetic shape the relative growth velocities are
v(1̄1̄1̄) = 3.12, v(001) = v(111) = 1 and v(110) = 5.55. For this shape the co-
herence results show a strong similarity with that of the ECS, due to their
similar atomic structures. On the other hand, for the second modified
kinetic shape the relative growth velocities are v(1̄1̄1̄) = 3.12, v(001) = 1.82
and v(110) = v(111) = 1. The associated coherence results are way more
similar to that of Masullo’s KCS and to that of the pyramidal nanopar-
ticle, due to the similar structures with sharper edges. Then we showed
our results on the pyramidal nanoparticle itself, taking inspiration by the
tip of the instrument in AFM experiments. We have found that there is
a visible jump between the green and the red curve in Fig. 4.8b, which
indicates that the nuclear spins interacting more strongly with the qubit
are not present due to the sharpness of the nanoparticle’s (001) facet.
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Ours are only preliminary results that (if confirmed) suggest the use of
nanoparticles with sharp tips in sensing experiments, the sharpest being
the pyramidal one. That is because a qubit within them has less neigh-
boring nuclear spins of the nanoparticle with respect to the same qubit in
other types of structures (and equivalently the closest nuclear spins will
be the ones from the material under study in a sensing experiment).
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Conclusions

In conclusion, we have studied point-defects in wide band gap semicon-
ductors from two different points of view, in the nanoelectronics realm
(where they cause issues) and in the quantum technology one (where
they are a resource).

In nanoelectronics, the Car-Parrinello molecular dynamics and the
nudged elastic band method have been used to show that Aluminum
Frenkel defects may form bistable centers that can act as traps of elec-
trical charges in disordered and stoichiometric α-Al2O3. Furthermore,
the application of a polaronic model representing a distribution of indi-
vidually interacting energy levels with an internal reconfiguration mode
and coupled to continuous bands of carriers has shown that such trap
states can explain the hysteresis mechanism in the C-V measurements of
Al2O3/AlGaN capacitors. We acknowledge that this bistable hysteretic
behavior can emerge from different types of oxide defects, whose experi-
mental and theoretical investigation could enhance the understanding of
MOS devices based on the Al2O3 gate dielectric.

In quantum technology, we have used DFT through the quantum
espresso code to study the formation energy of the silicon vacancy in
3C-SiC, analyzing its charge states and finding their range of stability
as a function of the Fermi level. Thus, we have demonstrated that the
less studied neutral charge state of the VSi is the most stable for p-doped
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3C-SiC samples. Moreover, our results on the hyperfine tensor show im-
portant deviation with respect to the semiclassical estimates of the model
parameters obtained with Eq. 1.3.9. We have studied both Hahn spin-
echo and FID as protocols applied to our qubit, finding the equations
(Eqs. 3.2.9 and 3.2.10) that describe FID when the nuclear spins are non-
interacting with each other. By appropriately rewriting those equations
we have been able to analytically calculate the FID modulation frequen-
cies and associate them to the system’s eigenenergies, and thus to its mag-
netic parameters. Furthermore, by applying the CCE theory by means of
our code we have shed light within reliable approximations on the ES-
EEM phenomenon and the decoherence of the spin associated to the de-
fect when Hahn spin-echo protocols are applied to the system, or after
free evolution. The estimated VSi decoherence time in 3C-SiC after Hahn-
echo is in the milliseconds range, thus gaining at least two orders of mag-
nitude with respect to FID. We have also evaluated the non-exponential
character of the coherence decay, which is typical for qubits in solid-state
devices. Finally, for the Hahn-echo we have demonstrated that modeling
the 3D distribution of the spin density in the vicinity of the qubit in our
CCE simulations, by using ab initio methods, has an effect on the coher-
ence modulations known as the ESEEM phenomenon, but not as much
on the decoherence effect. For the FID process the effect is instead more
pronounced.

For what concerns the defected 3C-SiC nanoparticles, our preliminary
results suggest the use of nanoparticles with sharp tips in sensing exper-
iments, the sharpest being the pyramidal one. That is because a qubit
within them has less neighboring nuclear spins of the nanoparticle with
respect to the same qubit in other types of structures (and equivalently
the closest nuclear spins will be the ones from the material under study
in a sensing experiment).



Appendix A
Supplemental material on the
simulations

In this Appendix we are going to present all the results on the conver-
gence of the parameters entering our simulations.

First of all, in Fig. A.0.1 we show the dependence of the coherence
on the axial component D in a FID process. Since in our CCE code the
Hamiltonian is written in the pure-dephasing approximation from the
start, these results are obtained by using the PyCCE code from the Galli
group [188]. As can be seen from the figure, by adding E = −0.41 MHz
(right panel) the result does not change appreciably, so that our choice
of neglecting E is justified. Then, in Fig. A.0.2 we have studied the de-
pendence of the coherence on the radius of the spherical bath Rbath at the
CCE1 level, which is sufficient for analyzing FID.

From the figure we see that already for a bath with a radius of dimen-
sion Rbath = 2.5 nm the result is almost completely converged, justifying
our choice of Rbath = 5 nm. It is important to stress here that in the con-
text of CCE simulations convergence has been established qualitatively
by identifying the coherence curve which does not appreciably deviate
from the ones at lower and higher value associated to the parameter to be
converged, as in ref. [20].
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(a) (b)

Figure A.0.1: CCE2 absolute value of the coherence of a neutral VSi in
3C-SiC as a function of free evolution time, with different values for the
axial component D of the ZFS tensor, for an external magnetic field of
500 G. The dynamics implemented is a free evolution, or FID process,
and the results are averaged over 50 different baths. (a): the transversal
component E of the ZFS tensor is absent. (b): the transversal component
E of the ZFS tensor is present (E = −0.41 MHz). The curves are obtained
with the PyCCE code from the Galli group [188].
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(a) (b)

Figure A.0.2: CCE1 absolute value of the coherence of a neutral VSi in
3C-SiC as a function of free evolution time, with different values for the
radius of the spherical bath Rbath, for an external magnetic field of 340 G
(a) and 500 G (b). The dynamics implemented is a free evolution, or FID
process, and the results are averaged over 50 different baths.

Finally, in Fig. A.0.3 we show the dependence of the coherence on the
number of realizations of the bath N , again at the CCE1 level and for a
reduced bath of Rbath = 4 nm. Note that already a mean over 50 different
baths is sufficient to obtain a reasonably well-converged coherence curve,
which is why we choose N = 50 in the main body of the thesis.



102APPENDIX A. SUPPLEMENTAL MATERIAL ON THE SIMULATIONS

(a) (b)

Figure A.0.3: CCE1 absolute value of the coherence of a neutral VSi in
3C-SiC as a function of free evolution time, with different values for the
number of bath realizations N , for an external magnetic field of 500 G.
The dynamics implemented is a free evolution, or FID process, and the
radius of the spherical bath is Rbath = 4 nm. (a): the hyperfine tensor
components are calculated via Eq. 1.3.9. (b): the hyperfine tensor compo-
nents are calculated via ab initio methods based on DFT (Table 1.2).



Appendix B

Induction considerations

In this appendix we give a non-rigorous derivation of Eq. 3.2.15 of the
main text, starting from Eq. 3.2.11, by exploiting induction considera-
tions.

Let’s start by considering the case where there is a single nuclear spin
in our bath, i.e. n = 1. In this case, by using trigonometric formulas, Eq.
3.2.11 can be written as

Σ1(τ) =
1
2

(︃
SI1 cos

[︃(︃
ωI1

2
−

ΩI1

2

)︃
τ

]︃
+ DI1 cos

[︃(︃
ωI1

2
+

ΩI1

2

)︃
τ

]︃)︃
,

(B.0.1)
and thus we have two terms and two modulation frequencies, one for
each term. In the case n = 2 we have instead four terms and eight mod-
ulation frequencies, two for each term, as can be seen by the following
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formula:

Σ2 =
1
8
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(B.0.2)

By analyzing Eqs. B.0.1 and B.0.2 we find some common behaviors that
allow us to infer the form of the equation valid in the general n = N
case to be exactly Eq. 3.2.15. Furthermore, in the general case we have
2N terms and 22N−1 modulation frequencies, 2N−1 for each term. The
number of terms and the number of frequencies per term are not random,
and can be understood, or counted, as the number of ways in which we
can dispose N elements from a set of 2 elements, where the same element
can be repeated at most N times (they are thus called dispositions with
repetitions). For what concerns the number of terms we have to dispose N
elements from the set of values {SIi , DIi} they can take, with a maximum
of N possible repetitions. The number of these dispositions is precisely
2N. Instead, for the number of frequencies per term we have to dispose
N − 1 pairs of elements (pairs of signs), all but the first one, from the
set of values {+,−} they can take, with a maximum of N − 1 possible
repetitions, fixing at the same time the first pair to a (+−) if the term
they are multiplied by starts with an S or to a (++) if the term they are
multiplied by starts with a D. Since the cosine is an even function, we can
make the opposite choice, S −→ (−+) and D −→ (−−), but also in this
case the rules remain the same and nothing changes, so that it is a matter
of taste.

Finally, we give the version of Eq. 3.2.14 in which also the cos(ω1τ)



105

term is put inside of ΣN, i.e.

⟨Sy⟩ =
1

22N

{︃
SI1 · · · SIN

[︂
(−+−+ . . . −+) + . . . + (−++− . . . +−)

+ (+−−+ . . . −+) + . . . + (+−+− . . . +−)
]︂

+ SI1 · · · DIN

[︂
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+ . . .
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[︂
(−+ . . . −− . . . −−) + . . . + (+− . . . −− . . . ++)
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+ . . .

+ DI1 · · · DIN
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+ (++−− . . . −−) + . . . + (++++ . . . ++)
]︂}︃

,

(B.0.3)

where now a new notation is used,

(+− . . . +−) ≡ cos
[︁
(ω1 + ωI1/2 − ΩI1/2 + . . . + ωIN /2 − ΩIN /2) τ

]︁
.

(B.0.4)
In this case there are 22N modulation frequencies, thus their number being
doubled in size, as noticed in the main text. Furthermore, each of the final
modulation frequencies appearing in Eq. B.0.3 can be written as a linear
combination of the eigenvalues of the pure-dephasing Hamiltonian, given
in Eq. 1.3.3, in the CCE1 case (see Appendix C).
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Appendix C
Modulation frequencies

In this Appendix we derive the modulation frequencies from Section 3.2.1
by following a different approach. Let’s start by specializing ourselves to
the case in which there is only one nuclear spin in the bath, i.e. n = 1,
and let’s write the pure-dephasing Hamiltonian 1.3.3 in this case,

H = DS2
z + γeBzSz + γ1BzSz + ASz Iz + BSz Ix. (C.0.1)

The problem’s Hilbert space has dimension dim (H) = 3 × 2 = 6, so that
the matrix representing Hamiltonian C.0.1 is a 6 × 6 one. We report the
matrix in the following:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ω1 +
ωI
2 + A

2 B/2 0 0 0 0
B/2 ω1 − ωI

2 − A
2 0 0 0 0

0 0 ωI
2 0 0 0

0 0 0 −ωI
2 0 0

0 0 0 0 ω−1 +
ωI
2 − A

2 −B/2
0 0 0 0 −B/2 ω−1 − ωI

2 + A
2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(C.0.2)

This is a block-diagonal matrix with three quadrants, one for each of the
three electron spin’s energy levels. Consequently, the third quadrant is of
no interest for us, whereas the second one is already diagonal. It remains
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to diagonalize the first quadrant to be able to write down the first four
eigenvalues, which are given by

ω1 +
ΩI

2
= E1, (C.0.3)

ω1 −
ΩI

2
= E2, (C.0.4)

ωI

2
= E3, (C.0.5)

−ωI

2
= E4, (C.0.6)

where ΩI is defined in Eq. 3.2.12. Now, from Eq. B.0.3 we have the 22N,
in this case 4, modulation frequencies, which are the following,

ω1 −
ωI

2
+

ΩI

2
= E1 + E4, (C.0.7)

ω1 +
ωI

2
− ΩI

2
= E2 + E3, (C.0.8)

ω1 −
ωI

2
− ΩI

2
= E2 + E4, (C.0.9)

ω1 +
ωI

2
+

ΩI

2
= E1 + E3. (C.0.10)

Eqs. C.0.7-C.0.10 are the relations we were looking for between the mod-
ulation frequencies and our system’s eigenenergies. Furthermore, anal-
ogous relations valid in the case n = N can be easily obtained by using
induction considerations.
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