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Abstract

The dream of obtaining a green source of energy, reproducing the

fusion process occurring in nature inside the stars, has been pursued

for many years by the scientific community. Although significant

results have been achieved, unstable phenomena are one of the main

concerns in future fusion plasma reactors, such as ITER, that is the

largest experimental tokamak under construction.

Edge localized modes and runaway electrons are two of the most

relevant problems in tokamak dynamics.

The aim of this thesis is to design and test new techniques to identify

and control instabilities affecting plasma performance. Different

approaches have been investigated, ranging from practical experi-

ments using electrical analogue to synchrotron images processing

and simulations.

The first part of the thesis focuses on the design of an electrical ana-

logue of the plasma behavioural model, exploiting a qualitative low

dimensional model of plasma instabilities. The central part of the

thesis regards runaway electrons detection and simulations. An au-

tomatic platform for the runaway electron pitch angle estimation is

implemented. Progressively, the synchrotron images are analysed us-



x

ing a diagnostic simulation, based on a simplified theoretical model.

In the last part of the work, a comparative study of remote recovery

algorithms of audio signal paves the way for new applications in the

nuclear fusion diagnostics field.

Generally, results confirm the theoretical hypothesis and experimen-

tal data, giving a contribution in the path to make the nuclear fusion

process self-sustainable.

Keywords: nonlinear systems, nuclear fusion, tokamak, diagnostic,

signal processing



Contents

List of acronyms xv

List of Figures xvii

List of Tables xxi

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Nuclear Fusion . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Fusion energy . . . . . . . . . . . . . . . . . . . . 2

1.2.2 Tokamak . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.3 Electron dynamics . . . . . . . . . . . . . . . . . 4

1.2.4 Plasma instabilities . . . . . . . . . . . . . . . . . 6

1.2.5 FTU . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Nonlinear circuits to model and control plasma instabilities 15

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Plasma lower dimensional model . . . . . . . . . . . . 17

2.2.1 The dynamical model . . . . . . . . . . . . . . . 18



xii Contents

2.2.2 Circuit implementation . . . . . . . . . . . . . . 18

2.2.3 Dynamical regions and behaviour . . . . . . . . 22

2.3 Pellet injection . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3.1 The dynamical model . . . . . . . . . . . . . . . 27

2.3.2 Circuit implementation . . . . . . . . . . . . . . 28

2.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4 Thermostat control . . . . . . . . . . . . . . . . . . . . . 32

2.4.1 The dynamical model . . . . . . . . . . . . . . . 32

2.4.2 Circuit implementation . . . . . . . . . . . . . . 33

2.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . 35

2.5 The Jerk dynamics . . . . . . . . . . . . . . . . . . . . . 35

2.5.1 The Jerk Form of plasma instabilities model . . 36

2.5.2 Circuit implementation . . . . . . . . . . . . . . 39

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3 Image-Processing for the Estimation of Pitch Angle for Run-

away Electrons in Tokamak 45

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Runaway Electrons . . . . . . . . . . . . . . . . . . . . . 46

3.3 Synchrotron radiation . . . . . . . . . . . . . . . . . . . 47

3.4 Detection system . . . . . . . . . . . . . . . . . . . . . . 49

3.5 RE characterisation . . . . . . . . . . . . . . . . . . . . . 51

3.6 Architecture of the software platform . . . . . . . . . . 54

3.7 Simulation results . . . . . . . . . . . . . . . . . . . . . . 56

3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 Simulation of Runaway Electrons synchrotron radiation in

FTU 63



Contents xiii

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2 Preliminary studies . . . . . . . . . . . . . . . . . . . . . 64

4.2.1 Data selection . . . . . . . . . . . . . . . . . . . . 64

4.2.2 Time setting images port 3 . . . . . . . . . . . . 65

4.2.3 Intensity light variation . . . . . . . . . . . . . . 67

4.2.4 Plasma parameters . . . . . . . . . . . . . . . . . 69

4.3 SOFT parameters selection . . . . . . . . . . . . . . . . 71

4.3.1 Radiation diagnostic . . . . . . . . . . . . . . . . 71

4.3.2 Detector . . . . . . . . . . . . . . . . . . . . . . . 73

4.3.3 Magnetic field . . . . . . . . . . . . . . . . . . . . 75

4.3.4 Distribution function . . . . . . . . . . . . . . . 78

4.3.5 Phase space grid . . . . . . . . . . . . . . . . . . 81

4.4 Radial profile of runaway electrons . . . . . . . . . . . 83

4.4.1 Radial distribution . . . . . . . . . . . . . . . . . 83

4.4.2 Image inversion procedure . . . . . . . . . . . . 84

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5 Remote recovery of audio signals from videos of optical speckle

patterns 89

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . 90

5.3 Recovery methods and performance measures . . . . 91

5.3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . 91

5.3.2 Differential processing scheme (DIF) . . . . . . 92

5.3.3 Mean intensity (MI) . . . . . . . . . . . . . . . . 92

5.3.4 1-pixel method (1 PIX) . . . . . . . . . . . . . . . 93

5.3.5 Cross-Correlation (CC) . . . . . . . . . . . . . . . 93



xiv Contents

5.3.6 Machine learning method (ML) . . . . . . . . . 95

5.3.7 MIT method . . . . . . . . . . . . . . . . . . . . . 96

5.3.8 Performance measures . . . . . . . . . . . . . . . 96

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6 Overall Conclusions and Future Perspectives 101

Bibliography 105



List of acronyms

Acronyms / Abbreviations

ELMs Edge Localized Modes

FFT Fast Fourier Transform

FTU Frascati Tokamak Upgrade

PCB Printed Circuit Board

PFC Plasma Facing Components

REIS Runaway Electron Imaging and Spectroscopy System

RE Runaway Electrons

SINAD Signal to Noise and Distortion ratio

SOFT Synchrotron-detecting Orbit Following Toolkit





List of Figures

1.2 Particle orbit in a magnetic field . . . . . . . . . . . . . 5

1.3 Frascati Tokamak Upgrade (FTU) . . . . . . . . . . . . . 7

2.1 Circuit diagram . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Physical implementation of the circuit . . . . . . . . . 22

2.3 Damped oscillations (δ,η) = (0.5,0.668). . . . . . . . . . 23

2.4 Periodic oscillations (δ,η) = (0.5,0.55). . . . . . . . . . 24

2.5 Chaotic oscillations (δ,η) = (0.5,0.08). . . . . . . . . . . 24

2.6 ELMs oscillations (δ,η) = (0.5,0.011). . . . . . . . . . . 25

2.7 Analysis of the dynamical behaviour of the system 2.1

with respect to the parameter η . . . . . . . . . . . . . . 26

2.8 Circuit diagram in the case of pellet injection. . . . . . 28

2.9 Experimental trend of z variable before pellet injection. 29

2.10 Experimental trend of ELMs during pellet injection (η=
0.5 and tper i od = 50). Perturbations P(t) are shown by

green lines in the case (a) and by red lines in the case (b). 30

2.11 Experimental trend of the attractor on the zy-plane

before pellet injection. . . . . . . . . . . . . . . . . . . . 31



xviii List of Figures

2.12 Experimental trend of the attractor on the zy-plane

after pellet injection. . . . . . . . . . . . . . . . . . . . . 31

2.13 Experimental trend of ELMs with pellet injection by

varing the parameter tper i od . Perturbations P(t) are

shown by green lines in the case (a) and by red lines in

the case (b). . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.14 Circuit diagram in the case of thermostat control. . . . 34

2.15 Attractors in the case of thermostat control application. 35

2.16 Bifurcation diagrams with respect to the control param-

eter k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.17 Attractors of plasma model in jerk form . . . . . . . . . 39

2.18 Circuit diagram of the plasma model in jerk form. . . . 41

2.19 Jerk plasma lower dimensional model circuit. . . . . . 42

3.1 Example of FTU visible light image . . . . . . . . . . . . 48

3.2 Overview of the Detection system . . . . . . . . . . . . 49

3.3 Overview of the REIS head . . . . . . . . . . . . . . . . . 50

3.4 Synchrotron emission spectra at different energies and

different pitch angle parameters . . . . . . . . . . . . . 51

3.5 Schematic of the extension of the detected synchrotron

radiation in the horizontal direction. . . . . . . . . . . 53

3.6 Time sequence of RE visible light images . . . . . . . . 54

3.7 Flow chart of the MATLAB platform. . . . . . . . . . . . 55

3.8 First steps of the image-processing algorithm. . . . . . 57

3.9 Zoom on the spot of the RE. . . . . . . . . . . . . . . . . 58

3.10 Second part of the image-processing algorithm. . . . . 59

3.11 Axes of the fitted ellipse. . . . . . . . . . . . . . . . . . . 60



List of Figures xix

3.12 Graph of the pitch angle trend for different FTU dis-

charges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 Original FTU image . . . . . . . . . . . . . . . . . . . . . 66

4.3 Experimental synchrotron spectra at 700ms. . . . . . . 66

4.4 Selected image area. . . . . . . . . . . . . . . . . . . . . 68

4.5 Light intensity variation analysis. . . . . . . . . . . . . . 68

4.6 Ratio pixels images variation/fw spectrometer variation. 69

4.7 Plasma parameters time traces for shot #43651 . . . . 70

4.8 Coordinate system convention. . . . . . . . . . . . . . . 73

4.9 Shox: toroidal magnetic field B0. It can be, approxi-

mately, considered constant in the range of interest

0−0.9s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.10 Shox: safety factor. . . . . . . . . . . . . . . . . . . . . . 77

4.11 Loop voltage and density time traces in the case of shot

#43651. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.12 Plasma effective charge Ze f f time trace for shot #43651. 80

4.13 Pitch angle variation analysis. . . . . . . . . . . . . . . . 82

4.14 Gaussian radial profile. . . . . . . . . . . . . . . . . . . . 83

4.15 Comparison of synchrotron images using different ra-

dial profile distribution. . . . . . . . . . . . . . . . . . . 84

4.16 Output results of the image inversion procedure. . . . 85

4.17 Radial profile fitting. . . . . . . . . . . . . . . . . . . . . 85

4.18 Best spectra results at 700ms. . . . . . . . . . . . . . . . 87

4.19 Best images results at 700ms. . . . . . . . . . . . . . . . 87

5.1 Experimental setup & Example of a speckle image . . . 90

5.2 Performance measures . . . . . . . . . . . . . . . . . . . 97



xx List of Figures

5.3 Methods performance comparison . . . . . . . . . . . 98



List of Tables

1.1 Main FTU parameters. . . . . . . . . . . . . . . . . . . . 8

4.1 Main important parameters of pulse #43651 at time

0.25s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.1 Performance of the song recovery for three volume lev-

els and mean execution time. . . . . . . . . . . . . . . . 98





Chapter 1

Introduction

1.1 Motivation

Nowadays, a defining issue for the planet and humanity is climate

change. It has been proved scientifically [1] that, with the 95 percent

certainty, the dominant cause of global warming is human activity

since the mid-20th century. The effects are particularly clear: ocean

and atmosphere warming, melting of the glaciers, sea level rise and

increasing amounts of greenhouse gases. The role of greenhouse

gas emissions in the climate system changing is predominant. One

of the primary source of greenhouse gases is carbon dioxide (CO2),

coming from burning fossil fuels. For these reasons, to counter this

treat it is necessary to replace natural gas, oil and coal with green

source of energy.

In this perspective, an innovative and promising technique to obtain

clean energy is nuclear fusion [2]. This alternative source could
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guarantee the generation of unlimited, carbon-free, clean and safe

energy for the future.

1.2 Nuclear Fusion

One of the main challenges in the field of energy production is the

fulfilment of the nuclear fusion process.

1.2.1 Fusion energy

Nuclear fusion is a physical process in which two or more atomic

nuclei from separate lighter atoms (generally the hydrogen isotopes:

deuterium and tritium) are fused together obtaining a nucleus of

a heavier atom. The difference in mass between the products of

the reaction and the reactants themselves is freed as large amount

of energy, the fusion energy [3], in accordance with the Einstein’s

mass-energy equivalence E = mc2, where c is the speed of light in

vacuum. The fusion process occurs in nature inside the stars like

the sun, where at very high temperature any gas becomes plasma,

known as the forth state of the matter. The plasma is an ionised gas,

in which the electrons are completely separated from the ions and it’s

globally neutral [4]. To reproduce the same process in a laboratory,

three conditions must be satisfied: extreme temperature (in order of

150 million °C), high plasma particle density so that collisions may

happen and a specific confinement time [5]. In particular, in plasma

state the positively charged atomic nuclei are completely separated

from the negative charged atomic nuclei. In order to reproduce

the same process that takes place in nature, the colliding particle
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requires high temperatures, much more higher than the sun, to over-

come the repulsive force acting between them. The extremely high

temperatures entail a specific device for the plasma confinement,

in order to guarantee a self-sustained fusion reactions. Different

reactors, with different confinement configurations, are under study

[6]. One of the main fusion devices used to contain and control

plasma for large-scale fusion production is currently the tokamak, a

Russian acronym used to indicate a torus-shaped chamber with mag-

netic coils. Presently, the largest experimental tokamak aiming at

the demonstration of fusion as viable energy source (ITER) is under

construction at Cadarache, France. It is a worldwide collaboration

between USA, Russian Federation, India, China, Europe, Korea and

Japan [7].

1.2.2 Tokamak

The tokamak is a thermonuclear fusion device, designed by Soviet

scientists in 1950 [8]. This reactor consists in a toroidal chamber, that

confines plasma using magnetic fields. It is known also as vacuum

chamber, because the inner side must be maintained continually in

a vacuum state by a pumping system.

The plasma configuration can be guaranteed only for a limited period

of time, but it is necessary to confine plasma long enough for fusion

reaction to occur. The plasma is kept in a safe position by strong

magnetic fields, in order to maintain it far away from plasma facing

components (PFC).

To achieve a stable plasma equilibrium, the magnetic field lines are

generated by a combination of toroidal magnetic field (travelling
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around the torus) and poloidal magnetic field (travelling in circles

orthogonal to the toroidal field) [4], as shown in Figure 1.1.

Figure 1.1 Schematic representation of a tokamak coordinate system.

The large amount of current flowing along the toroidal direction of

the device is an essential component in the tokamak configuration

and a main feature among the magnetic confinement devices. In

particular, the magnetic field in the poloidal direction generated

by the current opposes the plasma particle drift motion that would

otherwise bring them out of the device.

1.2.3 Electron dynamics

In presence of magnetic field, charged particles describe an helical

trajectory, approximately around the magnetic field line, as shown

in Figure 1.2. The dynamic of the single electron is governed by the

Lorentz force:

F =−e(E+v × B) (1.1)
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where e is the elementary charge with velocity v , E and B are the

electric and magnetic field respectively. The motion of the particle

can be decomposed in two components: rapid gyro motion that

is perpendicular to the magnetic field and guiding-center motion,

approximately along the magnetic field (indicated in the Figure 1.2).

Figure 1.2 Particle orbit in a magnetic field. The picture shows the
gyro motion (in red) and the guiding-center motion (blue). The
synchrotron radiation emission cone is indicated in yellow (it will
better discussed in Chapter 3).

The equations of motion can be solved for each particle by using

Eq. (1.1), in order to investigate the dynamics of electrons inside the

plasma. However, the particle density inside a tokamak is in the order

of ∼ 1020 m−3, so this method is huge from a computational point

of view. Another technique that can be followed to investigate the

electrons dynamics is a statistical method, a probability distribution

is propagated in time in order to localise an electron. The probability

distribution is know as distribution function and it is, generally indi-

cated as f (x,p, t). Usually it is normalised and the integration over

all the phase spaces coordinates gives the total number of electrons.
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1.2.4 Plasma instabilities

So far, a self-sustained fusion reaction has not been reached. Com-

plex phenomena emerge during different type of instabilities in

plasma, affecting the overall plasma performance.

One of the most threatening unstable phenomena is the edge

localized modes (ELMs) [9], that may lead to severe damages to

the vessel components. ELMs are repetitive bursts occurring in the

plasma edge. Due to their periodicity, this disruptive instability can

be thought as an ELMs cycle. ELMs can damage wall components

(especially divertor plates or limiter materials) or can potentially cou-

ple or trigger other instabilities. On the basis of the ELMs type and

plasma device, ELMs could remove plasma energy and particles. The

investigation of the behaviour of the plasma and the occurrence of

ELMs by means of a qualitative model can be very useful to mimic

the behaviour of physical experiments and test the control strategies

to apply.

In certain circumstance, instabilities can cause the dissipation of

the toroidal current and the plasma cooling [10], [11]. In this condi-

tion, named plasma disruption, a strong electric field, can accelerate

electrons to velocities close to the speed of light, giving rise to the

phenomenon of runaway electrons (RE). In plasma, the friction force

acting in collisions with other particles decreases when increasing

the velocity of the particles. In particular, electrons have a lighter

mass, so they can be accelerated easily to elevated energies [12]. RE

are one of the main concerns in tokamak plasma since they are lost

in the first wall, causing local melting, local energy deposition and

damage on the PFC. Therefore, one of the main challenges in future
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fusion devices is the RE detection and control. Imaging techniques

can be a powerful tool for the detection of RE when they are still

confined within the plasma and to infer the main parameters.

The aim of this thesis is to design and test new techniques to identify

and control unstable phenomena affecting plasma stability. Part

of the work of this thesis is based on experimental tokamak data

collected in the Frascati Tokamak Upgrade.

1.2.5 FTU

The Frascati Tokamak Upgrade (FTU), shown in Figure 1.3, is a

medium size tokamak machine that has operated in the period

1990−2019 at ENEA Frascati, in Italy.

Figure 1.3 Frascati Tokamak Upgrade (FTU) top view [13].

Table 1.1 summarises the main characteristics of the FTU machine.

The mechanical structure is composed by a monolithic toroidal mag-

net that supports the windings and the vacuum chamber. The wind-

ings are copper coils; their resistivity must to be decreased at the level

of the liquid nitrogen operating temperature (about -196°C) in order

to decrease the dissipation due to the Joule effect and consequently
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FTU parameters Value SI base unit

Plasma major radius (Rm) 0.935 m
Plasma minor radius (rminor) 0.31 m

Maximum Plasma Current 1.6 MA
Toroidal Magnetic Field (B0) 8 T

Toroidal Field flat-top duration 1.5 s
Load Assembly weight ~90 t
Toroidal Field Energy 160 MJ
Poloidal Field Energy 200 MJ

Table 1.1 Main FTU parameters.

avoid damages to the coils. For this reason the machine is contained

in a cryostat (Figure 1.3), which is cooled by using liquid nitrogen in

order to limit energy requirement and electrical power. The vacuum

chamber is fully welded, compact and with walls made of stainless

steel AISI304. The internal toroidal limiter and the external poloidal

limiter are realised using a molybdenum alloy (TZM). The poloidal

section is circular. The machine has a total height of 3 m, a diameter

of 5 m and a total weight of 90 t.

An essential element in fusion devices are the plasma diagnostics,

used for the machine security, plasma control and physics investiga-

tions. The measurements of the main parameters like current, safety

factor, plasma vertical position are crucial to avoid damages to the

first wall components and predict disruptions. Some of the main

important diagnostics are: Fission Chamber, Hard X-ray, BF3 cham-

bers, pick-up coils, Thomson scattering, vloop coils. More details of
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the diagnostics are provided in [14], and more information about the

diagnostics installed in FTU ports can be found in [15].

1.3 Thesis outline

The common thread of the whole thesis is to provide a contribution

to make the nuclear fusion process self-sustainable. At the present

time, the possibility to obtain a self-sustained fusion reaction is far

from being realised. Plasma fusion performances are hindered from

arising of unstable phenomena, since their occurrence often leads to

the formation of structured patterns in the relevant measurements

and can cause plasma disruptions. As discussed in Section 1.2.4,

edge localized modes (ELMs) and runaway electrons (RE) are two of

the most relevant problems in tokamak dynamics, affecting plasma

stability.

Due to the severity of the ELMs problem in tokamaks, several

mitigation techniques have been applied. So far, the most promising

strategies are based on the injection of heavy impurities into the

plasma, e.g. in the form of pellet. It has been proved that by inject-

ing pellet into the plasma, it is possible to mitigate ELMs. Another

approach is the application of a magnetic perturbation allowing to

control the dynamics of the system. However, running fusion exper-

iments may be expensive and time-consuming. The most straight-

forward alternative approach to investigate fusion plasma behaviour

is exploiting analogies with other physical systems, whose models

are defining according to similar mathematical relationships. In the
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first part of the work, a qualitative low dimensional model of plasma

instabilities [9] has been the focal point. The principal aim is to apply

the analogue system approach, in order to design an electrical ana-

logue of the plasma behavioural model. The circuit implementation

is affected by unavoidable linear and dissipative effects due to the

analog devices used. Nevertheless, these effects made more realistic

the model of the plasma behaviour, including effects of noise and

nonideal behaviours that are always present in real systems. The

qualitative model allows to investigate the occurrence of ELMS and

to test suitable control strategies. The control consists of avoiding

the system to go towards the critical oscillatory regime characterising

the occurrence of ELMs. The control strategies are applied directly,

in open loop, in the case of thermostat control and introducing a

feedback, in the case of pellet injection, designing an hybrid system.

Additionally, the jerk form of the model is investigated, in order to

understand if it can be useful to easily study the system dynamics.

The possibility to model real complex phenomena using very simple

analog nonlinear electronic circuits is a powerful tool in the nuclear

fusion context. The approach followed enables to carry out various

experiments in the circuit by changing the real parameters of the

original system by means of low cost resistors. In this way, instead of

using a numerical model, the plasma dynamical behaviour can be

studied with low cost electronics components.

Another main concerns in tokamak plasma are runaway elec-

trons (RE). A beam of fast electrons could reach in ITER current

values of 13M A, causing unrecoverable damages to the tokamak first

wall components. In order to mitigate RE, different strategies have
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been developed. However, efficient RE control and mitigation tech-

niques require information on RE dynamics. The main data are the

RE pitch angle, energy and radial localisation, ideally in real time. As

explained in Section 1.2.3, by following a statistical approach such

information can be used in the probability distribution, known as

distribution function, in order to localise the runaway electrons. The

thesis contributes to the improvement of runaway electron control

tools, in particular by focusing on diagnostic techniques to extract

information on the runaway electron distribution function.

The first part of the work on runaway electrons is the implementation

of an automatic platform exploiting advanced-image techniques for

the RE pitch angle calculation. The work is based on the collabora-

tion with the research group from FTU tokamak experiments. The

synchrotron radiation emitted by runaway electrons in FTU is col-

lected by videocameras and spectrometers in the visible and infrared

range (Runaway Electron Imaging and Spectroscopy System (REIS)

[16]). The visible images of RE synchrotron emission are analysed in

order to infer the pitch angle of the observed RE shapes [17–19]. Such

data, when combined with the analysis of synchrotron spectra, can

provide a better evaluation of the RE energy distribution function

and the consequent improvement of RE control strategies.

The second part of the work on runaway electrons is focused on the

modelling of the RE dynamics. This work is carried in collaboration

with the research group of Frascati and the Plasma Theory research

group of Chalmers University of Technology, Gothenburg, Sweden.

The diagnostic tool SOFT (Synchrotron-detecting Orbit Following

Toolkit) [20] is used to simulate the video images of synchrotron
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radiation emitted by runaway electrons in FTU. The diagnostic simu-

lation by SOFT is based on a simplified model, known as cone model,

that allows to obtain good approximation of the physical behaviour,

reducing the computational costs. Unlike other models, SOFT takes

into account different aspects that affect the detected radiation. A

parallel study of images and spectra was carried by comparing sim-

ulations with experimental data. This work, still ongoing, provides

a more precise determination of the runaway electron distribution

function parameters.

The thesis is enriched with an additional thematic, based on a

research activity performed in collaboration with a research group

from Universitat Politecnica de Catalunya, Terrassa, Barcelona, Spain.

The remote recovery of audio signals from silent video of the opti-

cal speckle patterns has been analysed experimentally. Six different

signal recovery algorithms were analysed and compared. The tech-

niques investigated can be a basis for future applications in fusion

imaging diagnostics to infer direct plasma measurements from indi-

rect measurements.

The thesis is organised as follows. Chapter 2 presents an ex-

perimental setup based on an analog circuit implementation of a

minimal model of fusion plasma behaviour. Two nonlinear control

approaches to mitigate ELMs, pellet injection and thermostat con-

trol, are opportunely designed and investigated. The jerk form of

the minimal model is also investigated. Chapter 3 describes an auto-

matic platform exploiting an advanced image-processing technique

applied to synchrotron radiation images produced by runaway elec-

trons in a tokamak plasma. The technique is used for the estimation
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of the pitch angle of RE in FTU discharges. Chapter 4 presents a more

comprehensive analysis of the above synchrotron radiation images

by comparing simulations with experiments. The SOFT simulation

toolkit has been used. The analysis includes information from syn-

chrotron images as well as synchrotron spectra. RE energy and pitch

angle have been determined. Chapter 5 reports a comparative study

of audio signal remote recovery algorithms. The audio signals are

reconstructed from silent videos of optical speckle pattern. Finally,

Chapter 6 draws the conclusion of the overall thesis work.





Chapter 2

Nonlinear circuits to model

and control plasma

instabilities

2.1 Introduction

During the last decades, plasma behaviour has been deeply explored.

One of the most interesting phenomena occurring during the nu-

clear fusion process are nonlinear unstable phenomena. Controlling

nonlinear phenomena is crucial in many real-world applications [21].

Nonlinearity is essential in the process of modelling physical systems,

in particular the ones where the spatial dynamics are important as

the temporal dynamics. The nature of these systems generates the

conditions in which chaos and nonlinear oscillations may occur.

Generally, the complex behaviour is treated as a drawback, for this
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reason control strategies to mitigate the chaotic dynamics are used.

In control theory, nonlinear system control is fundamental. Different

methods and approaches have been designed in order to suppress

chaos. Among these plethora of methods, can be mentioned robust

adaptive control [22], sliding mode control [23], Lyapunov based

approaches [24].

Another type of approach is the antichaos control strategy, in which

the undesired state of the system is associated to nonlinear oscilla-

tions and chaos dynamics did not emerge. The normal operating

condition of the system is associated to the chaotic behaviour. This

is the case of the physical model under study.

Over the years, several models have been presented in order to re-

produce the dynamical behaviour of the plasma. The thesis work

focuses on a low dimensional model [25], presented in [9], describing

the quasi-periodic plasma dynamics.

Operating under high confinement regime (H-mode) allows to ob-

tain an higher energy confinement time, however nonlinear unstable

phenomena can occur, such as edge localized modes (ELMs). Investi-

gate the physical formation and development of ELMs is one of the

main challenges in nuclear fusion field. These kind of instabilities

may lead to severe damages to the vessel wall components due to

their extremely high energy transfer rate. As a consequence, a low-

dimensional modelling of ELMs dynamics is useful to qualitative

understand the effect of driving parameters allowing to design suit-

able control strategies.

The bifurcation properties of the system have been studied by vary-

ing two independent parameters. The dynamical regions found are
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remarkably rich. According to the minimal model of the sawtooth

oscillations presented in [26], it is shown that, in the appropriate

parameter regime, it is characterised of limit-cycle behaviour resem-

bling ELMs. Despite its simplicity, the low dimensional model [9],

used in the case under examination allows to obtain predictions that

qualitative match the experimental behaviour of ELMs.

Two nonlinear control techniques will be investigated [27] and ap-

plied to the model [9], in order to control the dynamical behaviour

of the system and to prevent the dynamical regime corresponding to

ELMs phenomenon. The approach followed involves to design and

test the circuit analogue implementation of the minimal model of

plasma instabilities. The electronic circuit implemented follows the

same dynamical equations of the model. Understanding the main

features of the plasma quantities and the instabilities occurrence

can be very powerful to control the overall process and set up the

confinement time.

2.2 Plasma lower dimensional model

The minimal model introduced by Constantinescu et al. [9] describes

the interaction between two macroscopic quantities: the plasma

pressure and the magnetic field. The dynamical model allows to

represent complex phenomena, based on the interplay between

the energy conservation and the relaxation dynamics. The first one

models the pressure gradient behaviour and it is the driving part

of the system, instead the relaxation dynamics are related to the

instability phenomena.
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2.2.1 The dynamical model

The normalized dimensionless dynamical system reads as follow:

ẋ = (z −1)y −δx

ẏ = x

ż = η(h − z − y2z)

(2.1)

where ξ is the magnetic field (x = ξ̇, y=kξ), p is the pressure

gradient (z=p). The model qualitative describes the dependence

from three bifurcation parameters: δ is the dissipation/relaxation

of perturbation related to the ELMs burst, η represents the heat

diffusion coefficient and h is the normalized input power of the

system, that induces ELMs burst.

A very interesting feature of the system is that above a critical input

threshold of the power (h > 1), the system can undergo instabilities

processes. As a consequence, h has been set equal to 1.5, so that

the dynamical zones can be evaluated by varying the independent

parameters, namely δ and η.

2.2.2 Circuit implementation

The circuit design and implementation was performed in agreement

with the minimal model 2.1, by following the state variable approach

[28]. The analog circuit implementation involves the use of ideal com-

ponents, which includes standard passive elements (capacitors and

resistors) and active devices, like operational amplifiers (TL084IN)

used to realise algebraic adders and active integrators, and analog
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multipliers (AD633) to reproduce nonlinearities.

The equations governing the overall circuit are the following:

ẋ = 1

RC 1C1

[(RF 1

R1
−1

)
x − RF 1

R2
y + RF 1

R3
V ∗

]

ẏ = 1

RC 2C2

[RF 2

R4
x +

(RF 2

R5
−1

)
y
]

ż = 1

RC 3C3

[RF 3

R7
V − z − RF 3

R6
V ∗∗

]
(2.2)

where V ∗ = y z
10 , V = 15V , V ∗∗ = y2z

10 .

Figure 2.1a shows the electrical scheme of the circuit, designed by

using the software OrCAD. In the preliminary implementation of the

circuit, the bifurcation parameters have the following values: h = 1.5,

η = 0.01 and δ = 0.5. During the test phase, the η parameter is as-

sociated to a potentiometer in order to investigate the dynamical

zones for various type of oscillations. The values of the components

are chosen in order to match the minimal model 2.1 with the circuit

equations 2.2:

R1 = 200kΩ, R2 = 100kΩ, R3 = 10kΩ, R∗ = 11.8kΩ R4 = 100kΩ, R5 =
100kΩ, R∗∗ = 100kΩ, R7 = 100kΩ, R∗∗∗ = R6 = 10kΩ, R7 = 100kΩ,

R8 = 100kΩ, R9 = 11kΩ, R10 = 10kΩ, R11 = 100kΩ , RF 1 = RF 2 =
RF 3 = 100kΩ, RC 1 = RC 2 = 2kΩ, C1 =C2 =C3 = 220nF .

The independent parameter η was implemented through resistors
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RC 1 and RC 3 according to the relationship η= RC 1
RC 3

. In order to inves-

tigate the different dynamical behaviours that can be obtained by

varying η, RC 3 was implemented using a potentiometer with nom-

inal value equal to 100kΩ. The circuit was, initially, realised on a

breadboard, by using discrete off-the-shelf components, as shown in

Figure 2.2a.
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(a)

(b)

Figure 2.1 (a) Circuit diagram of the electronic circuit. (b) PCB layout.
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(a) (b)

Figure 2.2 (a) Nonlinear circuit implementation on breadboard. (b)
Nonlinear circuit implementation on PCB.

After the initial test done on a breadboard, a Printed Circuit Board

(PCB) was realised. In Figure 2.1b is shown the PCB layout, designed

using Eagle software. Figure 2.2b presents the physical implementa-

tion of the PCB circuit.

2.2.3 Dynamical regions and behaviour

By varying the independent parameter η, the circuit dynamical zones

were obtained.

Following [9], the ELMs regime corresponds to sawtooth-like peri-

odic oscillations, while the chaotic behaviour is associated to the

reduction of the edge pressure gradient, thus mitigating the onset of

the instability [29].

The simulations were performed using MATLAB software. The or-

bit starts at initial conditions (x0, y0, z0) = (0,1.7,1.01), according

to the studies performed in [9]. Signals were acquired by using a



2.2 Plasma lower dimensional model 23

(a) (b)

Figure 2.3 Damped oscillations (δ,η) = (0.5,0.668).

National Instrument data acquisition board with a sampling fre-

quency equal to 50kH z and processed in LabVIEW environment.

Four dynamical zones for various type of oscillations can be distin-

guished: damped oscillations (δ,η) = (0.5,0.668), periodic oscilla-

tions (δ,η) = (0.5,0.55), chaotic oscillations (δ,η) = (0.5,0.08) and

ELMs oscillations (δ,η) = (0.5,0.011). Figures 2.3, 2.4, 2.5 and 2.6

show a comparison between simulations results and oscilloscope

traces of the attractor on yz-plane.

The bifurcation diagram explores the dynamical behaviour of the

system when a control parameter is varied. Generally, numerical

methods are used to elaborate bifurcation diagrams [22]. The mathe-

matical model of the system 2.1 includes a rich bifurcation scenario,

as demonstrated in the analysis carried out in [30].

For a quantitative characterisation of chaos, the spectrum of Lya-

punov exponents is studied. The Lyapunov exponents quantify the

high sensitivity of chaotic systems to initial conditions [22]. The

Lyapunov spectrum was calculated according to the method in [31],
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(a) (b)

Figure 2.4 Periodic oscillations (δ,η) = (0.5,0.55).

(a) (b)

Figure 2.5 Chaotic oscillations (δ,η) = (0.5,0.08).
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(a) (b)

Figure 2.6 ELMs oscillations (δ,η) = (0.5,0.011).

using a total integration time T = 1000 and step size ∆t = 0.01.

The behaviour of the system under examination was explored by

varying at small steps the bifurcation parameter η. Figure 2.7 shows

the dynamical behaviour analysis of the system 2.1. In Figure 2.7(a)

and Figure 2.7(b) the numerical and experimental bifurcation dia-

grams with respect the η parameter are presented. The two diagram

show the local minima and maxima of the z variable.

The three Lyapunov exponents, shown in Figure 2.7(c), confirm that

the attractor is chaotic for η= 0.08.

Because of the physical meaning of the considered model, a control

strategy which involves the injection of an external driving signal was

investigated.

2.3 Pellet injection

During real nuclear fusion campaigns, instabilities can be mitigated

by injecting pellet at given rates inside the vacuum chamber. Pellet
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(a) (b)

(c)

Figure 2.7 Analysis of the dynamical behaviour of the system 2.1 with
respect to the parameter η. (a) Simulated bifurcation diagram (b)
Experimental bifurcation diagram (c) Lyapunov spectrum.
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injection can be defined as an open-loop control strategy in which an

external pulse signal is applied [9], [22]. An hybrid analogue model

composed of both an analog circuital part and a digital part has been

designed, able to model the plasma variables during ELMs and after

pellet injection.

2.3.1 The dynamical model

Working on the physical model 2.1, a control strategy based on the

injection of an external driving signal is applied. The perturbation

term is added on the first equation of the model 2.1:

ẋ =− {1− [z +P (t )]} y −δx

ẏ = x

ż = η(h − z − y2z)

(2.3)

The perturbation P(t) that represents the pellet injection can be sim-

ulated by the following expression:

P (t ) = a ∗exp
{−[t − tper i od i nt (t/tper i od )−δP ]2/b

}
(2.4)

where a is the perturbation amplitude, tper i od is the perturbation

period, δP is the perturbation shift, and b is the perturbation width.

The function int indicates the integer part of the argument. In order

to work in the ELMs region the following parameters are chosen:

h = 1.5, δ= 0.5, η= 0.009. In the case under examination, the control

parameters are the pulse frequency, width and amplitude. The per-

turbation parameters set are the following: a = 5, tper i od = 5, δP = 2

and b = 2.
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2.3.2 Circuit implementation

The circuit design and implementation is modified in order to match

with equation 2.3. Referring to the equation 2.2 regarding the overall

circuit, the first equation is modified as follows:

ẋ = 1

RC 1C1

[(RF 1

R1
−1

)
x − RF 1

R2
y + RF 1

R3
V ∗+ RF 1

RP

P (t )y

10

]
(2.5)

with RP = 111.4kΩ, and R∗ = 9.6kΩ. The capacitors values of the

circuit are set in the following way C1 =C2 =C3 = 10nF , in order to

have comparable frequencies with the perturbation. The perturba-

tion term is added to the circuit by using an AD633 multiplier, as

shown in the electrical scheme in Figure 2.8.
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Figure 2.8 Circuit diagram in the case of pellet injection.
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The perturbation P(t) is generated by using a microcontroller board

Arduino®Uno [32]. It is a robust multipurpose board, that can be

used for coding and work with electronics. The perturbation is coded

as an 8-bit word. The digital output is converted to analog voltage

through an R-2R converter and sent to the overall circuit.

2.3.3 Results

Figure 2.9 and Figure 2.10 show the resulting temporal dependence

of the pressure gradient. Two different regions have been investi-

gated: before and after pellet injection. In particular, Figure 2.9

shows the dynamical behaviour of the z variable in ELMs conditions

by considering both simulations and experimental results.

(a) (b)

Figure 2.9 Experimental trend of z variable before pellet injection.

The dynamical trend is quasi-periodic as expected in the case of

ELMs in a real nuclear fusion reaction. The dynamical evolution

of the plasma pressure gradient radically changes when the pellet

injection is activated. The system behaviour pass from ELMs regime

to chaotic region, as shown in Figure 2.10.
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(a) (b)

Figure 2.10 Experimental trend of ELMs during pellet injection (η=
0.5 and tper i od = 50). Perturbations P(t) are shown by green lines in
the case (a) and by red lines in the case (b).

The chaotic dynamics obtained in the case of ELMs mitigation is

confirmed by the literature [33], [29]. Figure 2.11 and Figure 2.12

show the attractors on the zy-plane before and after pellet injection.

The experimental attractors are in agreement with the numerical

results.

Based on the results, it is possible to conclude that the perturbation

affects the plasma stability changing the plasma variables regime

and increases the ELMs frequency. The tper i od parameter has been

investigated. Based on the perturbation expression 2.4, it can be

notice that the tper i od changes the signal frequency, as is shown in

figure 2.13 (tper i od = 35). As a consequence, increasing the t period,

the frequency of the perturbation signal decrease thus leading to a

more slighter effect on the ELMs.
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(a) (b)

Figure 2.11 Experimental trend of the attractor on the zy-plane before
pellet injection.

(a) (b)

Figure 2.12 Experimental trend of the attractor on the zy-plane after
pellet injection.
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(a) (b)

Figure 2.13 Experimental trend of ELMs with pellet injection by var-
ing the parameter tper i od . Perturbations P(t) are shown by green
lines in the case (a) and by red lines in the case (b).

2.4 Thermostat control

Another approach to control the dynamical behaviour of the sys-

tem is based on the introduction of a feedback which regulates the

frequency and the amplitude of an external control signal. It is a

similar situation to the known thermostat control, investigated by

Nosé [34], Hoover [35]. An analogous approach has been followed by

Constantinescu et al. [33], where was adopted an open-loop scheme,

in which an external magnetic perturbation has been applied as a

pulse to the model 2.1. In our case, a closed-loop strategy is followed

using the thermostat control.

2.4.1 The dynamical model

The closed-loop control approach exploit the thermostat control.

Based on the model of the system 2.1, a feedback is added through

an additional dynamical variable that mediates between the control
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action and the behaviour of a state variable. The system of equation

obtained is the following:

ẋ = (z −1)y −δx −ux

ẏ = x

ż = η(h − z − y2z)

u̇ = x2 −k

(2.6)

This method uses the same structure of the Nosé-Hoover oscillator, in

order to obtain the thermostat control, see Sprott et al. [36]. From a

physical point of view, we can consider that a magnetic perturbation

acts on the system, as can be seen in 2.6, where the δ parameter

is varied by the thermostat control. In order to work in the ELMs

dynamical region the following parameters are set: δ= 0.5, η= 0.009,

and h=1.5. The control parameter k varies in the range [0-1].

2.4.2 Circuit implementation

The circuit implementation 2.2 is modified in order to match with

the model 2.6. Respect to the equations 2.2, a fourth equation cor-

responding to the new state variable is added and his contribution

appears in the first equation:

ẋ = 1

RC 1C1

[(RF1

R1
−1

)
x − RF1

R2
y + RF1

R3
V ∗− RF1

RC
VC

]
u̇ = 1

RC 4C4

[
− RF4

R10
Vk +

RF4

R11
V ∗∗∗+

(RF4

R12
−1

)
u

] (2.7)
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where: VC = ux
10 , V ∗∗∗ = x2

10 , RC = 10kΩ, R∗ = 67kΩ, RF 4 = R10 =
R12 = 100kΩ, R11 = 10kΩ, R∗∗∗∗ = 11kΩ, C1 =C2 =C4 = 10nF , C3 =
470nF , RC3 = 4kΩ (the components values not specified are the

same of the first implementation shown in 2.2). Figure 2.14 shows

the electrical scheme of the overall circuit.

Figure 2.14 Circuit diagram in the case of thermostat control.
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2.4.3 Results

It is possible to pass from ELMs region to the chaotic dynamical

behaviour changing the control parameter k, as we can see in Figure

2.15. As desired, the average value of z is reduced.

Figure 2.15 Attractors in the case of thermostat control application.

In order to observe the complete variety of dynamical behaviours

of the system, the bifurcation diagram has been analysed. Figure

2.16 shows a comparison between the simulated and experimental

bifurcation diagrams of z variable respect to the control variable k.

From the analysis of the results, it is possible to conclude that the

experimental data are in line with the simulated values.

2.5 The Jerk dynamics

In the last years, scientists focus on the study of chaotic oscillators

based on jerk equations [37]. This type of oscillators can be defined

by third order differential equations in the form
...
x = f (ẍ, ẋ, x) [38],
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(a) (b)

Figure 2.16 Bifurcation diagrams with respect to the control parame-
ter k (a) Simulated diagram. (b) Experimental diagram.

[39], [40]. The jerk equations formulation allows to create elegant

models of chaotic circuit, as defined in [41]. Another advantage is

the design of electronic chaotic circuits in simple autonomous dissi-

pative systems [42]. In the case under examination, the procedure to

derive the jerk form of the plasma lower dimensional model 2.1 has

been followed. It has been proved that the jerk form of the system

can be obtained for the variable y, while for the variables x and z

it can’t be found. Based on the jerk equations obtained, the corre-

sponding electronic circuit has been realised, in order to investigate

the dynamical behaviour.

2.5.1 The Jerk Form of plasma instabilities model

Let us consider the qualitative model of plasma instabilities 2.1. The

target is to verify if it is possible to obtain the following jerk forms:

...
x = f1(ẍ, ẋ, x) (2.8)
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...
y = f2(ÿ , ẏ , y) (2.9)

...
z = f3(z̈, ż, z) (2.10)

The Eq. 2.9 form is obtained in our specific case. In order to prove the

existence of 2.9, the first step is to differentiate once the first equation

of system 2.1:

ẍ = ż y + z ẏ − ẏ −δẋ (2.11)

and to differentiate twice the second equation of system 2.1:

...
y = ẍ (2.12)

Eq. 2.11 is substitute in Eq. 2.12:

...
y = ż y + z ẏ − ẏ −δẋ (2.13)

From the combination of the first and second equations of system

2.1 it has been obtained:

z = ÿ + y +δẏ

y
(2.14)

Substituting the first and third equations of system 2.1 and the Eq. 2.14

in Eq. 2.13, the result obtained, after some simplifications, is the fol-

lowing:

f2(ÿ , ẏ , y) = (−η−ηy2+ ẏ

y
−δ)ÿ+(−ηδ−ηy2δ+δ ẏ

y
)ẏ+(ηh−η−ηy2)y

(2.15)
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Once obtained the jerk expression 2.15 corresponding to Eq. 2.9, the

state space normal form has been derived. For the jerk system 2.9 in

state space normal form, the subsequent set of state variables has

been considered:

X̃ =


x̃

ỹ

z̃

 (2.16)

The following relations apply:

x̃ = y, ỹ = ẏ , z̃ = ÿ (2.17)

By differentiating it is obtained:

˜̇x = ẏ = ỹ , ˜̇y = ÿ = z̃, ˜̇z = ...
y = f2(ÿ , ẏ , y) = f (z̃, ỹ , x̃) (2.18)

By using Eq. 2.15, the following transformations are obtained:

˜̇x = ỹ

˜̇y = z̃

˜̇z = (−η−ηx̃2 + ỹ

x̃
−δ)z̃ + (−ηδ−ηx̃2δ+δ ỹ

x̃
)ỹ

+ (ηh −η−ηx̃2)x̃

(2.19)

Jerk equations 2.19 represent in different state representation the

system 2.1 and keep the same structural properties [43]. The inde-

pendent parameters values h = 1.5 δ= 0.5, η= 0.009 are chosen in

order to work in ELMs region. The strategy followed involves the ad-

dition of a controller kz in the third equation of the expression 2.19.

From the analysis performed, it has been found that for specific
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values of the controller, the system goes from ELMs regime to the

desired chaotic behaviour, as shown in Figure 2.17.

(a) (b)

Figure 2.17 Attractors of plasma minimal model in jerk form (a) ELMs
regime (k=0). (b) Chaotic behaviour (k=0.002).

2.5.2 Circuit implementation

Starting from the jerk equations 2.19 found, an electronic circuit

was designed and implemented. The circuital equations are the
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following:

ẋ = 1

RC 1C1

[RF 1

R11
y + RF 1

R12
x −x

]

ẏ = 1

RC 2C2

[RF 2

R9
z + RF 2

R10
y − y

]

ż = 1

RC 3C3

[RF 3

R1
z − z + RF 3

R2
V1 − RF 3

R3
V2 − RF 3

R4

y

100

− RF 3

R5
V3 + RF 3

R6
V4 + RF 3

R7

x

100
− RF 3

R8

x3

100

]

(2.20)

where R1 = 203KΩ, R3 = R8 = 111kΩ R ′′
4 = R ′′

7 = 1kΩ, R4 = R5 =
R7 = 222kΩ, R6 = 200kΩ, R∗∗∗ = 79.4kΩ, RF 1 = RF 2 = RF 3 = R2 =
R ′

4 = R ′
7 = R9 = R10 = R∗∗ = R11 = R12 = R∗ = 100kΩ C1 = C2 = C3 =

10nF, RC 1 = RC 2 = RC 3 = 2kΩ, C = 0.1µF .

The values of the components have been chosen in order to match

Eq. 2.19 with Eq. 2.20. In particular, the algebraic adders are realised

using one operational amplifier (TL084IN) and the nonlinearity are

reproduced using analog multipliers (AD633) and analog divider

(AD734ANZ). Figure 2.18 shows the electrical scheme of the jerk

circuit.

The circuit has been implemented by using off-the-shelf discrete

components, as shown in Figure 2.19.

Several tests have been carried out in order to reproduce the dynam-

ical behaviour of the system. However, there was a problem in the

divider configuration, because the variable values comprises the zero

and gives numerical errors. The circuit showed a bistable behaviour,
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Figure 2.18 Circuit diagram of the plasma model in jerk form.

for this reason the expected behaviour has been obtained only in

some cases. It is possible to conclude that the jerk form of plasma

lower dimensional model is more complicated from a circuital point

of view and gives numerical errors.

2.6 Conclusion

The possibility to model complex phenomena, that have been dis-

covered in tokamak machine, by using very simple analog nonlinear

electronic circuits is a fundamental topic in nonlinear science. In

this chapter, a low dimensional model describing the quasi-periodic
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Figure 2.19 Jerk plasma lower dimensional model circuit.

plasma dynamics observed in nuclear fusion experiments has been

investigated. The model is able to reproduce the behaviour of mag-

netic variables inside the vacuum chamber of a fusion reactor, catch-

ing the dynamical properties of plasma instabilities. In the phase

portrait of the model, the unwanted behaviour is associated to a

stable limit cycle, while a chaotic behaviour is needed to drive away

from instabilities. For these reasons an antichaos control strategy

must be adopted for this system.

An experimental setup based on an analog circuit implementation

of the model is introduced. The need of modelling and control-

ling plasma instabilities ELMs is related to the implementation of

an analogue qualitative model that can be useful to fine-tune the

ideal physical model in time. A circuit design and implementation

includes nonidealities and unavoidable component tolerances, al-

lowing to take into account the nonideality of the phenomenon.

This approach is completely different from considering a numerical

model. An higher level of representation in the model may increase

the complexity of the model itself, instead working with a real device
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allows to test the robustness of the proposed control technique with

respect to distinct sources of uncertainty, maintaining a reasonable

level of complexity. By using a digital simulator it is possible to test

the validity of the model design, but not its robustness.

From the results obtained, it has been possible to identify the pa-

rameters that can be adopted to control ELMs suppression by acting

on pellets perturbations and on the control parameter k. In both

cases very simple and low cost analog/digital devices are used. The

experimental results obtained confirm the validity of this approach,

allowing to test the dynamical behaviour of the system without the

need of running a real nuclear fusion experiment. It is very useful

from a qualitative point of view to have a very simple circuit, but with

a very complex behaviour that reproduce exactly the original real

system. The analog model implementation paves the way towards a

more complex issue that is the identification and control of nonlinear

phenomena during nuclear fusion experiments. Simulations and

software techniques are powerful tools in the nuclear fusion field.

In particular, in the next chapter, a technique to identify runaway

electrons in tokamak machines will be presented.





Chapter 3

Image-Processing for the

Estimation of Pitch Angle for

Runaway Electrons in

Tokamak

3.1 Introduction

Runaway electrons (RE) have been identified in different plasmas,

including thunderstorms [44, 45] and solar flares [46]. In a tokamak

plasma [47], RE are considered one main threat. A key target of the fu-

ture reactors is the RE diagnostic and control. An automatic platform

for the RE pitch angle estimation, which exploits advanced image-

processing technique on the visible images of the RE synchrotron

radiation, is presented [48, 49]. Before describing the platform in



46
Image-Processing for the Estimation of Pitch Angle for Runaway

Electrons in Tokamak

detail, the basic theory of runaway electrons, synchrotron radiation

and pitch angle estimation will be reviewed.

3.2 Runaway Electrons

Runaway electrons are beams of particles accelerated from a strong

electric field to velocities close to the speed of light. Their energy

may reach the order of hundred of MeV with current in the order of

M A, causing several damages to the first wall components.

In normal operating mode of the tokamak machine, electrons move

with a thermal velocity in a equilibrium condition: the toroidal par-

allel electric field E|| accelerates the electrons and the collision with

other particles decelerates them. However, instabilities, leading to

disruptions, rising in tokamak plasma could cool the plasma and

dissipate the toroidal current [50, 51]. As a consequence a strong

electric field is generated that unbalances the equilibrium condition

and accelerates the electrons up to relativistic speed.

Since the 1900’s the physics of runaway electrons has been inves-

tigated [52] and the first theoretical explanation has been done by

the physicist Dreicer [53, 54]. The basic concept is that the friction

force of a particle moving faster than the thermal speed, that is the

average speed of particles for a particular temperature, is ∝ 1/v2,

where v is the speed of the particle. If it is applied an electric field the

particles will be accelerated and, in absence of other forces, could

reach velocity close to the speed of light. The RE theory has been

extended to relativistic particles and it has been demonstrated that

RE generate if the parallel electric field E|| is greater than the critical
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electric field EC [55].

There are two principle mechanisms of RE generation. In addition

to the Dreicer mechanism, RE generation can be defined by a 0-D

modeling:

ṅRE = Spr i +γA(nRE ) (3.1)

where Spr i = f (Te ,ne ,E||, Ze f f ) is the primary generation (Dreicer),

due to the continous electric field acceleration; γA(nRE ) is the sec-

ondary generation or avalanche (γA is the multiplication factor of

the avalanche) [56–59]. In the avalanche process, there is a collision

between an highly energetic electron and a thermal electron realis-

ing a large amount of energy and turning the thermal electron in a

runaway one. The mechanism needs an existing seed of electrons,

but when present they multiply exponentially.

Another mechanism is the RE hot-tail generation [60, 61]. During a

rapid plasma cooling, the electron distribution needs some time to

balance to the new temperature. In particular, the fastest electrons

take more time to slow down (due to the dynamics of the collisional

friction force) and generate a "tail" in the electron energy distribu-

tion. This hot tail electrons can be accelerated easily by the electric

field and become RE.

3.3 Synchrotron radiation

RE emit synchrotron radiation moving at relativistic speeds around

magnetic field lines. Synchrotron radiation is defined as the radiation

occurring when charged particle are accelerated in a curved path.

The radiation emitted is essential as energy loss mechanism [62, 63]
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and allows to detect and investigate RE dynamics.

In this thesis, the synchrotron images acquired in FTU [64] have been

analysed. The diagnostic used to measure synchrotron radiation

is the Runaway Electron Imaging and Spectroscopy System (REIS),

a portable device designed for medium size tokamak. The REIS

diagnostic consists of a visible camera and spectrometers, described

in 3.4, used to collect the fraction of synchrotron radiation emitted

in near infrared (IR) and visible wavelengths. When the electron

velocity comes close to the speed of light, the relativistic beaming

effect induces the emission pattern to collimate forward [65]. For

this reason, only the electrons moving towards the camera can be

detected. Figure 3.1 shows an example of synchrotron radiation

"spot" image, acquired in FTU tokamak.

Figure 3.1 Visible light image acquired in FTU during discharge
#41750. The spot on the right is the synchrotron radiation emitted
by RE.
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Analysing visible images it is possible to estimate the most important

RE parameters, namely energy and pitch angle, since the shape of

the spot varies sensitively according to their values.

3.4 Detection system

The Runaway Electron Imaging and Spectroscopy System (REIS) is

a wide-angle optical portable diagnostic, designed, developed and

realised in ENEA-Frascati laboratories. The system permits the simul-

taneous detection of the forward and backward Visible (VIS)/Near

Infrared (NIR) images and spectra of REs synchrotron radiation. The

REIS was mounted on the port #6 of the FTU equatorial plane. The

REIS system collects simultaneously data from two lines of sight, as

shown in Figure 3.2.

Figure 3.2 Overview of the REIS schematic: the probe head is com-
posed by a wide angle lens coupled, through a set of lenses, to an
optical spectrometer for the synchrotron spectra acquisition and by
a CCD camera for the visible images acquisition [66].

The visible images of the vessel poloidal cross-section are acquired

through a CCD color micro camera at rate of 25 frames per second.
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The visible and infrared emission spectra are collected using an inco-

herent bundle of fiber, in a spectral range spanning from 500nm to

5000nm, in its more recent version (REIS-E). More detailed informa-

tion on the REIS diagnostic can be found in [64, 16]. Figure 3.3 shows

the CCD camera and the objective lens installed in the REIS head.

Figure 3.3 REIS head (a) composed by a visible CCD camera system
(b) and a 5x4 incoherent fiber bundle array (c).

In particular, the visible images of the vessel cross-section are ac-

quired through a wide-angle objective lens ( f = 3mm) combined

with a visible CCD camera (Toshiba, sensor imaging at 25 fps). The

camera sensor’s active area is of 5.5mm ×6mm. In addition, other

two identical CCD visible camera are installed on FTU equatorial

ports #3 and #11. The images acquired correspond to the two poloidal

sections of the vessel, comprising both in-coming (forward view) and

out-going (backward view) RE flight direction. In this work, the data

acquired from the three CCD camera are processed in order to infer

the pitch angle parameters.



3.5 RE characterisation 51

3.5 RE characterisation

The synchrotron radiation is a powerful tool to estimate the most

important RE parameters, namely the pitch angle θ and the energy

in the different phases of the discharge.

Figure 3.4 is an example of the importance of the pitch angle estima-

tion. It shows the dependence of the synchrotron emission spectra

from the pitch angle parameter.

Figure 3.4 Synchrotron emission spectra at different energies and
different pitch angle parameters [16]. The dashed lines show the
spectral range of the REIS diagnostic and the upgrade version REIS-E
diagnostic.

The pitch angle is defined as the angle between the particle velocity

vector and the magnetic field

θ = v⊥
v||

(3.2)

where v⊥ is the velocity component perpendicular to the mag-

netic field and v|| is the velocity component parallel to the magnetic
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field. Generally, synchrotron radiation spectra measurements, in a

typical FTU runaway discharge, indicate RE energies up to 30MeV

[64]. The synchrotron radiation is sensitive to a small part of the

RE energy distribution function. By following the approach used in

[67–69], the pitch angle value can be inferred from the synchrotron

radiation divergence of the 2D camera images. The physics behind

the synchrotron spot shape is determined by the cone of RE syn-

chrotron radiation. The signal of the visible camera is dominated by

the fastest electrons, creating a tight energy range. On the basis of

this preliminary hypothesis, it is possible to deduce that the pitch

angle θ is related to the observed elongation of the plasma torus. The

full opening angle is approximately twice the RE pitch angle as:

α= 2θ+ 1

γ
≈ 2θ (3.3)

where γ is the electron energy. It is possible to neglect the term

1/γ because it is an order of magnitude smaller than the inferred

value of θ. Figure 3.5 illustrates the horizontal extension of the elec-

tron radiation. As it can be notice, the electron covers a circular orbit

having radius equal to Rm . The camera detects the radiation only

along the blue arc.

As a consequence of the toroidal curvature and of the finite angle α,

the horizontal dimension is greater than the vertical dimension of

the quantity:

∆r = Rm(1− cosθ) ≈ Rmθ2 (3.4)
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Figure 3.5 Schematic of the extension of the detected synchrotron
radiation in the horizontal direction.

It is possible under certain circumstances to assume the detected

radiation as having an elliptical shape. The ellipse can form islands or

snakes [70], can be tilted by the safety factor of the machine [68, 71]

or can form a crescent shape due to orbit effect [72].

The fitting to an horizontal ellipse is possible when the following

condition is satisfied:

θ >> rbeam

q(r )beamRm
(3.5)

where q(r) is the safety factor, Rm is the plasma axis major radius, and

rbeam is the largest radius r, that determines the size of the beam. The

condition 3.5 is satisfied in our case, since the pitch angle values span

in the range [0.04−0.44], as we will see in Section 3.7. For instance,

referring to the data of shot #39516, the computed value is

rbeam

q(r )beamRm
= 0.0934

where rbeam is overestimated considering it equal to the plasma ra-

dius, q(r )beam is the mean value between the safety factor values on
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the edge and on the axis, Rm is equal to 0.95m. Based on the results

obtained, it can be stated that the fitting to an ellipse is possible.

3.6 Architecture of the software platform

The image-processing procedure was designed using the software

MATLAB. The target of the platform is to infer the pitch angle pa-

rameter from different images of FTU plasma discharges. Figure 3.6

illustrates a time sequence of visible images of the RE beam in FTU

backward and forward view.

Figure 3.6 Time sequence of RE visible light images acquired in FTU
during discarge #41738.

The main important steps of the algorithm are shown in the flow

chart illustrated in Figure 3.7.

The synchrotron radiation images are imported in MATLAB as pixel

matrices. Before the estimation procedure, the images are corrected

by geometric effects due to the camera position inside the vessel.

The pitch angle value can be inferred from the synchrotron image
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Figure 3.7 Flow chart of the MATLAB platform.
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analysing the elongation of the elliptic shape of the RE beam. The

visible energy of the bundle, shown in the images, is qualitative iden-

tified using the thresholding method with respect to the maximum

intensity.

The images analysed are characterised by a significant problem: the

spot of interest is cut. Consequently, we didn’t know exactly the

measures of the two ellipse axes. In this case all the standard fitting

procedure for ellipse cannot be applied. The procedure followed con-

sists of implementing the best ellipse reconstruction. In the initial

phase of the analysis [48], the symmetrical part of the visible images

was reconstructed. Progressively [49], the algorithm was improved

starting from the minimum point of the spot corresponding to the

largest width of the shape. The spot is cut in the upper part, due to

the position of the camera. After identifying the area of interest, the

missing part of the spot was reconstructed.

The last step was the ellipse fit of the RE beam image. The pitch angle

found has the following analytical expression [67]:

θ =
√

(a −b)

Rm
(3.6)

where a is the ellipse major axis, b is the minor one and Rm is the

position of the magnetic axes.

3.7 Simulation results

The different steps of the algorithm are explained considering a par-

ticular image, for instance image 25 (corresponding to t = 0.5s), shot



3.7 Simulation results 57

100 200 300 400 500 600 700

Width image [pixel]

50

100

150

200

250

300

350

400

450

500

550

H
e

ig
h

t 
im

a
g

e
 [

p
ix

e
l]

(a) Original image
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(b) Grayscale image
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(c) Rotated image
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(d) RGB image

Figure 3.8 First steps of the image-processing algorithm.

#41738, FTU port 3.

The image is imported in MATLAB as pixel matrix, as shown in Figure

3.8a, where each pixel correspond to the brightness of each point of

the image. In the first phase of the processing procedure, the image

is suitably converted in grayscale values, see Figure 3.8b, rotated with

respect to the equatorial plane, see Figure 3.8c and mapped in a RGB

scale image, as shown in Figure 3.8d. The red circle in the illustra-

tions of Figure 3.8 indicates the area of the synchrotron radiation

spot.

Figure 3.8d shows the result of the pixel to meter conversion proce-

dure. In this way the pixel coordinates of the image are converted

in real-world coordinates, in order to obtain the measure of the geo-

metrical shape using real-world units.
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In the second part of the algorithm, the image is processed to identify

the area of interest.
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Figure 3.9 Zoom on the spot of the
RE.

Figure 3.9 shows the visible en-

ergy of the beam identified us-

ing the thresholding method.

The selected area, shown in Fig-

ure 3.10a, is processed using a

2-D median filtering. In order

to obtain an homogeneous con-

tour, each output pixel contains

the median value in the 12×12

neighbourhood around the cor-

responding pixel in the input

image.

The filtered image is converted in binary form, see Figure 3.10b, in or-

der to be processed using the Blob analysis technique, that allows to

calculate the geometrical properties of the labeled region. Consider-

ing as reference point the minimum value of the spot that correspond

to the largest shape width, the area of interest is reconstructed, as

shown in Figure 3.10d. The missing part of the shape is reconstructed

considering the symmetrical part respect to the retrieved area, like

shown in Figure 3.10d.

Following the reconstruction procedure, the Least Squares criterion

is applied for the fitting procedure. Assuming the well know elliptical

shape of the bundle, the best fit to a geometrical ellipse for the given

set of points is done.
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(b) Binary filter spot
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(d) Reconstructed ellipse

Figure 3.10 Second part of the image-processing algorithm.
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Figure 3.11 Axes of the
fitted ellipse.

In Figure 3.11 are illustrated the axes of the

fitted ellipse. From the major and minor

axis values, the pitch angle can be inferred

in the case under examination. The value

obtained is θ = 0.3725, characterised by an

horizontal axis extension greater than the

vertical axis extension, confirming the the-

oretical hypothesis.

The procedure was automated for all the

images of different shots of FTU port 3. Fig-

ure 3.12 shows the pitch angle trend over

time, in the case of shot #39516, #41738,

#41744.

From the analysis of the 2−D beam elongation, it can be deduced

that the runaway electrons that dominate the synchrotron image

have a wide distribution of the pitch angle values spanning in the

range [0.04−0.44], values consistent with similar physical processes

observed in other tokamaks [73].

3.8 Conclusion

Understanding the main rules that govern the RE behaviour is the key

for the tokamak operations safety and security. RE synchrotron radi-

ation is a powerful tool to investigate the RE physical behaviour. The

visible images, acquired in FTU through a CCD camera, are analysed

using an automatic software platform. From the image-processing

procedure, the pitch angle values of the observed shape are inferred.
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Figure 3.12 Graph of the pitch angle trend for different FTU dis-
charges.

Such information, when combined with the analysis of synchrotron

spectra, can provide a better assessment of the RE energy distribu-

tion function, leading to improved RE control strategies. In the next

chapter, the diagnostic tool SOFT [20] is used to simulate the FTU

synchrotron images. A comparison with the experimental spectra

is done in parallel, in order to have more significant and consistent

results.





Chapter 4

Simulation of Runaway

Electrons synchrotron

radiation in FTU

4.1 Introduction

The key to investigate and control runaway electrons (REs) dynamics

is the development of theoretical models. In the tokamak history,

different models and studies have been conducted. The synchrotron

radiation was exploited, for the first time, as diagnostic tool for RE

in [17]. The first models were based on the curvature radius or RE

pitch angle estimation from the synchrotron data [17], while, more

recently, the models also focused on RE distribution function and

magnetic field geometry [71, 74].

For the FTU simulations, the Synchrotron-detecting Orbit Follow-
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ing Toolkit (SOFT) [20] has been used. SOFT is a synthetic radia-

tion diagnostic model, designed to model synchrotron radiation and

bremsstrahlung emitted from RE in tokamaks. The highlights of the

diagnostic is the use of a simplified emission model, namely the cone

model, that allows to obtain good results maintaining low computa-

tional cost. In contrast to other simulation softwares, SOFT takes into

account the geometric effects contribution, like the camera position

and the magnetic field inhomogeneity [73].

4.2 Preliminary studies

The aim the research conducted is to simulate experimental syn-

chrotron data, exploiting a continuous comparison between images

and spectra simulation results.

4.2.1 Data selection

For this reason, the first step was to choose the data that can pro-

vide more information from images and spectra. The data from a

shot (#43651 from the last experimental campaign of FTU (2019))

have been selected. It has been chosen the shot for which good syn-

chrotron images and spectral data were available simultaneously.

Figure 4.1 shows a time sequence of RE synchrotron images in the

case of the above mentioned shot (#43651).

Table 4.1 summarises the main characteristics of shot #43651.

The images are acquired through the visible CCD camera installed in

FTU port 3, instead the spectra data are acquired through the REIS-E

spectrometers. REIS-E is an upgrade version of the REIS, used in the
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Figure 4.1 Time sequence of RE synchrotron images in the case of
shot #43651.

Parameter Value Base unit

Toroidal Magnetic Field (B) 5.3 T
Plasma Current (Ip ) 0.35 MA
Electron density (ne ) 0.13E20 m−3

Electron Temperature (Te) 2.0 keV
RE generation YES //

Pellets (t) 0.3 -0.38-0.38 s

Table 4.1 Main important parameters of pulse #43651 at time 0.25s.

last FTU campaign. In the REIS system [16, 64], described in Chapter

3, the spectra extension reached 2.5µm, instead the REIS-E spectra

extension reaches 5µm.

The data corresponding to 700ms has been analysed. Figure 4.2 and

Figure 4.3 show an example of experimental data.

4.2.2 Time setting images port 3

The images acquired in FTU are collected in different folders and

numerated from 0 to the total number of frames of the shot. In order
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Figure 4.2 Original FTU image at 700ms.

Figure 4.3 Experimental synchrotron spectra at 700ms.
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to associate the number of frame to the corresponding acquisition

time the camera setting must be evaluated. The camera started the

images acquisition in correspondence to the start trigger of the shot,

using a 25H z frame rate (temporal window = 40ms). The exposure

time is set automatically in the camera, in other words, it is variable

and changes in function of the detected luminosity. This particular

setting allows to avoid image saturation. The frame repetition is fixed,

but the shutter aperture, inside this window, is changed in function of

the detected amount of light. For the camera used, the aperture time

ranges from 1/10000s to a maximum of 1/50s , in which is open for

the overall acquisition. The time of each acquired frame is associated

to half of the acquisition interval, as follows:

t i me = ( f r ame ∗ tempor al_wi ndow)+20ms (4.1)

where frame is the number of frame (starting from 0), tempo-

ral_window is the acquisition window and 20ms is added in order to

select the central part of the window. In our specific case, we found

that the frame 17 is associated to 700ms.

4.2.3 Intensity light variation

In order to validate the hypothesis and check the association between

time acquisition and number of frame, a study of the integral of the

intensity light variation in function of time has been done. As regards

the images, different analysis starting from a single pixel variation

over time to the overall synchrotron spot has been performed. Figure

4.4 illustrates an example of selected area in the case of shot #43651.
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Figure 4.4 Selected image area.

(a) Peaks and vl oop data (b) Pixel intensity time evolution

Figure 4.5 Light intensity variation analysis.

The next step was to compare the pixels values found with the peaks

evaluation of the spectra and the vloop signal, shown in Figure 4.5a.

Figure 4.5b shows the pixel intensity time evolution, in the case of

images and spectra analysis.

The signal of the camera is different from the fw integral because of

the different exposure duration at different times. Calculating the

ratio of the the pixels intensity time evolution to the fw spectrometer

intensity time evolution, the graph in Figure 4.6 has been obtained.
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Figure 4.6 Ratio pixels images variation/fw spectrometer variation.

As can be seen, the variation of the ratio in the time interval around

700 ms is negligible and therefore the time association selected above

for the time frames of the camera images can be considered correct.

4.2.4 Plasma parameters

Chosen the time of interest (700ms), it is possible to fix plasma pa-

rameters necessary to run the SOFT simulations. FTU is equipped

with different diagnostic systems designed to perform the physical

quantities measurements (a detailed description of diagnostics in-

stalled in FTU ports can be found in [15]). The data are acquired

in the FTU database and stored in channels. A convenient way to

obtain information about the shot is to use the software shox [75].

Time traces of some important plasma parameters, for shot #43651,

are shown in Figure 4.7.

In the next section 4.3 we will see in the detail the parameters used

in our specific case.
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Figure 4.7 Plasma parameters time traces for shot #43651. (a) Total
plasma current (b) Density in the plasma centre (Rm = 0.935m) (c)
Total neutron emission (d) Temperature in the plasma centre (Rm =
0.935m).



4.3 SOFT parameters selection 71

4.3 SOFT parameters selection

The second version of SOFT, called SOFT2 (or SOFTv2), that is an

upgrade of the first version containing several improvements, has

been used. The SOFT diagnostic is based on configuration script,

referred as pi file. The pi file includes a list of options and modules

that can be configured. More details can be found in the online guide

[76]. Below, we will see in detail how the different parameters have

been chosen.

4.3.1 Radiation diagnostic

The main target of the SOFT tool is the radiation diagnostic estima-

tion. The module used is the @Radiation tool, that evaluates the

different form of the radiation diagnostic integral [20], expressed in

Eq. ( 4.2), in order to calculate radiation images, spectra and Green’s

functions:

I =
Ñ

Θ

(
r

r

)
r · n̂

r 3

d I (x,p,r)

dΩ
f (x,p)dpdV d A (4.2)

where I is the general radiation quantity (for example radiated

power, spectral power or number of photons),Θ indicates the field-

of-view step function, r = x0 −x is the vector from the point of space

x where radiation begins to the detector (x0), n̂ is the normal of the

detector surface, d I
dΩ describes the angular distribution of radiation

emitted and f (x,p) is the electron distribution function. The integra-

tion is calculated considering all the momentum space (as denoted

by the differential dp), real space (indicated by the volume dV ) and

detector surface (denoted by d A). Starting from the integral 4.2,
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it was developed in [73] a theory to simplify the calculations. The

set of coordinates were transformed in guiding-center coordinates,

that are more suitable for runaway orbits integration. Based on this

transformation, the radiation diagnostic integral has the following

form:

I =
Ñ

Θ

(
r

r

)
r · n̂

r 3

d I (X,p,r)

dΩ
f (ρ, p||, p⊥)J d p||d p⊥dζ︸ ︷︷ ︸

dp

dρdτdφ︸ ︷︷ ︸
dX

d A

(4.3)

where X is the guiding-center position, ρ is the maximum ma-

jor radius reached by a guiding-center orbit, p||, p⊥ are the particle

momenta components parallel and perpendicular to the magnetic

field, ζ denotes the gyro angle, τ indicates the time coordinate along

guiding-center trajectory and φ is the toroidal angle. In the case

under examination, the @Radiation tool has been set with the cone

model parameter (for more details on the simplified cone model see

[73]) and image and green have been selected as output. In addition,

it is possible to set a resolution parameter (ntoroidal) defining the

number of toroidal sections used in the radiation diagnostic integral.

In the following the parameters chosen:

@RadiationModel cone ( cone ) {

emission = synchrotron ;

}

@Radiation rad {

detector = det ;
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ntoroidal = 7000;

model = cone ;

output = image , green ;

}

One important radiation sub-model is the @Detector. The param-

eters have been fixed considering the different localisation of the

visible camera and spectrometers.

4.3.2 Detector

Let’s see in detail the parameters set in the @Detector module. In FTU

port 3 was installed the camera IK-M51H [77]. The first parameters

are the detector position and direction, that represent respectively

the position relative to the point of symmetry of the tokamak and the

viewing direction. As reference the Figure 4.8 illustrates the coordi-

nate system used in SOFT.

Figure 4.8 Coordinate system convention.
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The relative camera position has the following coordinates:

x = 0m

y = 0.935m +0.330m = 1.265m

z =−0.165m

where 0.935m is the plasma major radius, 0.330m is distance from

the plasma center and 0.165m is the position of the camera below to

the equatorial plane. The direction is set along the y axis.

Another parameter is the aperture. In SOFT the detector is approx-

imated as a square, which side length correspond to the size of de-

tector aperture (more details can be found in the camera data sheet

[77]).

The vision_angle parameter is defined as half of the opening angle of

the field of view.

The spectrum parameter allows to define the detector spectral range

features. The first two numbers indicate the lower and upper limits of

the spectral bound, the third number the resolution, that is the num-

ber of points inside the interval. In the case of synchrotron emission

model, the spectrum boundaries are expressed in units of meters.

Values in the visible range of the spectrum have been chosen.

Finally, it is possible to specify the camera rotation respect to the

horizontal plane. In the case under study, the camera installed on

port 3 has a 7.5° inclination respect to the equatorial plane. The

angle must be expressed in radians (the original value is converted

and multiply by 2 because the trigonometric function in the code are

normalised at 180°/π). In the following are summarise the @Detector

parameters chosen:
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@Detector det {

position = 0 , −1.265 , −0.165; # [m]

direction = 0 , 1 , 0 ;

aperture = 0 . 0 1 7 ; # [m]

vision_angle = 0.89 image ; # [ rad ]

spectrum = 400e−9 , 650e−9 , 10; # [m]

r o l l = 0 . 2 6 2 ; # [m]

}

Similar reasoning was conducted in the case of REIS spectrometers,

located in the FTU port 6.

4.3.3 Magnetic field

The module @MagneticField allows to set the magnetic field features

and the domain (walls) to use. Two options are available: analytical

and numerical. The analytical is the easiest and fastest, in which the

magnetic field structure is composed of circular surfaces. Instead

the numerical option allows more advanced application, giving the

possibility to put as input a 2D numerical magnetic field. In the case

under study, the analytical option has been used as starting point.

The toroidal magnetic field is inferred from the experimental data

acquired by the FTU diagnostic, in particular channel %E.BTOR of

the shox software shows the magnetic behaviour over time (Figure

4.9).
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Figure 4.9 Shox: toroidal magnetic field B0. It can be, approximately,
considered constant in the range of interest 0−0.9s.

Safety factor

Considering the magnetic field, the safety factor q affects the syn-

chrotron spot. It is defined as the ratio of toroidal to poloidal turns

for a magnetic field surface and gives a measure of how twisted is

the magnetic field. In the @MagneticField module it is possible to

specify the safety factor parameter and its radial dependence. It has

been chosen a quadratic functional form:

q(a) = qa1a2 +qa2

where a is the normalised minor radius and qa1 and qa2 are constant.

Based on the data of the shox channel %E.EQLQVR, shown in Figure

4.10, the constant values are inferred. In particular,

qa2 = q0

qa1 = qpsi −q0
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where q0 is the on axis value, qpsi is the value on the plasma edge.

Figure 4.10 Shox: safety factor.

Other options set in the module are the tokamak major and minor

radii (see Table 1.1) and the orientation of the toroidal component

(clock-wise direction in this case). The @MagneticField parameters

chosen are the following:

@MagneticField mf ( a n a l y t i c a l ) {

B0 = 5.263423420301871; # (T)

Rm = 0 . 9 3 5 ; # (m)

rminor = 0 . 3 ; # (m)

# Safety − f a c t o r

qtype = quadratic ;

qa1 = 5.341455358611038;

qa2 = 3.3278176278126135;

sigmaB = cw ;

}
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4.3.4 Distribution function

The distribution function, defined in Chapter 1, can be set in the

module @DistributionFunction. Different types of distribution func-

tions can be chosen. The target is to find a distribution function that

allows to obtain the best matching between experimental data and

simulations. The simulations has been performed using three type of

distribution functions: monoenergetic, avalanche and exponential

pitch distribution.

In the first case, the RE have a mono-energetic and mono-pitch angle

distribution. The parameters of this type of distribution are set in the

phase space grid (it will be better described in Subsection 4.3.5).

Assuming a spatially homogeneous plasma with constant electric

field and runaway generation dominated by the avalanche mecha-

nism, the avalanche distribution function can be expressed in the

following form [78]:

f (p,ξ) = A(p)

2πme cγ0p2

exp[−γ/γ0 − A(p)(1+ξ)]

1−exp[−2A(p)]
(4.4)

with

A(p) = Ê +1

Ze f f +1
γ

γ0 = l ogΛ
√

Ze f f +5

where p is the particle momentum normalised to the electron rest

mass (me c, with c speed of light in vacuum), ξ= cos θp denotes the

particle pitch angle with respect to the magnetic field (γ=
√

1+p2),

Ê is the electric field strength respect to the threshold electric field,

l ogΛ is the Coulomb logarithm and Ze f f is the plasma effective
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charge.

Based on this assumption, three different parameters have been

set in the SOFT simulations: the electric field strength (Ehat), the

Coulomb logarithm (logΛ) and the effective plasma charge (Ze f f ).

The electric field strength is equal to:

Ê =
vloop

2∗π∗Rm

Ec
(4.5)

where vloop is the loop voltage, Rm is the plasma major radius and

Ec is the critical electric field. The critical electric field Ec depends

on quantities that are function of time:

Ec = densi t y e3logΛ

4πϵ2
0me c2

(4.6)

where density denotes the particles density, e is the Coulomb change

and ϵ0 the dielectric constant. Figure 4.11 shows the time evolution

of vloop and particle density in the case of shot #43651.

Figure 4.11 Loop voltage and density time traces in the case of shot
#43651.
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Based on the temperature and density values of #43651 (Table 4.1),

the value of the Coulomb logarithm for electron ions collision is fixed

at 17 for all the simulations [4].

Taking into account the experimental errors, Ze f f has been assumed

to have a value of about 6, as confirmed by the time trace in Figure

4.12, acquired by the diagnostic system.

Figure 4.12 Plasma effective charge Ze f f time trace for shot #43651.

The parameters selection is summarise in the following:

@DistributionFunction analytical_avalanche ( avalanche ) {

EHat = 0 . 0 1 6 ;

lnLambda = 17;

Zeff = 6 ;

}

The third type of distribution function used in the simulations is the

pitch distribution function, that is the pitch part of the analytical

avalanche. It can be expressed as the cosine of the pitch angle:

f (ξ) = exp(Cξ) (4.7)
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where C is the input parameter and ξ= cosθ. In the case under exam-

ination, the best results have been found using an exponential pitch

distribution. The C parameter was set equal to 200, corresponding to

a domninant pitch angle equal to θ = 0.259r ad .

The pi file in that case was set in the following way:

distr ibution_function = ourDistribution ;

@DistributionFunction ourDistribution ( pitch ) {

C=200;

}

In addiction, SOFT allows to set the radial profile distribution. When

not specified, it will be set uniform (function = 1) as default. In

Section 4.4 an extra tool to find the radial profile from the data will

be shown.

4.3.5 Phase space grid

The module @ParticleGenerator allows to set the type of particles

(default value correspond to the electron charge) to simulate and

the limit of the phase space in which consider the particles (initial

position, pitch angle and energy). Different simulations have been

performed in order to test the influence of the single parameters in

the synchrotron spot. The following parameters have been used to

obtain image 4.13b:

@ParticleGenerator PGen {

a = 0 , 0 . 9 , 60;

p = 20 , 20 , 1 ;
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(a) θp = [0.1−0.2] (b) θp = [0.1−0.3]

(c) θp = [0.1−0.4] (d) θp = [0.1−0.5]

Figure 4.13 Pitch angle variation analysis.

thetap = 0 . 1 , 0 . 3 , 40;

}

Figure 4.13 illustrates an example of pitch angle studies performed.

It is possible to note that increasing the pitch angle values, the ver-

tical extend increase. At a threshold value two different spots are

simulated moving away from each other.
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4.4 Radial profile of runaway electrons

RE inside tokamaks plasma are widely distributed in the phase-space.

4.4.1 Radial distribution

The first simulations have been performed considering an uniform

radial distribution. The SOFT toolkit is equipped with an additional

software named softplot, that allows to test directly the different

radial distribution effect in the synchrotron spot. By comparing the

simulated images with the experimental image 4.2, it has been found

a good shape agreement using a Gaussian radial profile

exp(−((x −0.4)/0.2)∗∗2)

as shown in Figure 4.14.

Figure 4.14 Gaussian radial profile.

Figure 4.15 shows a comparison between synchrotron images ob-

tained applying the uniform radial profile (4.15a) and the Gaussian

radial profile (4.15b) aforementioned.
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(a) Uniform radial profile (b) Gaussian radial profile

Figure 4.15 Comparison of synchrotron images using different radial
profile distribution.

4.4.2 Image inversion procedure

Finding more precise radial distribution is essential to obtain the

best synchrotron modelling. For this reason, a new approach has

been followed. The image inversion procedure is based on Tikhonov

regularization algorithm. This technique finds the best radial profile

which must be applied to the simulated images in order to match the

real ones. It is a very efficient method used to estimate the param-

eters comparing the experimental image (Figure 4.16(a)) with the

simulation result (Figure 4.16(c)). Figure 4.16 shows a preliminary

result of the inversion procedure. The radial distribution (Figure

4.16(b)) is obtained from the comparison of the two data.

After finding the reconstructed radial profile, the data are fitted using

a Gaussian profile, as shown in Figure 4.17. The parameters found

are applied to the experimental image by using the softplot tool.
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(a) Experimental
image

(b) Reconstructed radial
profile

(c) Reconstructed
image

Figure 4.16 Output results of the image inversion procedure.

Figure 4.17 Radial profile fitting.
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4.5 Results

Different simulations and combinations of phase-space parameters

have been performed. The comparison between spectra simulation

and experimental spectra data gives useful information in term of en-

ergy constraint. For each spectra simulation a constant minimising

the root mean square is found and the lowest value is chosen.

Based on these studies, parallel analysis has been conducted for

the images. The best parameters allowing to increase the similarity

between experimental and simulation data are found applying an

exponential monoenergetic distribution having:

p = 24.5, thet ap = 0.3

Figure 4.18 illustrates the experimental data compared with the simu-

lated experimental spectra. The blue line indicates the experimental

error on data. It can be seen that there is a good matching.

Figure 4.19 shows a comparison between the experimental image

and the image obtained with SOFT. The phase-space parameters are

chosen according to the spectra results.

The pitch angle values used are consistent with the previous study

performed using the platform described in Chapter 3, shown in Sec-

tion 3.7. In particular, the radial distribution of the RE is the fitted

Gaussian found in Section 4.4. It is possible to confirm a good match-

ing between simulation and experimental data.
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Figure 4.18 Best spectra results at 700ms.

Figure 4.19 Best synchrotron images results at 700ms, #43651. (a)
Experimental image. (c) SOFT simulation using a Gaussian radial
profile.
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4.6 Conclusion

Synchrotron radiation is a powerful tool for understanding RE dy-

namics, but a complete model is necessary to obtain a correct sim-

ulation procedure. The software SOFT was chosen to simulate the

synchrotron images and spectra by solving the guiding-center RE

equations of motion and calculating their radiation emission. A good

match has been found between the estimates of the RE pitch angle

and energy derived form image analysis (this thesis) and spectral

analysis, both supported by SOFT simulations.

The nuclear fusion field is continuously changing and innovating. In

the next chapter, a new optical remote sensing technique is inves-

tigated. The technique presented can be the basis for new fusion

plasma diagnostics.



Chapter 5

Remote recovery of audio

signals from videos of

optical speckle patterns

5.1 Introduction

Optical remote sensing is an innovative technique, that allows to

analyse noninvasively the environment, even at long distances be-

tween probe and probed objects. In the research performed [79], a

comparative analysis of recovery algorithms of audio signals from

the silent videos of the optical speckle patterns movement [80] was

carried out. Applications of optical remote sensing covers a wide

range of disciplines. The techniques analysed can be a basis in future

plasma physics applications.
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5.2 Experimental setup

The setup proposed in [81, 82] was implemented, but, in this case,

a diode laser was used. Diode laser are widespread in sensing ap-

plications, because they are cheap, efficient in terms of energy and

cover an extensive range of wavelengths. Figure 5.1 (a) illustrates the

experimental setup.

(b)(a)

L

Figure 5.1 (a) Experimental setup: A collimated laser beam shines
onto a white paper glued to the membrane of a loudspeaker. The
paper surface roughness generates a speckle pattern that is imaged
by lens L onto the sensor of a CMOS camera. (b) Example of a speckle
image recorded by the camera.

The diode laser (Thorlabs HL6750MG, λ = 685nm) was driven by

a Thorlabs ITC4001 controller. The light generated was collimated,

through an iris (having ∼ 1mm diameter), at an angle of 40° onto

the membrane of a loudspeaker (Logitech X-210 subwoofer). The

speaker membrane was covered with a white paper in order to pre-

vent the light absorption by the black surface of the speaker mem-

brane. The speckle patterns, that originates from the roughness

of the paper by a lens (focal distance f = 100mm), were acquired

through the sensor of an 8-bit CMOS camera (IDS UI-1222LE-M,

pixel size 6µm). Figure 5.1 (b) shows an example of optical speckle

pattern.
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The dynamical variations of the speckle pattern when a sound was

played by the speaker was recorded by the camera, running in video

mode. The signals acquired had an high-frequency, as a consequence

an high video frame rate was necessary. For instance, at 800 frames

per seconds (fps), it is possible to recover audio frequencies of up to

400H z. Two different type of audio signals was successful recovered:

sinusoidal with frequencies between 60 Hz and 140 Hz and a song

with a predominance of bass frequencies (Another One Bites the

Dust by Queen). Some examples of acquired videos and recovered

audio signals can be found here.

5.3 Recovery methods and performance measures

The target of the work is to perform a comparative study of six differ-

ent algorithms for the recovery of the audio signals from the silent

videos.

5.3.1 Methods

Before describing each method, the basic notation is defined: Ii [n]

is the intensity of the i -th pixel in frame n and x [n] = x (nTs) is

the sampling of the audio signal x(t) emitted by the speaker, with

Ts being the sampling time. y [n] indicates the recovered signal at

time nTs , which depends on pixel intensities (that are function of

the audio signal). Assuming to neglect constant terms, dalays and

applying a linear approximation, the intensity of the i -th pixel in

https://donll.upc.edu/en/videos/speaker_speckle/39.0db
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frame n is defined:

Ii [n] = fi (x [n])+σi ϵi [n] ≈αi x [n]+σi ϵi [n] . (5.1)

where αi is a constant in time that can depend on the pixel and

the signals ϵi [n] account for noise and intensity discretization; we

assume they are uncorrelated white noise with unity variance. σi is

the strength of the noise that can also depend on the pixel.

5.3.2 Differential processing scheme (DIF)

This method was proposed in the literature [81], it is based on a

proportionality between the perturbation to be measured and the

speckle pattern variations. The recovered signal is computed from

the difference, pixel-to-pixel, between two consecutive frames: y [n] =∑
i |Ii [n]− Ii [n −1]|. If Eq. (5.1) holds, the recovered signal is

y [n] =
∑

i
|αi (x [n]−x [n −1])+σi (ϵi [n]−ϵi [n −1])| (5.2)

Since y [n] does not vary linearly with x [n], harmonic generation in

the recovered signal due to the nonlinearity of the reconstruction

occurs.

5.3.3 Mean intensity (MI)

A simple method is based on the mean intensity calculation of each

video frame n, y [n] = 1
N

∑
i Ii [n], where N is the pixels number. If
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Eq. (5.1) holds:

y [n] =
(∑

i

αi

N

)
x [n]+ 1

N

∑
i
σi ϵi [n] (5.3)

Therefore, y [n] varies linearly with x [n] but, considering that the αi

values are likely positive or negative, the sum
(∑

i
αi
N

)
will likely be

small and the signal, x [n], will likely be hidden by the noise.

5.3.4 1-pixel method (1 PIX)

This algorithm is based on the selection of one single pixel r . The

pixel intensity is used to reconstruct the signal y [n] = Ir [n]. The

pixel chosen is the one that maximise the signal Ir [n] variance. If

Eq. (5.1) holds:

y [n] =αr x [n]+σr ϵr [n] (5.4)

Supposing that the noise strengths are all the same (σi =σ), the pixel

with the largest intensity variance will maximise the signal to noise

ratio (SNR).

5.3.5 Cross-Correlation (CC)

The Cross-Correlation method in a new algorithm proposed, based

on the cross-correlation between the time series of the intensity of

a reference pixel and the time series of the intensities of all other

pixels. A reference pixel, r , is selected and the Pearson correlation, ρ,

is computed between the intensity of each pixel, i , and the intensity

of the reference pixel r : Ci = ρ (Ii [n] , Ir [n]). If Eq. (5.1) holds and
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supposing to neglect the noise, then

Ci = sign(αiαr ) (5.5)

This property is exploited to find the signs of the coefficients βi in a

weighted mean intensity, used to reconstruct the signal:

y [n] =
∑

i
βi Ii [n] (5.6)

The weights are opportunely chosen such that they maximise the

SNR. Supposing σi = σ and using Eq. (5.1) the recovered signal is

equal to:

y [n] =
(∑

i
βiαi

)
x [n]+σ

∑
i
βi ϵi [n] . (5.7)

SNR ∝ (∑
i βiαi

)
/
√∑

i β
2
i if the noise signals ϵi [n] are uncorrelated.

Consequently, SNR will be maximised choosing the weights such

that βi ∝αi .

The Root Mean Square (RMS) of the signal Ii [n] (L is the number of

frame) is exploited to estimate αi . By using the linear approximation,

the following expression is obtained RMSi =
√

P 2α2
i +σ2, where P

is the RMS power of the signal x [n]. Based on that, it follows |αi |∝√
RMS2

i −σ2. Hypothesising that values of αi are small enough to be

neglected, mini (RMSi ) is an estimation of the noise strength, and

consequently, |αi |∝
√

RMS2
i −min2

i (RMSi ). SNR will be maximised

if the weights are βi ∝αi , hence
∣∣βi

∣∣=√
RMS2

i −min2
i (RMSi ). The
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correlation sign Ci is used to set the sign of βi such that

βi = sign(Ci )
∣∣βi

∣∣= sign(Ci )
√

RMS2
i −mini

2 (RMSi ). (5.8)

Combining Eq. (5.5), βi = sign(αiαr )
∣∣βi

∣∣ and Eq. (5.7), the following

expression for the recovered signal is found:

y [n] = sign(αr )

(∑
i

∣∣αiβi
∣∣)x [n]+

∑
i

sign(αiαr )
∣∣βi

∣∣σi ϵi [n] , (5.9)

It is important to note that using the weights defined in Eq. (5.8) all

the terms in the sum that multiplies x[n] are positive. In order to

obtain good results, a reference pixel with high RMS must be chosen.

5.3.6 Machine learning method (ML)

This technique uses the algorithm IsoMap [83] for dimensionality

reduction, that allows to reconstruct time-varying features in a low-

dimensional space. Each frame n is modelised as a point in a N -

dimensional space whose coordinates are the values of the N pixels,

{I1[n] . . . IN [n]}. The recorded video composed of L frames is repre-

sented by a sequence of L points in this high dimensional space. It is

possible to locate the points in a low dimensional manifold because

the pixels depend on few variables, like the position and velocity of

the loudspeaker membrane. The IsoMap algorithm is used to find

the coordinate of each frame in a low dimensional manifold. The

algorithm receives as input each frame coordinate and calculates the

distance between any two frames using the Euclidean pixel-to-pixel
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distance. The audio signal can be recovered from the trajectory in

the reduced space.

5.3.7 MIT method

The method, proposed by MIT researchers [84], allows to extract

sound from videos of minute vibrations. The video scene must to

be illuminated, because the setup is not based on laser-generated

speckle, like in the setup presented in this work. The algorithm is

based on the complex steerable pyramid [85, 86]. The motion of

each pixel is analysed and a weighted average is performed for each

scales and directions. In the next step all the directions and scales

are synchronised respect to a chosen reference and added together

in order to obtain the recovered signal.

5.3.8 Performance measures

Two different methods were used to compare the performance of the

algorithms: the Signal-to-Noise and Distortion ratio (SINAD) [87] for

the sinusoidal audio signals and the Pearson cross-correlation coef-

ficient for the song. The SINAD measures (in dB) the ratio between

the power of the signal and the rest of the power that corresponds to

noise and distortion, SI N AD = Psi g nal /Pnd .

In the Fast Fourier Transform (FFT) representation, the power of the

signal is within a small frequency range centered at the frequency f0

of the sinusoidal signal that is applied to the speaker and all the other

power is composed of noise and distortion. Figure 5.2(a) illustrates

an example of FFT evaluation from the MI method, the green line

indicate the FFT signal centered at the applied frequency (in this
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Figure 5.2 (a) Evaluation of the Signal-to-Noise and Distortion ratio
(SINAD) from the Fast Fourier Transform (FFT) of the recovered
signal from the MI method. (b) Spectrogram obtained with the Mean
Intensity method.

case is f0 = 80 Hz).

In addition to a peak at f0, peaks at other frequencies occur due to

harmonics and aliasing. Figure 5.2(b) illustrates the appearance of

other peaks, whose contribution is included in the noise and distor-

tion term.

5.4 Results

The performance of the recovery methods are evaluated, firstly, when

a sinusoidal signal was applied to the speaker. The performance

comparison among the new algorithms and the others presented in

the literature, is shown in Figure 5.3

The algorithms performances when a song is played by the speaker

are measured by the Pearson coefficient. The comparison results for
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(a) (b)

Figure 5.3 Methods performance comparison. (a) SINAD for increas-
ing volume signal when the frequency is kept constant (100 Hz). (b)
SINAD for increasing signal frequency when the signal volume is
kept constant (-30dB, dB refers to sound pressure levels).

three different volumes and their mean execution time are shown in

Table 5.1.

Combining the results shown in Figure 5.3 and Table 5.1, it is pos-

sible to note that, generally, the performance depends on the signal’s

features. Nevertheless, comparing the execution time, it is possible to

Table 5.1 Performance of the song recovery for three volume levels
and mean execution time.

1 PIX DIF MI MIT ML CC

-39.9 dB 0.4198 0.0415 0.2079 0.4321 0.4282 0.4308
-26.6 dB 0.3566 0.0591 0.1691 0.3032 0.4313 0.3540
-19.7 dB 0.1392 0.0601 0.0982 0.3084 0.7942 0.0972
Mean Time [s] 0.156 0.024 0.207 5.789 54.23 0.206
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affirm that CC methods and 1 PIX give the best compromise between

good performance and low computational cost.

5.5 Conclusion

An optical technique for remote sound recovering that allows to

make non-contact vibration measurements is presented. Six dif-

ferent algorithms of remote recovery of audio signal were analysed.

The comparison was performed in terms of quality of the recovered

signals and computational costs. The best trade-off between per-

formance and computational cost is the Cross-Correlation method.

The technique under study can be implemented using a cheap setup

composed by a low cost CCD camera and a low cost diode laser.

The techniques analysed can be a basis for future applications in fu-

sion imaging diagnostics to infer direct plasma measurements from

indirect measurements. An example of application can be the mea-

surement of fluctuations in fusion plasmas, using a similar procedure

as performed in [88], in which the fluctuations measurement are per-

formed using a phase contrast on tokamaks. The nuclear fusion field

is open to innovation and the techniques presented pave the way for

future plasma applications.





Chapter 6

Overall Conclusions and

Future Perspectives

In this work, a contribution for the identification and control of non-

linear phenomena, occurring during nuclear fusion experiments,

was performed. Understanding the main rules that govern instability

plasma phenomena is the key for tokamak operation safety, specifi-

cally during disruption. Different approaches and techniques were

investigated.

In the first part of the thesis (Chapter 2), the design of an electrical

anologue of a qualitative plasma behavioural model was presented.

Results confirmed the potential of the circuit, able to mimic the phys-

ical behaviour of plasma quantities. The hybrid analogue model was

designed and implemented in order to deeply investigate edge local-

ized modes. Additionally, the analysis of the system dynamics before

and after pellet injection and thermostat control was performed.
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The results obtained allowed to confirm that the control strategies

applied were able to mitigate the chaotic regime associated to the

ELMs dynamics. The possibility to model complex phenomena using

simple nonlinear electronic circuit is a powerful tool, allowing to test

the dynamical behaviour of the system without running a real fusion

experiment.

In Chapter 3 & 4 the analysis was focused on runaway electrons

dynamics. Images of synchrotron radiation emission from RE were

analysed and simulated in order to infer the RE parameters (pitch

angle, energy). An automatic platform capable of inferring RE pitch

angle from synchrotron spot was implemented. The results obtained

were consistent with those in other tokamak machines. Further-

more, a detailed simulation of the images was carried out using the

diagnostic tool SOFT. This code takes into account the geometric

effects of the detected radiation and its radial distribution. The sim-

ulated images show a good matching with the experimental ones

and the radiation spectra obtained in the experiments. Such studies,

performed in parallel with the synchrotron spectra analysis, gave a

better evaluation of the RE distribution function.

The last part of the thesis work (Chapter 5) presents a compar-

ative study of different algorithms for the remote recovery of audio

signal through the analysis of optical speckle patterns. Application of

this technique can be envisaged, for example, for the measurement

of fluctuations in fusion plasmas.

Investigation and control of plasma instabilities are important

in view of the future operation of ITER, the largest experimental

tokamak under construction in France. In this research context, it is
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essential to increase the knowledge on complex and unstable phe-

nomena affecting plasma stability. To reach this target it is necessary

to develop accurate dynamical models and validate them matching

with experiments. The work presented in this thesis represents a step

forward plasma instabilities mitigation, obtained by both modelling

plasma behaviour and test control strategies.

The research work performed has brought up interesting starting

points for future research activities. The circuits implementation can

be applied exploiting data of fusion experiments, allowing to per-

form a comparison with different machines and physical behaviours.

The combined analysis of images and spectra has demonstrated to

provide a better evaluation of RE parameters. In the future, the same

type of analysis can be applied, systematically, to other discharges of

the FTU database and other tokamak machines.
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