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Abstract

THE fifth generation (5G) of cellular networks aims at providing
connectivity for a large number of applications. To achieve this
goal, 5G has been designed considering three scenarios with vastly

heterogeneous requirements: Enhanced Mobile Broadband (eMBB), mas-
sive Machine-Type Communications (mMTC), and Ultra-Reliable Low-
latency Communications (URLLC). On the basis of the stringent Key
Performance Indicators (KPIs), optimizing separately the services be-
longing to each one of these scenarios is already challenging. Further-
more, simultaneously addressing the KPIs of the different scenarios is
even more difficult. Considering the usage of common techniques cannot
permit to overcome the fundamental trade-off among the achievable data
rate, latency, reliability, and spectral efficiency. Therefore, to efficiently
deal with these challenges, several optimization aspects exploiting inno-
vative techniques should be introduced.

In the view of 5G and future 6G wireless networks, the aim of this
Dissertation is to provide the capability to efficiently support different
service classes and their diverse Quality of Service (QoS) requirements.
To do so, we optimize several aspects of the Radio Resource Manage-
ment (RRM) level and Medium Access Control (MAC) procedures, by
exploiting innovative techniques. The analysis provided considers differ-
ent access techniques, like Time Division Multiple Access (TDMA), Or-
thogonal Frequency Division Multiple Access (OFDMA) and the novel
Sparse Code Multiple Access (SCMA), the support of advanced wave-
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Abstract

form, such as filtered OFDM, and Universal Filtered Multi-Carrier (UFMC),
and the exploitation of a multi-numerology frame structure with different
sub-carrier spacing. In addition, innovative technique of Access Class
Barring (ACB) and predictive estimation of the traffic load are consid-
ered. Finally, the introduction of Deep Learning (DL) techniques and
Deep Reinforcement Learning (DRL) algorithms permitted to overcome
limitations set by mathematical and statistical approaches. The research
activity can be grouped into three main areas.

The first one considers the coexistence among a wide variety of ser-
vices inside the same OFDM grid with the aim of providing flexibility
and improvement of performances. Initially, we propose a QoS-aware
and Channel-aware two-levels RRM framework, that appropriately al-
locates the band spectrum to the numerologies and properly assigns the
Physical Resource Blocks (PRBs) to each numerology. Moreover, we
implement a new Simulation Environment to identify the best (wave-
form, Guard-Band (GB) size) pair which reduces the Inter-Numerology
Interference (INI) phenomenon, and maximizes the spectral efficiency
while taking into account QoS requirements.

In the second research activity, we focus on the optimization of the
RRM for the mMTC services. We propose a new framework that in-
cludes a joint control of the dynamic resource allocation between the
Physical Random Access Channel (PRACH) and the Physical Uplink
Shared Channel (PUSCH), and a new random access procedure based
on an adaptive ACB scheme. To further increase the spectral efficiency,
we adopt the Sparse Code Multiple Access (SCMA) technique for the
transmission in the PUSCH resources. Then, instead of improving the
succeeded access attempts in the PRACH, we present the innovative
transmission idea to exploit the unused PUSCH resources to serve an
additional part of MTC devices. Moreover, we propose an accurate cur-
rent access attempts estimation method, based on Deep Neural Network
(DNN), which accepts as input only the information really available at
the next generation NodeB (gNB). Finally, to improve the transmission
performance of SCMA in practical networks we design an end-to-end
SCMA en/decoding scheme robust to the channel noise.

Finally, in the third activity, we consider the problem of automatically
learning MAC protocols with good generalization proprieties across sev-
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eral transmission environments. These protocols take into account both
the control plane and the data plane point of view, and are learned be-
tween several User Equiments (UEs) cast as Reinforcement Learning
(RL) agents and one Base Station (BS) cast as an expert.
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CHAPTER1
Introduction

The objective of this Chapter is to provide a brief excursus of the main
concepts investigated in this Dissertation, whose aim is to study and pro-
pose innovative techniques to optimize the 5G New Radio (NR) interface
facing services with very heterogeneous requirements.

1.1 Background and Motivation

Looking forward to 2030, the key verticals like connected industries,
intelligent transport systems and smart cities will bring our society to
become totally digitized and data-driven. In this regard, it is expected a
fully mobile and connected society, characterized by a huge growth in
connectivity and traffic volume. Some typical trends include explosive
growth of data traffic, great increase of connected devices and contin-
uous emergence of new and stringent services. Today’s statistics show
that over 1 billion mobile users around the globe are intensely using the
social networking media, streaming, and gaming services on a daily ba-
sis. At this regards, 5G technology has to support the proliferating traf-
fic demand, providing a wide range of connected devices and services.
Unlike earlier generations, 5G networks do not include just the enhance-
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Chapter 1. Introduction

ment for the legacy mobile broad-band services but rather it targets to
address much more diversified usage scenarios. In particular, the Interna-
tional Telecommunication Union Radio communication Sector (ITU-R)
defined three categories [2]:

• eMBB - Enhanced Mobile Broadband: as an extension to 4G
broadband services, the aim of this category is to have an ultra high-
speed connection for both indoors and outdoors.

• mMTC - Massive Machine Type Communications: 5G will need
to suit a whole raft of connected devices with heterogeneous quality
of service requirements. The objective of this category is to have a
unifying connectivity fabric with enough flexibility to support the
exponential increase in the density of connected devices.

• URLLC - Ultra-Reliable and Low Latency Communications:
this use case is related to services that are delay sensitive, and thus
require stringent requirements for latency and reliability to ensure
increased reactivity.

The service requirements for each of the above categories are remark-
ably distinct in terms of reliability, throughput, latency, among others.
The first category is data rate hungry (e.g., ultra high-definition (8K)
videos at 120 fps and virtual/augmented reality wireless streaming). On
the other hand, mMTC envisions the massive Internet of Things (mIoT)
paradigm, which requires low power consumption and very low through-
put, while URLLC services need to be extremely reliable with a target
latency below 1 ms. The requirements for radio access technologies are
depicted in Fig. 1.1 and listed in Table 1.1.

According to these objectives, 5G must be able to support users with
throughput and peak throughput of 10 and 20 times higher than what
available in legacy 4G networks, respectively. The density of the maxi-
mum connection will be 10 times more and the energy saving is of im-
portance. In order to cater this vision and to satisfy the proliferating
traffic demand, 5G technology is envisioned to support 1000 times in-
crease in capacity and 100 times more connected devices than today’s
4G networks.

However, there is a fundamental trade-off among the achievable ca-
pacity, latency, and reliability, respectively, over the same spectrum. For

2
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eMBB

mMTC

URLLC
5G core

Mobility
Up to 500 km/h

High peak data rate 
Downlink 20 Gbit/s

Uplink 10 Gbit/s

High capacity
10 Mbps/m2

High connection Density 
106/km2

Deep coverage

Ultra low energy consumption
Battery life 10 years

Reliability
1-10-5

Security

Low latency
User plane 1 ms

Control plane 20 ms

Figure 1.1: 5G usage scenarios

Table 1.1: Requirements for IMT-2020 5G

Capability 5G requirement Usage scenario
Downlink peak data rate 20 Gbit/s eMBB

Uplink peak data rate 10 Gbit/s eMBB
User experienced downlink data rate 100 Mbit/s eMBB

User experienced uplink data rate 50 Mbit/s eMBB
User plane Latency ≤4 ms eMBB

≤1 ms URLLC
Control plane Latency ≤20 ms eMBB/URLLC

Mobility 500 km/h eMBB/URLLC
Connection density 106/km2 mMTC
Energy efficiency Equal to 4G eMBB

Battery life 10 years mMTC
Area traffic capacity 10 Mbps/m2 eMBB

Peak downlink spectrum efficiency 30 bit/s/Hz eMBB
Reliability 1-10−5 URLLC

instance, achieving ultra-reliable wireless transmissions typically require
a large radio latency performance though. As the current wireless com-
munication technologies do not have the capabilities to handle the future
wireless networks requirements, advanced technologies and intelligent
radio resource management techniques have to be developed for 5G and
beyond wireless networks. Specifically, the 5G-NR standard introduces
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Chapter 1. Introduction

a set of system design improvements [3] mainly highlighted by:

• Adaptive radio frame structure and numerology: the 5G-NR
[4] supports an agile frame design with a variable Transmission
Time Interval (TTI) duration and Sub-Carrier Spacing (SCS), re-
spectively. Hence, a 5G-NR radio frame is 10 ms, and consists
of 10 sub-frames, each of 1 ms duration. Sub-frames are flexibly
divided into 2n, n = 0, 1, 2..., slots. Accordingly, a radio slot is
of 14 Orthogonal Frequency Division Multiplexing (OFDM) sym-
bols duration when a normal cyclic prefix design is used. Within
each slot, there can be several transmission opportunities - so called
as a mini-slot based transmissions, e.g., transmissions based on 4-
OFDM symbol mini-slot. Accordingly, the latency critical URLLC
services are dynamically served with a shorter TTI duration (based
on the mini-slot duration) and larger SCS, respectively. Alongside
the smarter pipeline PHY processing, and the improved process-
ing capabilities available for the 5G era, this fundamentally reduces
both the transmission and processing delays, respectively, at the ex-
pense of the increased control overhead, due to the shorter trans-
missions. However, the latency-tolerant eMBB applications are
dynamically scheduled with a larger TTI duration to increase the
achievable spectral efficiency.

• Multi-Quality of Service (QoS) Dynamic User Scheduling and
Radio Resource Management (RRM) [5–7]: the state-of-the-art
proposals introduce agile RRM and dynamic user scheduling tech-
niques for the 5G-NR multi-QoS deployments. Those contributions
typically adopt a multi-objective optimization techniques towards
achieving the diverse, and sometimes conflicting, QoS requirements
of active UEs. 3GPP release-15 specifications consider the multi-
QoS preemptive scheduling as the baseline Medium Access Control
(MAC) technique for achieving the stringent radio latency require-
ments of the latency-critical traffic. It always prioritizes such traffic
over other active latency-tolerant traffic by means of immediate pre-
emption; however, recovering the capacity of the latter traffic QoS
by smarter re-transmission and coding techniques.

• Advanced channel coding: in order to deliver higher performance

4
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and efficiency, NR needs a new channel coding using larger coding
block sizes. NR specifies an advanced Low-Density Parity-Check
(LDPC) for the data channel using a quasi-cyclic structure where a
smaller base matrix is used for the parity check matrix. A smaller
base matrix means reduced coding latency and complexity as the
code rates increase, while also supporting lower rates than LTE
turbo codes. NR LPDC therefore provides a full rate compatibility
with incremental redundancy and block length flexibility. Physical
control channels typically have small block lengths and here Polar
codes are proposed in NR. Polar codes are the first to achieve max-
imum channel capacity, closing the gap to the Shannon limit, and
improve performance compared to LTE.

• Optimized Waveform [8]: The OFDM waveform has been adopted
as the transmission waveform in LTE and has been inherited in 5G
NR, thanks to its robustness against fading phenomena and ease of
implementation. However, it suffers from several drawbacks, in-
cluding high Peak-to-Average Power Ratio (PAPR) and high Out-
Of-Band (OOB) emissions in the frequency domain. This implies
a significant loss in spectrum efficiency. To overcome the above-
mentioned limitations, an optimized waveform should be consid-
ered for the future stage of 5G. On one hand, the waveform candi-
date should inherit all the advantages of OFDM. On the other hand,
the new waveform should to be able to support flexibly configured
numerologies and multi-numerology coexistence, to enable tailored
services for different applications in heterogeneous scenarios.

• Innovative Multiple Access Techniques [9, 10]: Multiple access
techniques play a key role in handling data traffic in multi-user sys-
tems as it directly determines the throughput performance by effi-
ciently accommodating multiple users with the available resources.
Consequently, a standard multiple access scheme is introduced as
a specific feature for each generation of wireless network such as
Time Division Multiple Access (TDMA) in 2G, Code Division Mul-
tiple Access (CDMA) in 3G, and Orthogonal Frequency Division
Multiple Access (OFDMA) in 4G. These conventional schemes em-
ploy Orthogonal Multiple Access (OMA) techniques in which or-

5



i
i

“thesis” — 2022/11/9 — 18:00 — page 6 — #34 i
i

i
i

i
i

Chapter 1. Introduction

thogonal resources such as time, frequency and code are assigned
to different users to avoid mutual interference between them. Re-
cently, Non-Orthogonal Multiple Access (NOMA) technique has
been envisioned as a promising multiple access candidate to ad-
dress these high data rate requirements as well as to support the
massive connectivity in 5G and beyond networks. In contrast to
OMA, NOMA can simultaneously allocate an available radio re-
source to more than one user which significantly enhances the sys-
tem throughput due to frequency reuse within a cell. The avail-
able NOMA techniques can broadly be divided into two categories,
namely, power-domain and code-domain NOMA:

1. Power-domain NOMA [11]: In this approach, different users
are served at different transmit power levels according to their
channel conditions to obtain the maximum gain in system per-
formance. Therefore, the user with lower channel gain is served
with higher transmit power whilst less transmit power is al-
located to the user with high channel gain. To carry out this
power domain multiplexing, the Base Station (BS) transmits a
linear superposition of the signals of the users and at the re-
ceiver sides, multiuser detection algorithms such as Successive
Interference Cancellation (SIC) are utilized to detect the de-
sired signals.

2. Code-domain NOMA [12]: Unlike power-domain NOMA,
which attains multiplexing in power domain, code-domain NOMA
achieves multiplexing in code domain. Similar to the basic
CDMA systems, code-domain NOMA shares the entire avail-
able resources in time and frequency. In contrast, code-domain
NOMA utilizes user-specific spreading sequences that are ei-
ther sparse sequences or nonorthogonal cross-correlation se-
quences of low correlation coefficient. Examples of code-domain
NOMA are Low-Density Spreading-based CDMA (LDS-CDMA),
Low-Density Spreading-based OFDM (LDS-OFDM), and Sparse
Code Multiple access (SCMA).

6
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1.2 Research Questions

In order to reach the ambitious requirements of 5G, research in diverse
fields is required [13]. Therefore, in this dissertation, we make the efforts
to answer the following research questions.

• Question 1: How to develop a flexible RRM framework that deals
with multi-objective optimization techniques to achieve conflicting
QoS requirements of UEs’ services?

• Question 2: How to near-optimally predict traffic arrival at a gNB
and use such information to boost the number of satisfied MTC
devices and to reduce RA congestion during a bursty traffic arrival?

• Question 3: How to speed up the adoption of SCMA in practical
networks?

• Question 4: How to efficiently learn MAC protocols in an automatic
fashion without any prior agreement among the UEs?

1.3 Research Contributions and Thesis outline

To address the above mentioned research questions, the general objec-
tive of these Ph.D. research activities is to optimize the coexistence in
the same OFDM grid among different type of services, to enhance the
performances of the resource allocation for the mMTC scenario, and to
automatically generate robust and generalized MAC protocols in the vi-
sion of Beyond 5G (B5G).

For each research activity, we carried out several studies and a criti-
cal analysis of the state of art. The objectives to be achieved had been
clearly reported and mathematically formalized. When the analytical so-
lution of the formulated problem is computationally high, we provided
heuristic proposals or approaches based on Artificial Intelligence (AI)
for the given problem. The goodness of the proposed solutions has been
verified through a large number of simulations in comparison with other
works available in the literature.

The main contributions of this Ph.D. Dissertation are summarized as
follows.

7
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• The first part considers the coexistence among a wide variety of ser-
vices inside the same OFDM grid with the aim of providing flex-
ibility. This flexibility brings with it a further challenge in RRM,
i.e., how to best allocate the available band spectrum among the
different non-orthogonal numerologies. Therefore, we propose a
two-levels RRM framework that allocates the band spectrum to
the numerologies on the basis of QoS requested by the diversified
type of service, i.e., Best Effort (BE) services or Guaranteed Bit
Rate (GBR) services with different priorities, and the channel con-
dition experienced by the UE requiring that service. The goal is
to maximize the number of satisfied GBR services, according to
the priority, and the throughput of the BE services. Moreover, we
implement a new Simulation Environment constituted of the de-
fined framework and a physical level simulator publicly available.
The simulator, named Vienna 5G Link Level (LL) Simulator, sup-
ports a single numerology scenario where some physical features
can be set up, including the waveform (e.g., Orthogonal Frequency
Division Modulation Universal Filtered Multi-Carrier, and filtered-
OFDM), the channel model (e.g., Additive White Gaussian Noise,
Pedestrian-A), and the sub-carrier spacing. We adapt this simula-
tor to support the proposed multi-numerology scenario and variable
Guard Band (GB) sizes between adjacent different numerologies.
We identify the best (waveform, GB size) pair which reduces the
INI phenomenon, maximizes the spectral efficiency while taking
into account QoS requirements. The results of these activities have
been published in the conference works [1,14], and in the Computer
Communications journal [15].

• In the second part, we focus on the optimization of the RRM for
the mMTC services. We propose a new framework, customized
for mMTC services, which includes a joint control of the dynamic
resource allocation between the Physical Random Access Channel
(PRACH) and to the Physical Uplink Shared Channel (PUSCH),
and a new random access procedure based on an adaptive Access
Class Barring (ACB) scheme that appropriately spreads random ac-
cess re-attempts in time. In addition, to further increase the trans-
mission efficiency, we adopt the SCMA technique for PUSCH re-

8
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sources, because SCMA results as the most promising NOMA tech-
nique to support massive MTC connectivity with small-size data.
The results are published in IEEE Internet of Things Journal [16].
Then, instead of improving the succeeded access attempts in the
PRACH, as widely addressed in literature, we present the innova-
tive idea to exploit the unused PUSCH resources to serve also the
MTC devices that have failed their access attempt, by assigning
them a pool of resources, in a contention-based mode. This study
led to the publication in IEEE Communications Letters [17]. More-
over, all the schemes for the mMTC are mainly based on a grant-
based Random Access (RA) procedure and proper load-aware ac-
cess controls, e.g., ACB schemes, dynamic uplink radio resource
allocation, and so on. therefore, the development of an efficient
approach to estimate the traffic load is extremely important for the
proper functioning of these access schemes. Therefore, we propose
a current access attempts estimation, based on Deep Neural Net-
work (DNN), which accepts as input only the information really
available at the next generation Node B (gNB). Finally, to improve
the adoption of SCMA in practical networks (especially mMTC
scenario) we design an end-to-end SCMA en/deconding structure
based on the integration between a state-of-the-art autoencoder ar-
chitecture and a novel Wasserstein Generative Adversarial Network
(WGAN) that improves the robustness to the channel noise. These
two last studies have been published in Computer Networks jour-
nal [18] and in IEEE Wireless Communications Letters [19], re-
spectively.

• In the third part, we address the problem of automatically learning
innovative Medium Access Control (MAC) protocols catering to
extremely diverse services with much better generalization capabil-
ities. To do so, UEs are cast as Reinforcement Learning (RL) agents
learning based on local observations while the Base Stations (BSs)
are cast as an expert. To provide robustness, we leverage the con-
cept of Observation Abstraction (OA) rooted in extracting useful
information from the environment. The results have been accepted
for publication in IEEE GLOBECOM 2022 [20].

9
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CHAPTER2
A QoS-aware and Channel-aware
framework for Multi-numerology

OFDM/UFMC/filtered OFDM Systems

2.1 Overview

As presented in the Chapter 1, 5G networks are expected to provide wire-
less connectivity for a wide range of new applications, with the ability to
be connected to the Internet anytime, anywhere, allowing access seam-
lessly, with any device [21]. Since the LTE resource grid has limited
flexibility, it cannot support these heterogeneous requirements. Hence, to
overcome this issue, the physical layer of the 5G cellular network, called
5G NR, introduces new concepts and building blocks to provide more
flexible radio access technology [22]. This flexibility is provided mainly
by the coexistence of multi-numerologies [23], where each numerology
corresponds to one sub-carrier spacing ∆f in the frequency domain.
Consequently, in the OFDMA based 5G radio interface the time dura-
tion of a time slot scales with the chosen subcarrier spacing. Although
this approach is useful to support a wide variety of services, it introduces
new challenges for effectively and efficiently develop a RRM scheme
that ensures the QoS requirements and maximizes system throughput.

11
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In fact, in addition to how to correctly schedule the Physical Resource
Blocks (PRBs) to the UEs, it is necessary to consider how to best divide
the spectral resources among the different numerologies.

Generally speaking, the RRM scheme designed for multi-numerology
scenarios aims to support all services belonging to different numerolo-
gies, guaranteeing QoS requirements, maximizing the system throughput
and providing fairness among UEs that request the same type of service.
However, these objectives are often in contrast to each other and, thus,
optimal solutions are difficult to achieve and/or not feasible because they
can require excessively long computation time. Then, to find sub-optimal
but feasible solutions, the RRM problem could be approached by split-
ting the complex procedure into two simpler sub-procedures, each one
managed by a distinct level of control. The first one, hereinafter referred
to as 1st level allocation, consists in a proper subdivision of the spectrum
among the various numerologies. In the second level, 2nd level schedul-
ing, the PRBs allotted to each numerology are appropriately scheduled to
the relative UEs. More specifically, we focus on the 1st level of the con-
trol framework and we propose a QoS-aware and channel-aware heuristic
algorithm that does not require a long computation time. The aim of our
control level was to determine "how many" and "which" spectrum por-
tions have to be allocated to each numerology with the targets of satisfy-
ing the QoS requirements, in terms of priority and minimum Guaranteed
Bit Rate (GBR), and to maximize the system throughput. To achieve this
goals, our 1st level algorithm, called Channel-Aware Resource Alloca-
tion for Multi-numerology (CARAM) [1], dynamically splits the avail-
able bandwidth among the numerologies, taking into account the chan-
nel conditions. In addition, in this control level we integrated a simple
dropping strategy that was activated in critical situations of overload.
As regards the 2nd level control, for each numerology on the basis of
the allocated bandwidth portions, it concludes the RRM process by dis-
tributing the PRBs among the UEs, by means of the well-known Propor-
tional Fair (PF) algorithm [24], available in literature. In order to more
efficiently address the traffic overload conditions and the time-varying
channel quality, and to increase the flexibility in the adoption of different
2nd level algorithms, the core of the proposed framework (CARAM), has
been completely revised (CARAM-new). Specifically, the CARAM-new

12
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framework more efficiently addresses the traffic overload conditions and
the time-varying channel quality. In addition, we increase its flexibility
by including the adoption of different 2nd level algorithms, such as PF,
Best Channel Quality Indicator (BCQI) and Highest Deviation (BCQI-
HD) [25], that are all described in Section 2.7.

However, the main weakness of the proposed framework is that it
neglects the Inter-Numerology Interference (INI), created by those adja-
cent radio resources that are no longer orthogonal as they are assigned
to different numerologies. Moreover, it does not introduce any GB, only
supports the conventional OFDM waveform, and its performance has
only been analyzed with a simplistic Additive White Gaussian Noise
(AWGN) channel. To reduce the INI effects some proposals are avail-
able in the literature, such as the introduction of a proper Guard Band
(GB) between different numerologies, and the adoption of innovative Or-
thogonal Frequency Division Multiplexing (OFDM)-based waveforms,
e.g., filtered OFDM (f-OFDM) [26], Universal Filtered Multi-Carrier
(UFMC) [27] and windowed OFDM [28]. The optimal solution to the
overall RRM problem is difficult to analytically derive or not viable as it
requires excessively long calculation time. At this regard, powerful nu-
meric simulators have been developed as tools for investigating and ana-
lyzing future wireless technologies. One of the most promising simula-
tors is the Vienna 5G Link Level (LL) [29], a MATLAB-based link-level
simulation tool that facilitates research and development in mobile com-
munications. Therefore, taking into account the new and sophisticated
RRM schemes and the introduction of advanced simulators, in this Chap-
ter we additionally design a new Simulation Environment that emulates
the complex multi-numerology scenario, including the INI phenomenon.
In detail, as regards the RRM procedures, we adopt the CARAM-new
framework and implement another second level scheduler [25]. Then,
we appropriately integrate these control schemes to the Vienna 5G sim-
ulator which allows to modify several physical features, including the
adopted waveform, the channel model (e.g., AWGN, Pedestrian-A), and
the sub-carrier spacing. Finally, starting from the designed Simulation
Environment, we carried out a case study that allowed us to emulate
a multi-numerology scenario with specific and diversified requirements
and evaluate what is the best (waveform, GB size) pair that reduces the

13
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INI phenomenon and maximizes the spectral efficiency, taking into ac-
count the QoS requirements.

2.2 5G Downlink Frame Structure and Assumptions

At the physical layer, 5G NR allows flexible bandwidth with a maximum
channel bandwidth per carrier equal to 400MHz [4]. As in the LTE, in
the 5G NR the OFDMA is used for the downlink transmission, where
users are dynamically multiplexed on a time-frequency grid. Moreover,
to meet the different requirements of the 5G usage scenarios, the support
of different OFDM numerologies is introduced. The different OFDM
numerologies are characterized by sub-carrier spacing ∆f , ranging from
15 KHz to 480 KHz, calculated as follows: ∆f = 15 · 2x, x ∈ XT =
{0, 1, · · · , 5}. The correct numerology that should be used depends
on the usage scenario and on UEs’ requirements [30]. The radio re-
sources are grouped into Physical Resource Blocks (PRBs), where one
PRB spans 12 sub-carriers for the time of one time slot, corresponding
to 14 OFDM symbols (normal cyclic prefix length).

In Fig. 2.1 we show an example reporting the first three numerologies
of set XT. As depicted, there are sub-carrier spacing ∆f of 15, 30 and
60 KHz, leading to PRB bandwidths of 180, 360, and 720 KHz, and time
slots duration of 1, 0.5, and 0.25 ms, respectively. In the time domain,
every TTI, the gNB shares-out the available band to the numerologies
and schedules the PRBs to the related UEs. Differently from LTE, where
a TTI is fixed to 1 ms, the 5G NR supports the adoption of a scalable TTI
which can be shorter than 1 ms.

Since adjacent radio resources assigned to different numerologies are
not orthogonal to each other, they cause an interference phenomenon
known as INI that reduces the quality of communication experienced
by users, and thus lowering the spectral efficiency. To reduce this phe-
nomenon several proposals are available in literature, such as the intro-
duction of a guard band between adjacent resources belonging to differ-
ent numerologies [31], the adoption of an alternate waveform instead of
OFDM (e.g., filtered OFDM [26] and windowed OFDM [28]), and/or a
power control offset among different numerologies [32]. In this paper,
the focus is not to choose the best solution that guarantees a tolerable
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Figure 2.1: Multi-Numerology Resource Grid.

INI, but, in order to minimize the correlated effects, our strategy aims to
reduce the number of areas affected by the INI trying to assign contigu-
ous resources to the same numerology.

As regards the reporting of CQI values by the UEs, the procedures
envisaged by the standard are considered [33]. In particular, we adopt
the higher layer configured sub-band reporting method, where the gNB
divides the downlink band into equally sized sub-bands, and reports a
wideband CQI value for the whole system bandwidth, together with a
CQI value for each sub-band.

The gNB, on basis of the CQI values received by a UE, begins the
downlink transmission procedure by sending to it a scheduling command
containing, inter alia, the Resource Block Allocation Type, the Resource
Block Assignment, and the Modulation and Code Scheme (MCS) Index.
The gNB adopts a proper mapping between the received CQI and the
adopted MCS index, and an example is reported in [34]. Then, the trans-
mission rate achievable by each UE depends on the MCS adopted for it
in each PRB allocated to it.

2.3 System Model and Problem Formulation

We consider a downlink 5G NR network where the adopted resource grid
of bandwidth BW allows both the dynamic adaptation of the numerol-
ogy and the coexistence of multiple numerologies in a frame. There is a
single gNB equipped with one transmit antenna, and NUE UEs equipped
with one receive antenna. Each numerology x belongs to X ⊆ XT, and
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we denote withNx the cardinality of |X|, and with X[i] the ith element of
X. It is worth to underline that the maximum value of Nx is 3, because at
most three numerology can be multiplexed over a band according to the
3GPP standardization [35]. Each numerology x is used by the gNB to
manage different type of services, either a BE service or a GBR service
with a proper priority. The GBR services belonging to the same numerol-
ogy have the same priority, but may have a different GBR requirement.
We define P = [p1, p2, . . . , pNx] as a vector whose element pi represents
the priority of the services related to the numerology X[i].

We assume that each UE i requires only one BE or GBR service1

starting from TTI lstart,i ∈ {1, . . . , NTTI − 1}, where NTTI the simula-
tion time in terms of number of TTIs. Without loss of generality, in the
following we use UE and service indifferently. Let U = [1, . . . , NUE]T

be the vector containing all UEs requesting a service in the entire sim-
ulation time arranged according to the order of arrival of requests, i.e.,
lstart,U[i] ≤ lstart,U[i+1],∀i = 1, . . . , NUE − 1. We define also Ux as a
sub-vector of U containing all UEs requiring a service belonging to nu-
merology x, ∀x ∈ X, arrangend in the same order of U. Clearly,

U =
⋃
x∈X

Ux. (2.1)

Moreover, Rx = [R1x, R2x, . . . , R|Ux|x] is a vector containing the GBR
requirements of the UEs related to numerology x, XGBR as a sub-vector
of X containing all numerologies x so thatRix > 0 ∀i ∈ {1, 2, . . . , NUE}
sorted in descending order of priority, and XBE as the relative comple-
ment vector of XGBR with respect to X. We assume that |XBE|=1. For
simplicity, we term the numerologies in XGBR as GBR numerologies and
the one in XBE as Best Effort numerology.

For each TTI, in the 1st control level, the gNB should appropriately
assign the radio resources to each numerology. To efficiently allocate the
time-frequency resource grid without waste, it is first necessary to deter-
mine the granularity of the minimum amount of resources that can be
assigned to a numerology. In the frequency domain, one Sub-Band (SB)
of size γ corresponds to the minimum common multiple (mcm) among

1We note that the system model continues to be valid even in the case of one or more users requesting
to transmit N different services. In this case, this user could be modeled as N users experiencing the
same CQIs for the entire simulation length, each one requesting to transmit one out of the N services.
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Figure 2.2: 1 Sub-Band (SB), i.e., granularity of the minimum amount of resources that
can be assigned to each numerology.

the PRB bandwidths of the numerologies in X. In the time domain, the
minimum TTI is the mcm among the different time slot lengths. There-
fore, the total number of available sub-bands is NSB =

⌊
BW
γ

⌋
, and we

define K as the following vector K = [1, . . . , NSB]. In the example
shown in Fig. 2.1, it follows γ = 720 KHz, the minimum TTI lasts 1 ms,
and consequently, one SB corresponds to z = 4 PRBs for each numerol-
ogy, as depicted in Fig. 2.2. Then, we define L as the vector containing
all the available PRBs, i.e., |L| = z · |K|.

For each TTI l, we denote with U(l) the sub-vector of U containing the
UEs requiring a generic service starting from TTI lstart,i ≤ l. We assume
that, the UEs in U(l) report to the gNB both the wideband CQI and the
CQI values for each sub-band in K. Let c(l)

i = [CQI
(l)
i,1 , . . . , CQI

(l)
i,NSB

]
be the vector containing the sub-band CQI values reported from UE i

in TTI l, with i in U(l). C(l) = [c(l)
1 , . . . , c

(l)

|U(l)|]
T is the matrix con-

taining all CQI values received by the gNB during TTI l, and w(l) =

[wCQI
(l)
1 , . . . , wCQI

(l)

|U(l)|]
T the column vector containing the wideband

CQI values reported from each UE in U(l) in the TTI l. Let A(l) be the
1st level Allocation Matrix of size Nx ×NSB at TTI l whose binary ele-
ments a(l)

x,k are indicators of the SBs assigned to the numerologies in TTI

l: a(l)
x,k = 1 if SB k is assigned to the numerology x, otherwise a(l)

x,k = 0.
Therefore, the purpose of the 1st level control, for each TTI l, is to derive
the proper values of a(l)

x,k that maximizes the system throughput, while
ensuring the QoS requirements.

Moreover, for each x ∈ X, let U(l)
x be the sub-vector of U(l) contain-

ing the UEs requiring a service belonging to x, K(l)
x be the sub-vector

of K containing all the SBs k so that a(l)
x,k = 1, L(l)

x a sub-vector of L
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containing all the PRBs related to the SB ∈ K(l)
x . More in detail, each el-

ement K(l)
x [i] corresponds to z elements of L(l)

x , i.e., L(l)
x [(i−1) ·z+1] =

(K(l)
x [i]− 1) · z + 1, L(l)

x [(i− 1) · z + 2] = (K(l)
x [i]− 1) · z + 2, . . . , and

L(l)
x [i·z] = K(l)

x [i]·z. We assume that for the UE i the CQI value reported
on the sub-band k, C(l)[i, k], is constant for each PRB in the sub-band.
Therefore, we define C(l)

x as a matrix of size
∣∣∣U(l)

x

∣∣∣× ∣∣∣L(l)
x

∣∣∣ containing all

the CQI values C(l)
x [i, j] of the UEs of numerology x, related to each of

the PRB j ∈ L(l)
x . It is clear that

∣∣∣L(l)
x

∣∣∣ =
∣∣∣K(l)

x

∣∣∣ ·z, for each TTI l and that

the elements of C(l)
x are derived from those of C(l), considering only the

sub-bands k where a(l)
x,k = 1. Then, the 2nd level control schedules the

PRBs ∈ L(l)
x to UEs in U(l)

x . So, we define A(l)
x as the 2nd level Schedul-

ing Matrix of size
∣∣∣U(l)

x

∣∣∣ × ∣∣∣L(l)
x

∣∣∣, whose binary elements: a(l)
ix,jx

= 1 if

PRB jx is assigned to UE ix, otherwise a(l)
ix,jx

= 0.
Given A(l)

x , U(l)
x , and C(l), the gNB knows the CQI values of the PRBs

allocated to each user ix ∈ U(l)
x , then determines which MCS it should

use in the Physical Downlink Shared Channel (PDSCH). At this aim, we
adopt the CQI-MCS Index mapping Table A.4-3 in [34]. The modulation
order and code rate related to each MCS Index is derived by means of
Table 5.1.3.1-1 in [33], which support QPSK, 16-QAM and 64-QAM.
Then, the Transport Block Size (TBS(l)

ix
) related to UE ix in TTI l, that

is the number of information bits transmitted during TTI l, is estimated
on basis of the number of allocated PRBs and on the MCS adopted for
each PRBs, as reported in [33]. In order to verify the GBR requirement,
we consider the standardized Default Averaging Window (DAW) [36]
with W corresponding to the time interval of the last NDAW TTIs. For
each TTI l and UE ix, the related DAW is W(l)

ix
= [max{lstart,ix, l −

NDAW + lstart,ix}, . . . , l]. Thus, the verification of the GBR requirement
for each UE ix exploits the following transmission rate:

T
(l)
ix,W =

∑
t∈W(l)

ix

TBS
(l)
ix

TTI ·NDAW
,with l ≥ lstart,ix (2.2)

Clearly, the NDAW value may be different according to the service
requirement. In our work it was chosen in accordance with [36]. For
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each numerology x ∈ XGBR, let Sx be the user satisfaction vector of
dimension |Ux| with binary elements six. Since the bit rate should be
guaranteed by the network over a sliding DAW, the Boolean value six is
set as follows:

six =


1, if T (l)

ix,W ≥ Rix∀l ∈ {NDAW + lstart,ix,

. . . , NTTI}

0 otherwise.

(2.3)

The first goal is to maximize the number of satisfied UEs taking into
account the priority of the required services. Hence, it is necessary to
maximize the number of satisfied UEs belonging to |Ux|, with x equal to
XGBR[1], i.e., the users requiring the service with the maximum priority.
If all these UEs are satisfied, the target is to maximize the number of
satisfied UEs in |Ux|, with x equal XGBR[2], and so on. This goal can be
mathematically expressed as follows:

max

{ |UXGBR[1]|∑
i=1

siXGBR[1]
+

|XGBR|∑
x=2

|UXGBR[x]|∑
i=1

siXGBR[x]
·

x−1∏
y=1

∑|UXGBR[y]|
i=1 siXGBR[y]∣∣UXGBR[y]

∣∣
} .

(2.4)

The second goal of maximizing the Best Effort Numerology through-
put can be expressed as follows:

max

 ∑
ix∈UXBE

Tix

 , (2.5)

where Ti is the throughput experienced by the ith UE in the entire simu-
lation length. It is calculated as

Tix =
1

NTTI

NTTI∑
l=1

T
(l)
ix
, (2.6)

where

T
(l)
ix

=
TBS

(l)
ix

TTI
. (2.7)
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Furthermore, the third goal is to maximize the fairness in throughput
among BE UEs. At this aim, we consider the Jain index [37]:

max


(∑

ix∈UXBE
Tix

)2

|UXBE|
∑

ix∈UXBE
T 2
ix

 . (2.8)

It is evident that the objective functions (2.4), (2.5), and (2.8) are referred
to the results obtained after applying the 2nd level scheduling algorithms.

With regards to the constraints, since we consider an Orthogonal Mul-
tiple Allocation (OMA) among different numerologies, each SB k ∈ K
must be allocated to one numerology at most. The first constraint can be
formulated as:

Nx∑
x=1

a
(l)
x,k ≤ 1,∀k ∈ K,∀l ∈ {1, NTTI} (2.9)

Second, for each numerology x ∈ X, the PRB jx can be assigned, by the
2nd level scheduler, to one UE at most. This can be expressed as:

|U(l)
x |∑

i=1

a
(l)
ix,jx
≤ 1,∀jx ∈ L(l)

x ,∀l ∈ {1, NTTI} (2.10)

In summary, the problem formulation for the optimal overall RRM,
which provides the sub-band allotted for the different numerologies and
the resource scheduling for the UEs, can be written as follows:

"Obtain the matrix A and the matrices Ax, ∀x ∈ X with the best trade
off among the objective functions (2.4), (2.5) and (2.8), subject to the
constraints (2.9) and (2.10)."

This is a NP-hard problem and an analytical optimization solution
will take significantly long computation time, which is unacceptable for
allocation and scheduling procedures which should be made every TTI.
Therefore, our approach consists in deriving a heuristic algorithm that
does not require a long computation time and obtain sub-optimal solu-
tions.

2.4 Benchmark Schemes

In this Section, we present the benchmark schemes considered in this
paper. Other related works are reported in Section 2.7.
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2.4.1 1st level allocation algorithms

In this subsection, we focus on the "1st level algorithms". The most
straightforward solution, called Constant Band (CB) [30], is a channel-
unaware algorithm that divides the radio spectrum among the numerolo-
gies, so that each of them obtains a number of sub-bands proportional
to the number of UEs, regardless of the service priority and the QoS re-
quirement. According to our system model, for each numerology x ∈ X,
the number of sub-bands allocated to x is NSBx =

⌈
NSB
|U| |Ux|

⌉
. This is

a very simple procedure which guarantees the lowest decision-making
times. However, this solution offers very poor performance in terms of
both system throughput and number of satisfied users. In fact, the same
amount of resources is assigned to numerologies that could manage users
with different CQI and GBR values.

The Priority Based Numerology Allocation (PBNA) [30], unlike CB,
takes into account the numerology priorities P and the GBR require-
ments Rx,∀x ∈ X, but the channel conditions are still not considered.
As a first step, the algorithm assigns the resources to the highest-priority
numerology in order to satisfy all services belonging to the first numerol-
ogy. Then, if there are still resources available, the algorithm allocated
the sub-bands needed to satisfy all services belonging to the second-best
priority numerology. The procedure is iterated in the priority order un-
til all the NSB sub-bands are assigned or there are no more requests.
Clearly, PBNA performs better than the CB in terms of satisfied UEs.
However, as the CB, it does not take into account the UEs’ CQI values,
so it is an inefficient solution when the channel conditions are different
among UEs.

For the sake of clarity, we summarize the main characteristics of the
above 1st level schedulers in Fig. 2.3.

2.4.2 2nd level scheduling algorithms

Among the channel-aware 2nd level algorithms, some of the conven-
tional well-known ones are BCQI, and PF [24]. The BCQI scheduler,
every TTI l, assigns each resource to the user who has the maximum
CQI value on it. According to our system model, it follows:
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Figure 2.3: 1st level allocation algorithms at a glance.

a
(l)
ix,jx

=


1, if i = arg

i∈U(l)
x ,j∈L(l)

x

max
{

C(l)
x [i, j]

}
0 otherwise.

(2.11)

This is a very simple procedure, which maximizes the numerology through-
put. However, it is highly unfair as users far away from the gNB with
poor channel conditions do not get any resources.

The PF scheduler [24], like BCQI, does not take into account the
GBR requirements but only the UEs channel conditions. It aims to find
a good tradeoff between the system throughput and fairness, assigning
every TTI l all NSBx SBs to the user i′x calculated as follows:

i′x = arg max
T

(l)
ix

T̄
(l)
ix

, (2.12)

where T̄ (l)
ix

is recursively calculated as

T̄
(l)
ix

= βT̄
(l−1)
ix

+ (1− β)T
(l−1)
ix

, (2.13)

and 0 ≤ β ≤ 1. By using this strategy, users with good channel con-
ditions obtain a large number of PRBs, while those far away from the
gNB, generally with lower CQI, still get some resources. However, it is
not suitable for real-time services and does not take into account GBR
requirements.

In addition to the conventional 2nd level schedulers, we consider the
BCQI Highest Deviation (BCQI_HD) proposed in [25]. It is a QoS and
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channel-aware scheduler that aims to achieve a good trade-off between
maximizing the system throughput and improving the fairness among
UEs, while ensuring the minimum data rate for GBR services. The entire
procedure can be summarized as follows.

1. The scheduler initially assigns one PRB to each UE. The choice
of PRB to allocate is carried out by taking into account the com-
plete view of the channel conditions perceived by all UEs. In fact,
before allocating one PRB to a UE, the scheduler verifies whether
this choice does severely penalize any other UE. For doing so, the
scheduler calculates, for each UE, a deviation value between the
maximum and the second maximum CQI value, and assigns one
PRB to the UE with the greatest value of deviation, that is, the UE
which presents the highest deviation from its maximum reachable
throughput.

2. Afterwards, it makes an estimate of the expected transmission rate
in the considered TTI, i.e., T (l)

ix
for each user ∀ix ∈ Ux. If the

T
(l)
ix

< Rix for at least one user ix, the scheduler selects all users
that are not satisfied and repeats the procedure 1) until T (l)

ix
≥ Rix

,∀ix ∈ Ux.

3. Finally, if there are still resources available and the UEs have still
data to transmit, the scheduler assigns the PRBs cyclically to UEs,
regardless of the channel conditions, until there are no more avail-
able PRBs.

This strategy guarantees better performance than the previous algo-
rithms [25], but still has some drawbacks. Specifically, the BCQI_HD
does not take into account the average throughput achieved in the DAW
by UEs, but aims only to guaranteeing the GBR requirement inside the
single TTI t, without considering the past scheduling allocations, i.e.,
Tix,l. For this reason, the integration between our 1st level algorithm pre-
sented in the next Section and the BCQI_HD scheduler is not straight-
forward. In the Section 2.5.1, we present the strategy adopted to solve
this issue.
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2.5 The Proposed Control Framework

In this section, we present the proposed radio resource framework com-
posed of two control levels, as shown in Fig. 2.4. As stated previously,
the new proposal focuses on the 1st level allocation algorithm, termed
CARAM-new. It is a QoS-aware and channel-aware algorithm that aims
to maximize the BE throughput and the number of satisfied GBR users,
according to the priority.

For each TTI l, the inputs are the CQI matrix C(l), the vectors XGBR,
XBE, U(l)

x , and R. The output is the appropriate allocation matrix A(l).
As depicted in Fig. 2.4, on the basis of A(l), for each numerology x,
a 2nd level scheduling algorithm assigns proper PRBs to each UE in
Ux, giving as output the A(l)

x matrix. Moreover, we assume a feedback
reporting between the 1st and the 2nd control level with a periodicity of
∆T .

The basic principle of CARAM-new is divided into two phase:

• Phase 1.1 evaluates how many minimum resources, in terms of SBs
number, should be allocated to each numerology. In addition, it
provides a periodic dropping control.

• Phase 1.2 determines which SBs should be assigned to each nu-
merology with the aim of maximizing system throughput and re-
ducing the INI.

In the following subsections, we describe step-by-step how each phase
works.

2.5.1 Phase 1.1

To guarantee the users’ requirements, the algorithm calculates the XGBR
vector, which contains the GBR numerologies sorted by priority level.
Periodically, the algorithm determines the number of SBs (NSBx) nec-
essary to satisfy the UEs in U(l)

x , with x ∈ XGBR, starting from the
first element of XGBR. Once all the NSBx values have been computed
∀x ∈ XGBR, if there are still resources available, they will be reserved to
the numerology x ∈ XBE. The overall procedure of the proposed frame-
work is reported in Fig. 2.5. Moreover, in order to compare the improved
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Figure 2.4: Two control levels framework for radio resource allocation and scheduling.

CARAM with the previous one [1], we report in Fig. 2.6 the related flow
diagram. Let us start describing CARAM-new.

At the first TTI, unlike the procedure followed in our previous work
[1], where theNSBx is initialized considering the best channel conditions,
here we exploit the wideband CQI values in w(1) for initializing theNSBx

values. Specifically, starting from the numerology with the highest pri-
ority, i.e., XGBR[1], for each UE i ∈ U(1)

XGBR[1], we calculated the expected

throughput per PRB by considering the wideband CQI value wCQI(1)
i .

Then, we calculated the number of PRBs necessary to UE i for guaran-
teeing the required RiXGBR[1]

. Finally, we define as NPRB
X(1)

GBR[1]
the sum

of the number of PRBs required by each UE belonging to U(1)
XGBR[1] and

determine

NSBXGBR[1]
=

⌈NPRB
X(1)

GBR[1]

z

⌉
. (2.14)

Then, for the second numerology XGBR[2], the algorithm operates in the
same way. In general, for the numerology XGBR[i], the following con-
straint should be guaranteed:

NSBXGBR[i]
≤

{
NSB, if i = 1

NSB −
∑i−1

j=1NSBXGBR[j]
otherwise.

(2.15)
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Figure 2.5: Radio Resource Management Flow diagram, adopting CARAM-new as 1st
level allocation algorithm.

If condition (2.15) is not verified for one or more GBR numerologies,
it means that we are operating under overload condition. In this case,
the NSBXGBR

values are set as follows. The number of SBs allocated to
Numerology XGBR[1] is

NSBXGBR[1]
= min

{
NSB, NSBXGBR[1]

}
. (2.16)

Then, the other number of SBs allocated to the GBR numerologies are
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Figure 2.6: Flow diagram of the preliminary control framework proposed in [1],
adopting the previous version of CARAM as 1st level allocation algorithm.

calculated recursively as:

NSBXGBR[i]
=

min

{
NSBXGBR[i]

, NSB −
i−1∑
j=1

NSBXGBR[j]

}
.

(2.17)

Clearly, under this condition of overload some GBR services can not be
satisfied. So, it will be necessary to drop some GBR services. Our ap-
proach is different from that of [1], and it is is explained in Section 2.5.1.
If there are still available SBs, they are allocated to the BE Numerology,
i.e.,

NSBXBE
= NSB −

|XGBR|∑
j=1

NSBXGBR[j]
. (2.18)
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It follows Phase 1.2, where the proper SBs are assigned to the related
numerologies, and then the second level scheduler allocates the PRBs to
the UEs.

Clearly, the amount of SBs to be allocated to each numerology should
be updated during the simulation time. One of the main reasons is that, in
general, the number of user requests may change during the simulation
time. Therefore, for each TTI l > 1, the algorithm verifies whether there
is a new GBR user in the system, i.e., if

∃i ∈ {1, . . . , |XGBR|} so that
∣∣∣U(l)

XGBR[i]

∣∣∣ > ∣∣∣U(l−1)
XGBR[i]

∣∣∣ (2.19)

If so, for each numerology ith GBR numerology that satisfies this con-
dition, we define U(l)/(l−1)

XGBR[i] as the complement vector of U(l−1)
XGBR[i] with re-

spect of U(l)
XGBR[i]. Then, the algorithm calculates the sum of the number

of PRBs necessary for the UEs in U(l)/(l−1)
XGBR[i] for guaranteeing the required

RiXGBR[i]
by considering the wideband CQI values in wCQI(l)

i . The num-
ber of PRBs is termed as NPRB

X(l)/(l−1)
GBR[i]

. So, the algorithm sets

NSBXGBR[i]
= NSBXGBR[i]

+


NPRB

X(l)/(l−1)
GBR[i]

z

 . (2.20)

Finally, all the NSBx values should be updated following (2.16)-(2.18).
We underline that, since the system needs to ensure the QoS require-

ments for the entire simulation length, the arrival of a new GBR service
request is not the only check to be verified to update the number of SBs
allocated to the GBR numerologies. Therefore, with a periodicity of
∆T , we exploit the feedback between the two levels to checks for each
GBR numerology if all users are satisfied, i.e., ∀x ∈ XGBR, the algorithm
checks whether ∑

i∈U(l)
x

six =
∣∣∣U(l)

x

∣∣∣ . (2.21)

If this condition does not occur for at least one numerology, the algorithm
selects among them the GBR numerology with the highest priority, and
increases the related NSBx value by as many units as necessary to assign
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at least one PRB to each unsatisfied user, i.e.,

NSBx = NSBx +


∣∣∣U(l)

x

∣∣∣−∑i∈U(l)
x
six

z

 . (2.22)

Therefore, all the other NSBx values are updated accordingly. However,
if condition (2.15) is no longer guaranteed for one GBR numerology,
one of the associated services belonging to that numerology should be
dropped. We empathize that this new approach regarding the increase of
the NSBx values is an enhancement compared to our preliminary work
[1], where NSBx is simply increased by one unit.

Otherwise, if condition (2.21) is verified, the algorithm verifies whether
the amount of resources allocated in the previous TTIs to the GBR nu-
merologies are excessively greater compared to those sufficient to guar-
antee the requirements the related UEs, the NSBx values should be prop-
erly decreased. This can occur when either the initial estimate of NSBx

is oversized, or the channel conditions improve over time. We underline
that the CARAM scheme [1] does not include any decrement strategy.
We note that deciding to decrease the value of NSBx is not straightfor-
ward, as you risk not satisfying some users in subsequent TTIs. In the
following subsection, we explain in detail how the decrement strategy
works.

The NSBx decrement strategy

Let define T1,(l)
x,W =

[
T

1,(l)
1x,W, T

1,(l)
2x,W, . . . T

1,(l)
|Ux|,W

]
as the vector containing

the theoretical average throughput T 1,(l)
ix,W obtainable by each user of nu-

merology x ∈ XGBR over window W(l)
ix

assuming that it received only
one PRB until TTI l. We denote the UE ix as "over-satisfied" if the con-
dition T (l)

ix,W − T
1,(l)
ix,W ≥ Rix is true. This means that the UE has obtained

from the scheduling algorithm one or more resources in addition to those
needed to satisfy the GBR requirement.

Therefore, if exist one GBR numerology x so that

T
(l)
ix,W − T

1,(l)
ix,W ≥ Rix,∀ix ∈ U(l)

x , (2.23)

and if there have been no decrements in the last
∣∣∣U(l)

x

∣∣∣ TTIs, then the al-
gorithm properly decreases the related NSBx value of one unit, as shown
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in Fig. 2.5. It is evident that our decrement strategy is very conserva-
tive. In fact, the decrement is carried out not only whether all UEs ∈ U(l)

x

would be over satisfied, but also at most once every
∣∣∣U(l)

x

∣∣∣ TTIs. In ad-
dition, NSBx is decremented only by one unit. Generally, it occurs that∣∣∣U(l)

x

∣∣∣ > z, where z represents the number of PRBs per SB (see Fig. 2.2),
and therefore the NSBx decrease affects a small number of users.

We empathize that the proposed 1st level algorithm aims to adopt
2nd level scheduling algorithms available in literature without modifying
them. So, it is necessary to introduce this conservative strategy due to the
problems encountered in the scheduling algorithms. In fact, if our level
1 were less conservative, e.g., it would perform the decrement strategy
only when half of the GBR UEs are over satisfied, then the 2nd level
algorithm may erroneously reduce resources even to users who are non
satisfied. This issue is expected by adopting PF and BCQI schedulers,
since they are QoS-unaware. However, it can occur also by adopting
the BCQI-HD although it is a QoS-aware scheduler, due to the fact that
it aims to guarantee the GBR requirement inside a single TTI, without
considering the past scheduling allocations, i.e., T (l)

ix,W.
It is worth to underline that the introduced decrement strategy allows

in the first TTI to perform a more realistic estimate ofNSBx, compared to
the one of our previous work [1]. In fact, therein the algorithm assumes
the maximum CQI values for each UE, corresponding to the minimum
NSBx values. Instead, the improved strategy adopts the wideband CQI
values and, consequently, initializes all the NSBx to values close to the
optimal ones, but that may be either underestimated or overestimated. In
the latter case, unlike CARAM, the CARAM-new algorithm is capable
of properly decreasing the NSBx values.

The dropping function

In this subsection, we describe the proposed criterion to select which
service should be dropped. The aim is to drop the service belonging to
the GBR Numerology with the lowest priority that is the "hardest" to
satisfy. For doing so, first the algorithm selects the GBR Numerology
x∗ having the lowest priority among the ones with NSBx > 0. Then, for
Numerology x∗, the algorithm determines the vector D(l)

x∗ whose elements
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D
(l)
ix∗

are calculated as:

D
(l)
ix∗

=


Rix∗−T

(l)
ix∗ ,W

T
1,(l)
ix∗ ,W

, if Rix∗ > T
(l)
ix∗ ,W

0 otherwise.
(2.24)

Finally, the UE
i′ = arg max

i∈Ux∗

{
D(l)

x∗

}
(2.25)

is dropped.
This strategy represents an improvement compared to the one used in

our previous work [1], where the user with the lowest achieved through-
put was dropped. In fact, that UE is not necessary the most difficult
to satisfy, because this depends on the CQI values, which clearly affect
T

1,(l)
ix

which is used in (2.24).

Adaptation of the proposed CARAM-new to different 2nd level schedulers

In this subsection, we describe how we adapt the proposed CARAM-
new to work well with different 2nd level schedulers, i.e., PF, BCQI,
and BCQI-HD. This adaptation is necessary to allow the framework to
obtain the best achievable performances without modifying the above
schedulers.

We start describing the adaptation when the PF is adopted, that is,
the same scheduler used in the preliminary work [1]. As reported in
Section 2.7, given a numerology x, the PF algorithm allocates all the
NSBx sub-bands only to one UE per TTI. So, the check on conditions
(2.21) and (2.23) should be carried only after that the radio resources
have been allocated to each UE at least once. As a result, this check
should be performed periodically, with a periodicity of

∣∣∣U(l)
x

∣∣∣ TTIs, i.e.,

we set ∆T =
∣∣∣U(l)

x

∣∣∣ · TTI . This is an improvement compared to the
previous work, where ∆T was fixed to 10 ms regardless of the number
of UEs.

As regards the BCQI-HD, unlike the PF, if there are enough PRBs,
then it schedules all the UEs in the given TTI. Otherwise, only |Lx| =
z · NSBx UEs are scheduled in the Numerology x. As a result, the con-
ditions (2.21) and (2.23) can be checked every TTI if there are enough
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SBs allocated to x, otherwise the gNB should wait that all UEs have been
scheduled. Specifically, we set:

∆T =


∣∣∣U(l)

x

∣∣∣
z ·NSBx

 · TTI. (2.26)

We note that this choice improves significantly the responsiveness of the
proposed framework compared to the previous work, especially when∣∣∣U(l)

x

∣∣∣ is lowen that z ·NSBx.
Finally, as regards the BCQI, we remind that it schedules each PRB

to the UE experiencing the best channel condition. This means that some
UEs may be never scheduled, and thus conditions (2.21) and (2.23) may
never been verified due to the intrinsic behavior of the scheduler. As a
result, the CARAM-new without a proper adaptation produces that all
the SBs will be allotted only to the GBR Numerology with the highest
priority for trying to guarantee, in vain, the services of this Numerology .
To overcome this issue, we adopt the following strategy. For the first TTI
the CARAM-new is run without any changes. Then, we define U(l)

xS
⊆

U(l)
x as the vector containing all UEs in U(l)

x so that T (l)
ix
> 0. So, starting

from the second TTI, the scheduler updates U(l)
xS

, on basis of the feedback
received from the 2nd level scheduler, and adopts it instead of U(l)

x for all
the operations carried out in the first level. This adaptation permits the
GBR Numerologies to obtain the amount of SBs necessary to satisfy the
services with high CQI values, and the remaining resources are allotted
to the BE Numerology, without waste.

2.5.2 Phase 1.2

In this phase, given the NSBx values for each numerology x ∈ X, the
CARAM-new algorithm determines which SBs to assign to each nu-
merology with the aim of maximizing the system throughput and the
spectral efficiency. To achieve this, we follow a channel-aware approach,
in particular our algorithm is inspired by the procedure proposed in [30],
where the services are typically 4G (FTP, streaming, VoIP) and therefore
it is sufficient to allocate only one PRB to each user.

The algorithm makes use of the matrix Q(l), which contains the value
Q(l)[j, k] related to the jth numerology in X and the kth sub-band in K.
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For convenience, we define J = {1, . . . , Nx}. Then,

Q(l)[j, k] =
1∣∣UX[j]

∣∣ ∑
i∈UX[j]

m
(l)
i,k,∀j ∈ J,∀k ∈ K, (2.27)

where m(l)
i,k is a metric related to UE i, calculated on the SB k. More

specifically, we assume as user metric the one used by the PF algorithm
[38], which aims to reach a good trade-off between fairness and spectral
efficiency. Therefore, we set m(l)

i,k as:

m
(l)
i,k =

d
(l)
i,k

T̄
(l)
i

, (2.28)

where d(l)
i,k is the estimated instantaneous data rate for UE i at the tth

TTI over SB k, and T̄ (l)
i is the average data rate achieved until time l,

recursively calculated by using (2.13).
For the sake of clarity, we report the overall procedure in pseudo-code

1 and explain it by means of an example, consisting of several steps. We
consider X = {0, 1, 2}, p2 > p1 > p0 and NSB = 8. Furthermore,
we assume XGBR = {2, 1}, and XBE = {0}. We also consider that on
the basis of R1, and R2, the Phase 1.1 outputs are: NSB1

= NSB2
= 3.

So, by using (2.18), it follows NSB0
= 2. Obviously, J = {1, 2, 3} and

K = {1, . . . , 8}.

Step 1

In the first step, the algorithm calculates the matrix Q(l) which is based
on the CQI values of matrix C received from the gNB, and the users
∈ U(l)

x ,∀x ∈ X. We assume the following matrix Q(l):

Q(l) =

0.93 0.87 0.93 0.93 0.91 0.89 0.91 0.95

0.89 0.97 1.00 0.88 0.87 0.91 0.85 0.91

0.85 0.86 0.97 0.91 0.97 0.87 0.89 0.91

 . (2.29)

The first level allocation matrix A(l) is a zero matrix of sizeNx×NSB.
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Pseudo-code 1 Phase 1.2 of CARAM-new
Definitions:

• X: set of numerologies, with cardinality Nx;

• J = {1, . . . , Nx};

• K: set of sub-bands with cardinality NSB ;

• NSBx
: number of sub-bands to be assigned to numerology x

• A(l): First level allocation matrix.

Initialization:
1: calculate Q(l) by using (2.27)
2: set A(l)[j, k] = 0,∀j ∈ J,∀k ∈ K

Start:
3: while J 6= ∅ do
4: calculate (jM , kM ) by using (2.30)
5: set A(l)[jM , kM ] = 1

6: set K = K− {kM} and Q(l)[j, k
′

M ] = −1,∀j ∈ J
7: while

∑NSB

k=1 A(l)[jM , k] ≤ NSBX[jM ]
do

8: if kM + 1 /∈ K ∧ kM − 1 /∈ K then
9: break

10: else
11: set k

′

M equal to one of the available adjacent sub-bands
12: if Q(l)[jM , k

′

M ] ≥ maxj∈J−{jM}Q(l)[j, k
′

M ] then
13: set A(l)[jM , k

′

M ] = 1

14: set K = K− {kM} and Q(l)[j, k
′

M ] = −1,∀j ∈ J
15: set kM = k

′

M
16: end if
17: end if
18: end while
19: set J = J− {jM} and Q(l)[jM , k] = −1,∀k ∈ K
20: end while
21: J = {1, . . . , Nx}
22: while K 6= ∅ do
23: for k ∈ K do
24: if k 6= |K| ∧maxj∈J A(l)[j, k + 1] == 1 then
25: jM = arg maxj∈J A(l)[j, k + 1]

26: else if k == |K| ∧maxj∈J A(l)[j, k − 1] == 1 then
27: jM = arg maxj∈J A(l)[j, k − 1]

28: if
∑NSB

k∗=1 A(l)[jM , k
∗] < NSBX[jM ]

then
29: set A(l)[jM , k] = 1
30: else
31: Assign SB k to the non-satisfied numerology with the lowest prority
32: end if
33: set K = K− {k}
34: end if
35: end for
36: end while
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Step 2

The algorithm searches for the indices related to the highest metric value
in matrix Q(l), as follows:

(jM , kM) = arg
(j,k)∈J×K

max(Q(l)[j, k]), (2.30)

where × denotes the Cartesian product. Then, the SB kM is assigned to
numerology X[jM ], as reported in Line 5 of pseudo-code 1. In example
(2.29), it follows (jM , kM) = (2, 3), and consequently, the SB 3 is allo-
cated to Numerology 1, i.e., A(l)(2, 3) = 1. Finally, the algorithm sets in
matrix Q the column kM equal to -1 and also deletes kM from vector K
(see Lines 6 of pseudo-code 1). In the example, it follows:

Q(l) =

0.93 0.87 −1 0.93 0.91 0.89 0.91 0.95

0.89 0.97 −1 0.88 0.87 0.91 0.85 0.91

0.85 0.86 −1 0.91 0.97 0.87 0.89 0.91

 , (2.31)

and K = {1, 2, 4, . . . , 8}.

Step 3

In the third Step, the algorithm tries to assign the adjacent subbands to the
same numerology, in order to reduce the INI phenomenon. The details
are reported in pseudo-code 1 Lines 7-20. Specifically, if the number of
allocated SBs is less than NSBX[jM ]

(i.e., the Numerology is not satisfied)
and the adjacent SB has not been already assigned, then the algorithm
checks whether the numerology X[jM ] exhibits the highest metric value
also in the adjacent SB. If so, then the algorithm assigns this SB to it.
Therefore, the algorithm sets in matrix Q(l) the column kM as -1, and
also deletes it from K. The procedure is executed iteratively until all the
above conditions are valid. Looking at (2.31), it follows that SB 2 is
assigned to Numerology 1, i.e., A(l)(2, 2) = 1, the matrix Q(l) is update
as follows:

Q(l) =

0.93 −1 −1 0.93 0.91 0.89 0.91 0.95

0.89 −1 −1 0.88 0.87 0.91 0.85 0.91

0.85 −1 −1 0.91 0.97 0.87 0.89 0.91

 , (2.32)
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and K = {1, 4, . . . , 8}. We note that SB 1 or SB 4 cannot be assigned to
Numerology 1, since Numerology 1 does not exhibits the highest metric.

Then, the algorithm sets in matrix Q(l) the row jM as equal to -1 and
delete from J the element jM . It follows that J = {1, 3} and

Q(l) =

0.93 −1 −1 0.93 0.91 0.89 0.91 0.95

−1 −1 −1 −1 −1 −1 −1 −1

0.85 −1 −1 0.91 0.97 0.87 0.89 0.91

 . (2.33)

The allocation carried out until this point is reported in Fig. 2.7a.

Step 4

In Step 4, the algorithm simply repeats Steps 2-3 until all Numerologies
get at least one SB. In the example (2.33), it follows that SB 5 is assigned
to numerology 2 (corresponding to row 3), i.e., A(l)(3, 5) = 1, K =
{1, 4, 6, 7, 8}, and the matrix Q(l) becomes:

Q(l) =

0.93 −1 −1 0.93 1− 0.89 0.91 0.95

−1 −1 −1 −1 −1 −1 −1 −1

0.85 −1 −1 0.91 −1 0.87 0.89 0.91

 . (2.34)

The expansion of the band is stopped since both SB 4 and SB 6 do not
exhibit the highest metric for the Numerology 2. As a result, J = {1}
and row 3 is set in matrix Q(l) equal to -1:

Q(l) =

0.93 −1 −1 0.93 −1 0.89 0.91 0.95

−1 −1 −1 −1 −1 −1 −1 −1

−1 −1 −1 −1 −1 −1 −1 −1

 . (2.35)

The allocation becomes as reported in Fig. 2.7b.
At this point, the algorithm repeats Steps 2-4 for the Numerology 0,

assigning first SB 8 and then SB 7. We note that it does not allocates
SB6 to Numerology 0 since NSB0

= 2. Finally we obtain J = ∅, K =
{1, 4, 6}, Q(l) = ∅, and
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A(l) =

0 0 0 0 0 0 1 1

0 1 1 0 0 0 0 0

0 0 0 0 1 0 0 0

 . (2.36)

Fig. 2.7c shows the sub-bands assigned to all the numerologies at the end
of Step 4. We note that the SBs 1, 4, and 6 are colored in white because
are still available.

Step 5

Step 5 is performed only if there are still resources available, i.e., K 6= ∅.
Our approach is to reduce the alternation between different numerologies
as much as possible, to minimize the phenomenon of INI. The details are
reported in pseudo-code 1 Lines 21-36. First, the algorithm re-admits all
the numerologies. Then, starting from the first SB not assigned, the al-
gorithm tries to assign it to one of the numerologies not satisfied that
have obtained one of the adjacent SBs (see Line 24-29 of pseudo-code
1). Otherwise, it assigns the SB to the non-satisfied numerology with the
lowest priority. The algorithm proceeds the same way scrolling through
all the SBs still available. In the example, the algorithm re-admits Nu-
merology 1 and 2, and SB 1 is assigned to Numerology 1, while SBs 4
and 6 to Numerology 2. The final allocation result presented in Fig. 2.7d
shows that our algorithm, when the numerology requirements allow it,
performs a contiguous band allocation, in order to decrease the INI.
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Figure 2.7: Steps of the SB allocation: (a) Step 3; (b) Step 4 first round ; (c) Step 4
second round; (d) final SB allocation.
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2.5.3 Time complexity analysis

The proposed 1st level algorithm is designed to operate in near real-time,
so it is important to evaluate its time complexity. Moreover, since the
algorithm should work timely in any condition, we consider the worst
case time complexity, i.e., lstart,i = 1,∀i ∈ U. Consequently, we utilize
the Big-O notation that permits to provide an upper bound of the runtime
of the algorithm and guarantees that the algorithm will never take time
longer than that. Since CARAM-new is composed of two phases, we
first calculate the time complexity of each phase separately, and then, we
consider the conjunction between them.

As regards Phase 1.1, the worst case corresponds to UXBE = ∅, i.e., all
UEs require a GBR service. We remind that the algorithm calculates the
following two quantities for each GBR UE. First, the expected through-
put per PRB. Second, the number of PRBs necessary to guarantee Ri.
Finally, the algorithm calculates NSBx for each GBR numerology x. It is
straightforward to derive that the time complexity of this phase depends
on the computation of the expected UE throughput values. Since each
UE reports the wideband CQI value, the expected UE throughput is the
same for each PRB, and so, it can be computed only once per UE. As a
consequence, the Phase 1.1 belongs to O(NUE).

As regards the Phase 1.2, we calculate its complexity by exploiting
the pseudo-code 1. Therein, the algorithm assigns to which numerology
each of the K SBs is assigned. To do so, in the first part of this phase
(lines 3-20) the algorithm assigns some of the SBs (at least |J| SBs),
while the other SBs (if still available) are assigned in the second part
(lines 21-36). Since each iteration corresponds to assigning one SB, the
whole second phase is directly proportional to the number of SBs, i.e.,
|K| = NSB. Therefore, this phase belongs to O(NSB).

Finally, from the asymptotic analysis it is known that when adding
functions, the order of the sum is just the sum itself. Therefore, the time
complexity of the algorithm is O(NUE + NSB).

However, the Big O-notation provides only information on how the
algorithm scale on the basis of the different inputs. So, since the al-
gorithm should output its values within one TTI (i.e., 1 ms) we need
to characterize the amount of time it takes to give the outputs. There-
fore, we performed several simulation of the runtime for the two phases,
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Figure 2.8: Average runtime together with the standard deviation (shaded area) for the
Phase 1.1 of the new-CARAM under different NUE values.
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Figure 2.9: Average runtime together with the standard deviation (shaded area) for the
Phase 1.2 of the new-CARAM under different NSB values.

by varying NUE for the Phase 1.1 and NSB for the Phase 1.2 The run-
time simulations were run with a Intel(R) Core(TM) i9-10940X CPU
@ 3.30GHz, with 14 cores, and 128GB RAM. Software environment
includes Python 3.8.5 and benchit 0.0.6. Figs. 2.8 and 2.9 report the
average runtime together with the standard deviation for Phase 1.1 and
1.2, respectively. We note that the runtime for the first phase is much
less than the second phase, regardless on the number of UEs, and also
the standard deviation of the first phase is very reduced compared to the
second phase one. As expected, the trend in both Figures is linearly
increasing with respect to NUE and NSB, respectively. The total run-
time for the NUE and NSB parameters adopted in our simulations (see
Table 2.1), is largely less than 1 TTI. In fact, the summed runtime, even
considering the positive standard deviation, is less than 0.4 ms.

39



i
i

“thesis” — 2022/11/9 — 18:00 — page 40 — #68 i
i

i
i

i
i

Chapter 2. A QoS-aware and Channel-aware framework for
Multi-numerology OFDM/UFMC/filtered OFDM Systems

2.6 Performance Evaluation

In this Section, we evaluate the performance of the proposed 1st allo-
cation algorithm by simulations in MATLAB environment. Results are
averaged over 50 independent simulations, each of these consisting of
NTTI TTIs. We consider the downlink transmission scenario of a single
gNB, XGBR = {2, 1}, XBE = {0}, p2 > p1 > p0, and lstart,i = 1,∀i ∈ U.
We consider also different UE ratios, where the UE ratio is defined as:

|U0| : |U1| : |U2|. (2.37)

The overall parameters are reported in Table 2.1. We compare the perfor-
mance of the proposed CARAM-new with CB, PBNA [30], and the pre-
vious CARAM [1], denoted as CARAM-old. However, to evaluate these
1st level control schemes in run-time, it is necessary to adopt a given 2nd
level scheduling algorithm. At this regard, we choose the PF [24], BCQI,
and BCQI-HD [25] algorithms.

The metrics used to evaluate our algorithm are described below.

• Throughput of the BE Numerology

The total throughput of Numerology 0 is

T0 =
∑
i∈U0

Ti0, (2.38)

where Ti0 is calculated by using (2.6).

• Number of satisfied UEs

It is the number of satisfied UEs, taking into account the priority of
the Numerology. Specifically, it counts the number of satisfied UEs
of the Numerology 2, and only if they are all satisfied it adds also
the number of satisfied UEs of the Numerology 1, i.e.,

|U2|∑
i=1

si2 +

|U1|∑
i=1

si1 ·

⌊∑|U2|
i=1 si2
|U2|

⌋
. (2.39)

• Responsiveness
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Table 2.1: System Parameters

Parameter Value
Carrier Frequency 2 GHz

Pathloss Model 128.1 + 3.76 · 10 log10

(
d[km]

)
Minimum distance UE/gNB 200 m
Maximum distance UE/gNB 5 km

Channel Estimation Ideal
gNB Antenna Gain 18 dBi
UE Antenna Gain 0 dBi
UE Noise Figure 7 dB

gNB Transmit Power 46 dBm
Number of UEs NUE = 36

UEs arrangement uniform (1), non-uniform (2)
Number of SBs NSB = 24

UE ratio 1:1:1, 4:1:1, 1:1:4
Number of PRBs per SB z = 4

SB bandwidth γ = 720 kHz
β 0.9

TTI 1 ms
DAW duration NDAW =2000 TTIs

Simulation time NTTI =15000 TTIs
GBR numerologies XGBR = {2, 1}
BE numerologies XBE = {0}

Priority levels p2 > p1 > p0

GBR requirements for Rix = 750 Kbps, ∀ix ∈ UXGBR

stationary homogeneous scenarios Rix = 2 Mbps, ∀ix ∈ UXGBR

GBR requirements for Rix ∈ {2, 5}Mbps, ∀ix ∈ UXGBR

stationary heterogeneous scenario
GBR requirements for Rix = 1 Mbps, ∀ix ∈ UXGBR

dynamic homogeneous scenarios Rix = 3 Mbps, ∀ix ∈ UXGBR
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It indicates how long a GBR Numerology takes, on average, to
reach the steady state. Given x ∈ XGBR, the responsiveness of
the Numerology x is

1

|Ux|

|Ux|∑
i=1

∆lix · TTI, (2.40)

where ∆lix is the time, in terms of number of TTIs, elapsed from
when the ith UE requests a GBR service of Numerology x until the
requirement is met.

2.6.1 Stationary analysis with homogeneous GBR requirements

We first analyze the performance of CARAM-new in a stationary sce-
nario where all UEs are not in motion, and all the GBR services have
the same GBR requirement. We assume two different traffic load condi-
tions. For each UE i ∈ Ux, with x ∈ XGBR, we set Rix = 750 kbps for
the medium load scenario, and Rix = 2 Mbps for the high load scenario.
Moreover, in order to test our system under different channel qualities,
we consider two different user arrangements in the cell, as depicted in
Fig. 2.10. As shown, in the arrangement 1 all UEs are uniformly dis-
tributed within the coverage radius of the gNB equal to 5 km, with a
minimum distance of 0.2 km from the gNB. Conversely, in the arrange-
ment 2, the users of Numerology 2 are uniformly distributed at a distance
ranging in [2, 5] km from the gNB, while the other UEs in [0.2, 2] km.
We note that the latter arrangement aims to assess the ability of control
schemes to guarantee higher priority services, even when their UEs are
experiencing the worst channel conditions. We point out that the per-
formance of all benchmark schemes is tested under different UE ratios,
namely 1:1:1, 4:1:1, and 1:1:4.

In Fig. 2.11, we assess all the combinations of the 1st and 2nd level
algorithms in a medium traffic load scenario with UEs arrangement 1
and UE ratio 1:1:1. In detail, Fig 2.11a shows the number of satisfied
UEs, Fig 2.11b the throughput of the BE Numerology, and Figs. 2.11c-
d the responsiveness of the Numerology 2 and 1, respectively. In these
and in the following figures, the heights of the bars represent the median
values, while the vertical grey lines highlight the interval between the
lower quartile (25th percentile) and the upper quartile (75th percentile).
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Figure 2.10: UEs Arrangements.

Let us start by comparing the performances achieved by the first level
algorithms when the PF algorithm is adopted as the 2nd level scheduler.
As shown in Fig. 2.11a, the CB exhibits the worst performance. This
result was expected since the the CB, on the basis of the number of UEs,
splits the radio resources among the Numerologies without taking into
account the QoS requirements. For this reason T0 > 0 (see Fig. 2.11b),
but, on average, only 9 out of 12 UEs of Numerology 2 are satisfied and
the same amount of UEs of Numerology 1, regardless of the priority re-
quirements. Unlike CB, the other schemes take into account the priority
and the GBR requirements, in fact, T0 6= 0 only if all the GBR services
are satisfied. Among them, the PBNA shows poor performance, since
it is a channel-unaware algorithm. Conversely, thanks to the channel-
awareness both the old and the CARAM-new achieve significantly better
performance compared to the PBNA. However, the enhancements intro-
duced in the CARAM-new ensure superior performance with respect to
the CARAM-old, permitting not only to satisfy all the GBR services
with a significantly lower responsiveness (see Figs. 2.11a, c-d), but also
to obtain a non-zero T0 (see Fig. 2.11b).

43



i
i

“thesis” — 2022/11/9 — 18:00 — page 44 — #72 i
i

i
i

i
i

Chapter 2. A QoS-aware and Channel-aware framework for
Multi-numerology OFDM/UFMC/filtered OFDM Systems

Now, we analyze the performance achieved with the BCQI-HD. Thanks
to the channel-awareness and the QoS-awareness of this 2nd level sched-
uler, the obtained results are significantly better for all the 1st level al-
gorithms. In detail, even the CB is able to satisfy all GBR services, and
also reaches a higher T0 value than PBNA and CARAM-old. However,
even in this case, CARAM-new exhibits the best performance. We em-
phasize that the adaptation made in the proposed CARAM-new allows
to obtain a significantly better responsiveness than the preliminary work.
Finally, as regards the BCQI, our proposal achieves, in terms of number
of satisfied UEs, the same poor results of PBNA and CARAM-old. This
is an intrinsic limit of the adopted 2nd level scheduler that serves only
the UEs perceiving the best channel quality. However, the adaptations
introduced in the CARAM-new allow to obtain a T0 different from zero
even if not all GBR UEs are satisfied.

Now, we analyze the performance achieved with stringent character-
istics, i.e., a high load scenario with Arrangement 2, UE ratio 1:1:1, and
report it in Fig. 2.12. Due to the limiting channel conditions for the Nu-
merology 2 and the high GBR requirements, the number of satisfied UEs
is reduced for each configuration. As expected, the worst performance is
achieved by the CB as it is not able to provide more radio resources to
Numerology 2, which needs them. The only 2nd level scheduler that al-
lows the CB to achieve the same number of satisfied UEs, with respect to
the other 1st level schedulers, is the BCQI. This occurs because the BCQI
serves only 4 UEs, on average, thus resulting in a non-critical scenario.
As regards the CARAM-new, it reaches very important improvements
compared to PBNA and CARAM-old, in terms of number of satisfied
UEs when either the PF or the BCQI-HD schedulers are adopted, and
an elevated T0 value when BCQI is adopted. The same improvements
are valid for the responsiveness. We underline that this critical scenario
does not allow even to CARAM-new to serve all GBR UEs, as in the
previous case. Specifically, only adopting the BCQI-HD scheduler, our
proposed scheme satisfies all services with the highest priority and some
with lower priority. This means that, during the simulation time, the
dropping function is performed. As a result, for the remaining GBR ser-
vices, the condition (2.23) may be verified. So, the algorithm performs a
decrement of the SBs allocated to the GBR Numerologies, thus permit-
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ting the BE Numerology to obtain some radio resources. It is the reason
why T0 is non-zero even though not all GBR services are guaranteed.

Finally, we report in Fig. 2.13 the performance achieved consider-
ing scenarios with the same characteristics as in Figs. 2.11 and 2.12,
but with different UE ratios. In particular, Figs. 2.13a-b show the num-
ber of satisfied UEs and the throughput of the BE Numerology under a
medium load scenario with Arrangement 1 and UE ratio 1:1:4 (i.e., the
total number of UEs requesting a GBR service is 30, instead of 24 as
in the case 1:1:1). As can be seen, the performances with this strong
imbalance between numerologies are still in line with those reported in
Fig. 2.11. Figs. 2.13c-d show the same KPIs under a high load scenario
with Arrangement 2 and UE ratio 4:1:1 (i.e., the number of UEs with
the highest priority is 6 instead of 12). Again, despite the imbalance
between the number of UEs per numerology, the performances are like
those reported in Fig. 2.12. The results reported in Fig. 2.13 show that
the proposed CARAM-new is robust to changes in the UE ratios.
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Figure 2.11: Stationary analysis with homogeneous GBR requirements and UE ratio
1:1:1. Medium load scenario with UEs arrangement 1.
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Figure 2.12: Stationary analysis with homogeneous GBR requirements and UE ratio
1:1:1. High load scenario with UEs arrangement 2.
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Figure 2.13: Stationary analysis with homogeneous GBR requirements. (a)-(b) UE
ratio 1:1:4 and medium load scenario with UEs arrangement 1. (c)-(d) UE ratio
4:1:1 and high load scenario with UEs arrangement 2.

2.6.2 Stationary analysis with heterogeneous GBR requirements
4a 

PF BCQI‐HD BCQI
0

2

4

6

8

10

12

14

16

18

20

N
um

be
r o

f s
at
isf
ie
d 
U
Es

CB
PBNA
CARAM‐old
CARAM‐new
CARAM‐mixed

4b

PF BCQI‐HD BCQI
0

5

10

15

20

25

30

Th
ro
ug

hp
ut
 (M

pb
s)

PF BCQI‐HD BCQI
0

5

10

15

Re
sp
on

siv
en

es
s (
m
s)

4c

PF BCQI‐HD BCQI
0

5

10

15

20

25

30

Re
sp
on

siv
en

es
s (
m
s)

(a) Number of satisfied UEs (b) Throughput of Numerology 0 (c) Responsiveness of Numerology 2 (d) Responsiveness of Numerology 1

Figure 2.14: Stationary analysis with heterogeneous GBR requirements.

In this Section, we analyze the performance in a stationary scenario
where all UEs are not in motion, and each GBR service requires a datarate
Rix uniformly extracted in {2, 5}Mbps. The UE ratio is 1:1:1. The aim
of this simulation setup is to highlight the advantages introduced by the
new dropping function explained in Section 2.5.1. For this reason, we
compare the performance of the proposed framework not only with CB,
PBNA, and the CARAM-old, but also with a modified version of the
CARAM-new, where only the dropping is the same of the CARAM-old
version. We term this hybrid version as CARAM-mixed, and the per-
formances are reported in Fig. 2.14. As shown, the introduction of this
enhanced dropping function allows the CARAM-new with BCQI-HD to
satisfy one more GBR UE and, at the same time, to almost triplicate the
throughput of the BE Numerology. This occurs since the old dropping
function aims to drop the GBR UE experiencing the lowest throughput,
regardless of its GBR requirement. As a result, it may drop a UE re-
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quiring 2 Mbps, experiencing a throughput equal to 1.8 Mbps, and that
needs a single additional PRB to be satisfied, rather than a UE requiring
5 Mbps, experiencing 2.5 Mbps, and that needs 4 additional PRBs.

We note that the same improvement is not evident by adopting the PF,
since the final result is to drop all UEs of Numerology 1, and also by
adopting BCQI, due to the intrinsic limits of this 2nd level scheduler.

2.6.3 Dynamic analysis with homogeneous GBR requirements

In order to assess the efficacy of new "decrement function", we analyze
the performance of the proposed framework in a dynamic scenario where
all UEs are in motion, and all the GBR services have the same GBR
requirement. The UE ratio is 1:1:1. Since significant changes in the
channel condition require a long simulation time, we force the simulation
setup so that the CQI values reported to the gNB are increased by one
unit every 1000 TTIs. Specifically, in the first TTI l = 1, all UEs are
uniformly distributed in [2, 5] km. Starting from the second TTI, they
are in motion at suitable constant speed towards the base station.
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Figure 2.15: Dynamic analysis of a single simulation test with homogeneous GBR
requirements. Medium-high load scenario.

Also in this analysis we introduce two different traffic load condi-
tions, i.e., a medium-high load scenario with Rix = 1 Mbps for each UE
i ∈ Ux, with x ∈ XGBR, and an overload scenario where Rix = 3 Mbps.
The results of a single simulation test related to the first traffic load con-
dition are depicted in Fig. 2.15, where Fig. 2.15a reports the number
of satisfied UEs, and Figs. 2.15b-c the variation over time at a TTI-time
step of the Numerology 0 throughput by adopting PF, and BCQI-HD as
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Figure 2.16: Dynamic analysis of a single simulation test with homogeneous GBR
requirements. Overload scenario.

second level scheduler, respectively. The number of satisfied UEs, under
different configurations of 1st and 2nd level schedulers, is in line with
the one obtained for the stationary scenario with medium load (see Fig.
2.11a). The only discrepancy is that, by adopting the PF, the number of
satisfied UEs in Fig. 2.15a is slightly lower since the traffic load condi-
tions are more demanding.

Now, we focus on the throughput of the BE Numerology when the
PF is adopted (see Fig. 2.15b). As expected, the throughput achieved by
adopting the CB is almost constant for each time interval of 1000 TTIs,
and increases every 1000 TTIs due to the enhanced channel qualities.
This behavior is valid until the channel conditions are the best achiev-
able. Regarding PBNA and CARAM-old, the throughput is very high in
the first TTI, since the number of SBs allocated to the GBR numerologies
is the minimum needed to serve all UEs by assuming they are all experi-
encing the best possible channel condition. As simulation time increases,
the number of SBs reserved to the BE Numerology decreases in order to
serve all GBR services, and this trend occurs until the system reaches
the steady state, giving all the SBs to the GBR Numerolgies. As a result,
after a few TTIs, the BE throughput becomes zero and does not change
over the simulation time. As concerns the proposed CARAM-new in
the first TTI the throughput of the BE Numerology is lower because the
algorithm estimates, in a more accurate fashion, the number of SBs to
allocate to the GBR numerologies. However, as the simulation time in-
creases, even in this case, the throughput initially reaches zero. Since the
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system is not able to satisfy all GBR services, some of them are dropped,
and thus, before the system reaches a new steady state, some SBs are
allocated to Numerology 0 (as shown in the interval [1, 1000] TTIs).
After 1000 TTIs, since the channel quality increases, the CARAM-new
reduces the number of SBs allotted to the GBR Numerologies, thanks
to the decrement strategy provided in Section 2.5.1 and, consequently,
T0 6= 0 for all the remaining simulation time.

As regards the BE throughput by adopting the BCQI-HD, we report
its variation over time in Fig. 2.15c. Unlike the previous scheduler, all
the GBR services are satisfied in each configuration. So, the behavior
is similar to the one described for the PF scheduler with the difference
that in the steady state T0 6= 0 for each 1st level algorithm. The only
difference is the floating behavior of the proposed CARAM-new. It oc-
curs since the granularity of the SBs allocation is low, and consequently,
the steady state may be, as in this case, a non-static SBs dimensioning,
where for several TTIs a large number of SBs are allotted to the GBR
Numerologies while for other TTIs this value is low. This dynamic SBs
allocation permits to obtain the optimal SBs dimensioning, on average,
over time. We underline that only our scheme can provide this dynamic
SBs allocation thanks to the joint increment and decrement strategy.

Hereinafter, in Fig. 2.16 we report the results of a single simulation
test in the overload scenario. Also in this case the number of satisfied
UEs, under the different configurations is similar to that obtained for the
stationary scenario with high traffic load (see Fig. 2.12a). As a con-
sequence, the throughput achieved by the BE Numerology is different
from zero only when adopting CB and CARAM-new, for all the con-
sidered 2nd level schedulers (see Figs. 2.16b-c). In both the figures, our
proposal shows an initial fluctuation in the throughput until it reaches the
steady state with a constant SBs allocation.

In conclusion, all the simulation scenarios analyzed show that the best
performances are achieved by adopting CARAM-new as 1st level allo-
cation algorithm and BCQI-HD as 2nd level scheduling algorithm.
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2.7 Related Works

In this Section, we focus on other related works not reported in Section
2.4. Some of them focus on the first level, other ones on the second level,
others still present a comprehensive approach which takes into account
both levels.

As regards the latter category, in [39] the authors assume that the ser-
vices requested by UEs are not mapped to the numerologies in a fixed
manner. So, they consider a set of possible numerologies, where each
numerology differs from the other ones in terms of sub-carrier spacing
and cyclic prefix length. Then, they propose a heuristic algorithm to
estimate which numerology should be allocated to each service, and to
allocate the radio resources to UEs in order to maximize their average
satisfaction degree. Despite the main idea being innovative, their results
show that the improvements are significant only if the cardinality of the
numerology set is high, at the cost of an increase in scheduling complex-
ity and signaling overhead.

As regards the algorithms focusing on the first level, we present in this
Section the Adaptive Numerology Resource Allocation (ANRA) [30]
and the work proposed in [40]. Specifically, ANRA calculates a proper
metric for each numerology x over each PRB, based on the average CQI
values reported by UEs requiring a service belonging to numerology x.
First, it considers the PRB where the maximum metric value is experi-
enced (among all numerologies and PRBs) and assigns it to the related
numerology. Second, it evaluates whether the highest metric value is
also experimented by the same numerology on the adjacent PRBs. If so,
it assigns them to this numerology. Otherwise, the algorithm temporarily
excludes the previous numerology and repeats the above steps consider-
ing only the remaining numerologies. Finally, if there are still resources
available, the scheduler re-admits all numerologies and performs all the
steps again. The authors in [30] claim to propose a channel and QoS-
aware allocation scheme for multi-numerology 5G networks aiming to
achieve greater spectral efficiency, while maintaining fairness and guar-
anteeing users’ QoS requirements. However, the solution therein pro-
posed fails to achieve this goal in a realistic 5G scenario, characterized
by stringent requirements and variable channel conditions. In fact, their
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resource allocation procedure does not take into account any GBR, de-
lay or priority requirements, nor does it adapt to the variation of channel
and traffic conditions. In confirmation of this, in the performance eval-
uation section, the authors take into account just LTE type services for
which only one PRB per UE is enough, static channel conditions, and the
only performance parameter considered is the cell throughput. Finally,
in [40], the authors propose a mixed-numerology scheduling scheme
with a different goal. In fact, they aim to reduce the Peak-to-Average
Power Ratio (PAPR) for both time-domain and frequency-domain nu-
merology multiplexing scenarios. Their approach does not take into ac-
count the QoS requirement of services and the channel quality, but only
how to best composite the signal of mixed-numerology so that the PAPR
of the transmitted signal is minimized.

As regards the 2nd level scheduling algorithms, it should be noted that
other scheduling algorithms with targets different from those considered
in Section 2.4 are available in the literature. For example, the scheduling
method proposed in [41] shows a new second level scheduling technique
customized for multi-numerology scenarios. The aim is to improve the
reliability of the system by protecting the users that may suffer more
from the effect of the INI. In fact, the authors of [41] divide the band-
width available for each numerology into an inner part (i.e., the central
region), and an outer part (i.e., near the edge of the bandwidth, border-
ing on the bandwidth dedicated to a non-orthogonal numerology). Then,
they allocate the PRBs belonging to the inner part to the users requir-
ing a URLLC service and to the users at the cell edge, while the outer
part to the other users. The aim of the proposed scheduler is to maxi-
mize the Signal-to-Interference Ratio (SIR) for the UEs at the cell edge
and for URLLC services. However, it does not provide a new criterion
for allocating the PRBs in the inner and the outer part of the available
bandwidth, and does not take into account any GBR requirement.

2.7.1 New 5G NR waverforms

The OFDM waveform has been adopted as the transmission waveform
in LTE and has been inherited in 5G NR, thanks to its robustness against
fading phenomena and ease of implementation. However, it suffers from
several drawbacks, including high peak-to-average power ratio (PAPR)
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Figure 2.17: Out of band emission for the considered waveforms.

and high Out-of-Band (OOB) emissions in the frequency domain [42],
as shown in Fig. 2.17. In particular, the second drawback leads to large
frequency guard bands needed at both the edges of the system bandwidth
and also among different numerologies, for permitting the signal to reach
enough attenuation and do not interfere too much. This implies a sig-
nificant loss in spectrum efficiency. To overcome the above-mentioned
limitations, a new waveform should be considered for the future stage
of 5G. On one hand, the waveform candidate should inherit all the ad-
vantages of OFDM. On the other hand, the new waveform should be
able to support flexibly configured numerologies and multi-numerology
coexistence, to enable tailored services for different applications in het-
erogeneous scenarios [43]. Two important candidate waveforms among
all those available are the f-OFDM and the UFMC that, as depicted in
Fig. 2.17, show both a very reduced OOB emission in terms of Power
Spectral Density.

filtered OFDM

Filtered OFDM (f-OFDM) [26] is one of the most promising waveform
that has been introduced to meet the new requirements introduced by
5G. In the f-OFDM, the assigned bandwidth is divided up into several
portions, called subbands. In each subband, a conventional OFDM is
inserted to suit the needs of certain type of service and the associated
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channel characteristics. After that, a subband-based filtering is applied to
suppress the inter-subband interference. In this way, f-OFDM is capable
of overcoming the drawbacks of OFDM whilst retaining the advantages
of it. First of all, with subband-based filtering, the requirement on global
synchronization is relaxed and inter-subband asynchronous transmission
can be supported. Secondly, with suitably designed filters to suppress the
OOB, the GB consumption can be reduced to a minimum level. Third,
within each subband, optimized numerology can be applied to suit the
needs of certain type of services.

Universal Filtered Multi-Carrier (UFMC)

The UFMC [27] proposes an alternative modulation scheme to OFDM,
where a filtering operation is applied to a group of consecutive subcar-
riers according to different UEs’ services requirements. The modulation
technique processes these group of subcarriers individually. On each
of those, an N -point Inverse Fast Fourier Transform (IFFT) is applied.
Each subband passes through a filter, in order to reduce the OOB spectral
emissions, and the responses from the different subbands are summed
Different filters can be applied, and one of the most used is the Dolph-
Chebyshev. Moreover, unlike OFDM, the UFMC uses Zero-Postfix (ZP)
instead of CP in order to avoid inter-symbol interference in a case of
high delay spread channels. At the receiver side, the received signal is
decomposed into two parts, named body and tail. First, the signal is
transformed by copying the tail to the beginning of the signal, and then it
is performed a 2N points Fast Fourier Transform (FFT) on it. As result,
the performance of UFMC is better than OFDM in terms of both OOB
emissions and PAPR.

2.8 THE VIENNA 5G Link Level (LL) SIMULATOR

Various free simulation tools that allow detailed analysis of communi-
cation links and physical features are available. However, neither of
these platforms support LL simulation of modern mobile communica-
tions networks, that is, 5G and beyond [44]. In particular, these new
generation networks need the establishment of multiple communication
links among BSs and UEs, and the implementation of new scheduling al-
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gorithm utilizing both multi-numerology and new complex waveforms.
The 5G Vienna LL simulator [29] offers a unifying platform for perfor-
mance evaluation as well as co-existence investigation of candidate 5G
physical layer schemes. It permits to provide great flexibility by support-
ing a broad range of simulation parameters. Therefore, many different
combinations of physical layer settings are comparable. To enable inves-
tigation of 5G physical layer candidate methods, they support features
such as new waveforms like filtered or windowed OFDM, UFMC, and
different channel codes like Turbo coding, Low Density Parity Check
(LDPC) coding or Polar coding. All of these schemes support any com-
bination of channel coding rate and Quadrature Amplitude Modulation
(QAM) alphabet size, which results in many different Modulation and
Coding Scheme (MCS), and consequently Channel Quality Information
(CQI) values. In addition, the employed physical layer schemes can be
different for users of different cells such that their co-existence can be
simulated. However, it does not intrinsically provide the coexistence
of multiple numerologies for the same BS. In fact, it permits to use only
one numerology, waveform and channel coding method per Base Station.
Moreover, this is realized without implementing an underlying cellular
geometry. There is neither a physical cell size nor a distance to the user
being considered; the path-loss to a user is rather specified as an input
parameter, leading to an average signal to noise ratio. As regards the sys-
tem performances, they can be reported in terms of System throughput,
throughput per UE, Bit Error Ratio (BER) or Frame Error Ratio (FER).

2.9 System Model and QoS-aware RRM framework

We consider a downlink 5G NR network where the adopted resource grid
of bandwidth BW allows the coexistence of multiple numerologies in a
frame and also allows the numerology to be adapted dynamically. There
is a single cell equipped with one transmit antenna, and NUE UEs, each
equipped with one receive antenna. We assume that each UE requires
only one service belonging to a numerology x, that characterizes by both
the priority px and the GBR requirement Rx. We define the following
vectors:

• X ⊆ XT with cardinality |X| = Nx, as the vector containing each
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numerology x;

• XGBR ⊆ X as the vector containing the GBR numerologies sorted
in descending order of priority.

• XBE as the vector containing the Best Effort (BE) numerologies.

• U = [1, . . . , NUE]T , as the vector containing all UEs.

• Ux as the sub-vector of U containing all UEs requesting a service
belonging to numerology x.

• V = {(p1, R1), (p2, R2), . . . , (pNx, RNx)} as the tuple containing all
service priorities and the GBR requirements.

• C = [CQIi, . . . , CQINUE ] as the vector containing the wideband
CQI values reported by each UE.

For each TTI, first the gNB appropriately allots the radio resources
to each numerology x. To do this efficiently, we determine the mini-
mum radio resource unit that can be allocated to each numerology, and
term it as Subband (SB). One SB occupies z in terms of bandwidth and
lasts one TTI in the time domain. In the example shown in Fig. 2.2,
z = 720 kHz, one TTI lasts 1 ms, and, consequently, the number of
PRBs per SB, denoted as NRB is equal to 4, for each numerology. The
total number of available SBs is NSB =

⌊
BW
z

⌋
, and we define K as the

vector containing all subbands. Then, we consider g as the GB size that
can be inserted between SBs that belong to different numerologies. For
the sake of simplicity, we assume the same value of g independently
from the subcarrier spacings which the numerologies belong to. We de-
fine A ∈ BNx×NSB as the assigned SBs matrix, where ax,k = 1 if SB
k ∈ K is assigned to the numerology x ∈ X, otherwise ax,k = 0. For
each x ∈ X, we define also Kx ⊆ K as the vector containing all SBs
alloted to numerology x Then, the PRBs of each numerology are as-
signed to the related UEs. Since each SB corresponds to NRB PRBs,
the number of PRBs that can be allocated to UEs is NRB · |Kx|. So,
we define Ax ∈ B|Ux|×(NRB ·|Kx|) as the assigned PRBs matrix, where
aix,rx = 1 if and only if PRB rx ∈ {1, . . . , (NRB · |Kx|)} is assigned to
UE ix ∈ {1, . . . , |Ux|}. Given the allocation matrices and the CQI vector
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C, the gNB knows the CQI values of the PRBs allocated to the UEs, and
thus it can determine the Modulation and Coding Scheme (MCS) that
will be used during the transmission. Specifically, we adopt the CQI-
MCS Index mapping Table A.4-3 in [34]. Moreover, we adopt Table
5.1.3.1-1 in [33] to derive the modulation and the code rate related to
each MCS Index. Then, the Transport Block Size (TBSix,t) related to
UE ix in the tth TTI, i.e., the number of information bits transmitted dur-
ing TTI t, is estimated as reported in [33]. Finally, we can estimate the
transmission rate of user ix in the time of NTTI TTIs as follows:

Tix =

NTTI∑
t=1

TBSix,t
TTI ·NTTI

. (2.41)

Given the transmission rate, we determine the satisfaction of UEs re-
questing a service belonging to XGBR. We set six = 1 if Tix ≥ Rx,
six = 0 otherwise. Moreover, for the computation of Tix we adopted
both the standard OFDM waveform, and the new candidate ones, i.e., f-
OFDM and UFMC. So, for shortness we identifies the metric ψ measured
by utilizing the different waveforms as ψ[O], ψ[f ] and ψ[U ], respectively.
Finally, we define the set of considered waveforms as W = {O, f, U},
with O = OFDM, f = f-OFDM, and U = UFMC.

2.10 The Proposed Simulation Environment for the Multi-
Numerology scenario

In this Section, we explain how the Simulation Environment is consti-
tuted, and the adaptation that has been made for permitting the correct
functioning among the several parts of the Environment. The first part
takes into account the problem of defining the most appropriate RRM
scheme. Since we want to define a complete and in-depth Environment
for a multi-numerology system, we need to consider an RRM scheme
that can take into account the requirements of services related to each nu-
merology and the channel conditions perceived by UEs requesting these
services. To the best of our knowledge the only control framework that
respects these requirements is the one proposed in [45]. By following
this control framework, the problem of allocating the radio resources is
divided into two levels. The first one is the CARAM, that permits to
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Figure 2.18: Flow chart of the proposed Simulation Phase

calculate the Assigned SBs matrix A. Conversely, as regards the second
level, i.e., the computation of the Assigned PRBs matrix Ax, the cho-
sen algorithm is the one proposed in [25], named BestCQI_Highest De-
viation (BestCQI_HD), that is, is a promising channel-aware and QoS-
aware scheduling algorithm. Finally, the outputs coming from both CARAM
and BestCQI_HD are given to the 5G Vienna LL simulator, that per-
mits to emulate in depth the behavior of a radio communication link. In
particular, the 5G Vienna LL Simulator permits to implement different
waveforms and to emulate the desired channel model. The detailed de-
scription of the Simulation Environment, comprehensive of the different
inputs and outputs values for each part of the Environment is reported in
Fig. 2.18. The simulation can be performed for several TTIs, depending
on the time of study that want to be conducted. For each simulated TTI,
it is possible to save the output and to updated the simulation parameters.
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Figure 2.19: Radio resource allotment for the different phases of the Simulation Envi-
ronment

The radio resource allocation resulting from the different parts of the
Simulation Environment are reported in Fig. 2.19. In the first one, the
CARAM subdivides the overall bandwidth in SBs (see Fig. 2.19a), each
one assigned to a numerology with a specific subcarrier spacing (See Fig.
2.19b). Then, by means of the BestCQI_HD the PRBs of each numerol-
ogy are assigned to the corresponding UEs. Finally, Fig. 2.19c reports
how the subdivided bandwidth is allotted including the introduction of
the GB, i.e., g. Regarding the latter phase, the Vienna 5G LL simulator
needs an ad hoc approach to properly insert the GB.

2.10.1 Adaptation of the 5G Vienna LL Simulator scheduling for
the multi-numerology scenario

As stated in Section 2.8, the considered LL simulator does not support
the multi-numerology scenario. So, for implementing our Simulation
Environment and to properly add the GB among the different numerolo-
gies, we designed the trick depicted in Fig. 2.20. In particular, in the LL
simulator we define as many base stations as the number of considered
Numerologies, i.e., Nx. Each base station has its own resource grid of
bandwidth BW , and the overall allocated bandwidth is the same as the
one allocated by the RRM scheme. However, in the LL simulator we are
adding to the RRM scheduled band an additional portion of bandwidth
as GB. Consequently, in the LL simulator it is not possible to allocate all
the SBs contained in A. So, having A and known the information g and
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Table 2.2: Parameters of the case study

Parameter Value
Carrier Frequency 2 GHz
gNB Antenna Gain 18 dBi
UE Antenna Gain 0 dBi
UE Noise figure 7 dB

gNB Transmit Power 46 dBm
BW 10 MHz

Number of subbands NSB = 12
GBR numerologies XGBR = {2, 1}
GBR requirements R1 = R2 = 450 Kbps

BE numerology XBE = {0}
UE ratio (|U0| : |U1| : |U2|) 1:1:1

TTI length 1 ms
Number of TTIs for which the NTTI = 1000

simulation is run

BW, we calculate the effective number of allocable SBs by the Vienna
5G LL simulator, termed NASB. If we assume h as the number of times
one numerology changes to another, it simply follows that

NASB =

⌊
BW − hg

z

⌋
. (2.42)

However, since the LL simulator permits to schedule with the granular-
ity of one PRB, it is important to calculate also how many PRBs cannot
be allocated. Under the assumption that the portion of bandwidth dedi-
cated to the GBs is subtracted from one numerology x∗, the number of
unallocable PRBs for the numerology x∗ is

NUPRB,x∗ =

⌈(
BW

bx∗
− BW − hg

bx∗

)⌉
TTI

Tsx∗
. (2.43)

Since we are considering a multi-numerology scenario where the ser-
vices are categorized into GBR and BE, with the aim of preserving the
quality of the GBR services, we choose as x∗ the numerology related to
the BE services. In detail, if more than one numerology is reserved for
the BE services, then x∗ is the BE numerology that minimizes (2.43). For
example, in Fig. 2.20 the x∗ numerology is the Numerology 0, that corre-
sponds to ∆f = 15 KHz. Considering BW = 10 MHz, g = 180 KHz, and
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Figure 2.20: Adaptation procedure for the GB insertion in the proposed Simulation
Environment

h = 2, it follows NUPRB,0 =
⌈(

10 MHz
0.18 MHz −

10 MHz−2·0.18 MHz
0.18 MHz

)⌉
1 ms
1 ms = 2.

Consequently, the number of PRBs that can be scheduled by the 5G Vi-
enna LL simulator, termed NSPRB is

NSPRB =
∑
x∈X

TTI

Tsx
|Kx| − min

x∗∈XBE
NUPRB,x∗. (2.44)

After having computed how many PRBs can be allocated, following the
information reported in the Ax matrix and considering the descending or-
der of priority for the numerologies, we accordingly allocate the services
that can be scheduled in the reserved bandwidth, i.e., NSPRB.

Finally, to virtually place the all UEs in such a way that they are
scheduled in the resource grid of the same BS, the approach is to ad-
just the BSs’ transmit power so that the power received by the UE from
the proper Base Station in the scheduled PRBs (i.e., direct link) is the
same as the interference links’ power (i.e., the power received from all
the other BSs in the same scheduled PRBs). By doing this, the interfer-
ence channels and the direct channels become indistinguishable.

2.11 Case Study Analysis

Considering a multi-numerology scenario with specific and diversified
requirements, as defined in Section 2.9, we analyze a Case Study which
aims to determine the best (w,g) pair that allows on the one hand to
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Table 2.3: Number of SBs per numerology versus (waveform, GB size) pair.

OFDM UFMC f-OFDM
GB size N2 N1 N0 N2 N1 N0 N2 N1 N0

0 kHz 3 3 6 3 3 6 2 2 8
60 kHz 3 3 6 2 3 7 2 2 8

180 kHz 2 2 8 2 2 8 1 1 10
360 kHz 1 2 9 1 2 9 1 1 10
540 kHz 1 2 9 1 1 10 1 1 10
720 kHz 1 2 9 1 1 10 1 1 10

adequately reduce the INI phenomenon and, on the other hand, to pursue
the following objectives.

The first one is to maximize the number of satisfied users, taking into
account service priorities, i.e.,

max
g∈G,w∈W

{ |UXGBR[1]|∑
i=1

s
[w]
iXGBR[1]

+

|XGBR|∑
x=2

|UXGBR[x]|∑
i=1

s
[w]
iXGBR[x]

·
x−1∏
y=1

∑|UXGBR[y]|
i=1 s

[w]
iXGBR[y]∣∣UXGBR[y]

∣∣
} .

(2.45)

The second objective is to maximize the throughput of the Best Effort
numerology, i.e.,

max
g∈G,w∈W

∑
x∈XBE

|Ux|∑
i=1

T
[w]
ix
. (2.46)

In summary, starting from the initial parameters V, U, and X, the
objective of this investigation is to find the optimal (g,w) pair , so that,
by adopting the matrix A and the matrices Ax, ∀x ∈ X the objective
functions (2.45) and (2.46) are maximized.

2.11.1 Simulation Configuration and Parameters

The simulation campaign involves the use of a cell with three differ-
ent numerologies, i.e., XT = {0, 1, 2}. The services with GBR re-
quirement are mapped into XGBR = {2, 1}, and the priority order is
p2 > p1. We consider NUE = 12 and the GBR requirement R1 = R2 =
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Figure 2.21: Throughput of the Best Effort Numerology vs different waveforms and
guard band sizes.

450 Kbps for all the services of the XGBR numerologies. The simula-
tion has been carried out by adopting all possible (waveform, GB size)
pairs, considering all waveforms in W, and all guard band sizes in G =
{0, 60, 180, 360, 540, 720} kHz. The channel type is set to Pedestrian-A
in which the speeds of individual users can vary from a minimum of 0
up to a maximum of 10 km/h. UEs are placed near the BS, so that the
experienced Signal-to-Noise Ratio (SNR) is high, and consequently, the
effects of INI dominates over the channel noise, that is the focus of our
analysis. The other simulation parameters are reported in Table 2.2.

2.11.2 Performance Analysis

In the simulation setup considered, the RRM scheme allocates, for each
GBR numerology, the minimum quantity of SBs necessary to satisfy all
its UEs. The number of SBs depends almost exclusively on the INI per-
ceived by UEs, which may require a greater quantity of PRBs to compen-
sate for the low channel quality. Finally, the remaining SBs are allocated
to the BE numerology.

In Table 2.3, for different (waveform, GB size) pairs, we report the
amount of SBs allocated to each GBR numerology (denoted as N2 and
N1) and to the BE numerology (N0). Therefore, we focus on the re-
sults that promise greater efficiency, i.e., those that require fewer SBs to
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satisfy the GBR services. As shown, both the UFMC and the f-OFDM
waveforms reach this optimal result. Specifically, the UFMC reaches it
for g ∈ {540, 720} kHz, while the f-OFDM for g ∈ {180, 360, 540, 720}
kHz.

Since the first goal is achieved for several (w, g) pairs, we evaluate
for them the second goal (2.46). In this regard, in Fig. 2.21, we report
the throughput of the BE numerology vs different waveforms and guard
band sizes. As shown, the best result is achieved by adopting f-OFDM
as waveform and 180 kHz as GB size.

2.12 Conclusion

In this Chapter, we addressed the problem encountered by a gNB in man-
aging the radio resources in a downlink multi-numerology based 5G NR
system. We assumed that UEs require either a GBR service with a given
priority level or a BE service. Depending on the priority level, each
service is mapped into a specific Numerology and may require a dif-
ferent GBR value. By following the higher layer configured sub-band
CQI reporting method, we proposed a new channel-aware control frame-
work consisting of two levels. The first one, termed CARAM-new, as-
signs SBs to the Numerologies with the goal of maximizing number
of satisfied GBR services while respecting the service priority and the
throughput of the BE numerology. Moreover, in order to reduce the
INI phenomenon, CARAM-new tries to assign continuous SBs to the
same Numerology. The second level assigns the PRBs allotted to each
Numerology to UEs by exploiting the PF, BCQI, or BCQI-HD schedul-
ing algorithms. The proposed CARAM-new is an extended version to
our previous CARAM [1], that includes the following enhancements: an
improvement of the dropping strategy, the introduction of a decrement
strategy for the allotted SBs, an updated verification of the GBR require-
ment taking into account the DAW, and an adaptation to properly work
with different 2nd level scheduling algorithm. We conducted a simu-
lation campaign under different traffic loads and UEs arrangements, in
both static and dynamic conditions. The CARAM-new performed con-
siderably better than its previous version and other intuitive 1st level al-
gorithms, in terms of both number of satisfied GBR services, according
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to the priority, and BE Numerology throughput. Moreover, the results
highlighted that the best performances are achieved by adopting the pair
CARAM-new and BCQI-HD as 1st and 2nd level algorithms, respec-
tively. Driven from this good results, we additionally developed a new
Simulation Environment for the analysis of multi-numerology scenarios
with diversified QoS requirements. The proposed Simulation Environ-
ment exploits the interaction between two parties. On the one hand, the
RRM control framework executes the procedures on the basis of both ser-
vice requirements and the channel conditions experienced by the UEs.
On the other hand, the LL simulator, named Vienna 5G LL simulator,
permits to add and vary several physical features, such as the waverform
and the guard band size. Moreover, starting from the defined Simulation
Environment, we evaluated a Case Study, aiming to determine the best
(waveform, GB size) pair that allows to reduce the INI phenomenon, in
a given multi-numerology scenario. In the considered scenario the adop-
tion of f-OFDM as waveform and 180 kHz as GB showed the best per-
formance. We underline that this result comes from a single case study,
but the powerful Simulation Environment here presented can be used for
many other Case Studies adopting a multi-numerology scenario.
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CHAPTER3
Traffic Prediction, Resource allocation,

and En/Decoding strategies for
SCMA-based mMTC scenarios

3.1 Overview

In this Chapter, we address the problems of traffic prediction, resource al-
location, and en/decoding strategies for SCMA-based mMTC scenarios.
As reported in the Introduction Chapter, this scenario is characterized by
a large number of low-complexity and energy constrained MTC devices
sending periodically very short packets with relaxed delay requirement,
without or with very little human interventions. In general, in the mMTC
scenario, because of the relaxed delay requirements, a contention-based
Random Access (RA) procedure can be adopted. However, a huge num-
ber of MTC devices might simultaneously initiate their procedure to get
access to the network causing a severe congestion problem in the sys-
tem if conventional LTE RA procedure is adopted [46, 47]. Currently,
in LTE / LTE-Advanced (LTE-A) uplink communication, the MTC de-
vice firstly performs a contention-based RA procedure by transmitting
a preamble in the Physical Random Access Channel (PRACH). Then,
if the RA attempt has been successful and there are available radio re-
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sources into the Physical Uplink Shared Channel (PUSCH), the MTC
device transmits its data in it. Otherwise, the MTC device re-attempts
the access procedure in successive RA cycles for a maximum number of
times. When thousand or more devices simultaneously request to send
data, massive RA attempts increase the preamble collision probability,
thus decreasing the number of successful accesses. This problem could
be alleviated by increasing the resources allocated to PRACH. However,
due to limited uplink resources, the higher the amount of resources avail-
able in the PRACH, the lower the ones available in the PUSCH. There-
fore, many MTC devices which have successfully completed their RA
attempt, could not find enough transmission resources in the PUSCH.

As regards the transmission efficiency in the PUSCH resources one
way is the adoption of a Non Orthogonal Multiple Access (NOMA) tech-
nique. In fact, by adopting a NOMA technique, more than one MTC
device can share the same time-frequency resource by mainly exploiting
the power-domain (e.g., PD-NOMA), or the code-domain (e.g., Sparse
Code Multiple Access, SCMA). In the SCMA, two or more MTC de-
vices are superposed to the same radio resource by adopting sparse mul-
tidimensional codewords. However, there are two major challenges for
the adoption of the SCMA in practical networks. First, the design of op-
timal codebooks at the encoder side and, second, the implementation of
efficient decoding algorithms at the receiver side. As regards the encoder
side, in [48] the authors design a mother multi-dimensional constellation
with a desired Euclidean distance profile to reduce the probability of er-
rors at the receiver, and then apply specific unitary phase rotations to
generate layer-specific codebooks. As regards the receiver point of view,
the optimum multi-user detection problem can be solved by finding ei-
ther the Maximum A Posteriori (MAP) [49] probability mass function
(pmf) of all layers’ transmitted symbols or the Message Passing Algo-
rithm (MPA) [50]. The main weakness is that these optimum detectors
suffer from huge complexity. To overcome this issue, in [51] the authors
present a log domain implementation of the MPA, called Log-MPA, aim-
ing to obtain a SCMA decoding algorithm with less computational com-
plexity at the expense of a slight loss in the decoding performance. How-
ever, the complexity of this detector is still very high.

As regards the enhancement of the PRACH resources, i.e., to address
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the problem of managing the access of a massive amount of RA attempts,
in literature, several works (e.g., [52–58]) take into account the limit
of PRACH resources and introduce further RA control strategies to de-
crease the preamble collision probability. These works are mainly based
on Access Class Barring (ACB) schemes [52–54], dynamic Backoff In-
dicators (BIs) [55,56], Contention Tree Algorithms (CTAs) [57], or on a
mixture of them [58].

In the conventional ACB scheme [59], the Base Station (BS) peri-
odically broadcasts an ACB factor p ∈ [0, 1] to the MTC devices. Ev-
ery MTC device having data to be transmitted draws a uniform random
number q ∈ [0, 1], and transmits the preamble only if q ≤ p. The main
challenge of these ACB schemes is to dynamically adapt the ACB fac-
tor p according to the traffic load in the PRACH. In fact, p should be a
small value in the case of bursty and heavy-loaded scenario in order to
relieve congestion, while it should be a large value in the case of light
traffic condition in order to efficiently use the uplink resources and do
not delay inappropriately the access attempts. In [60] the authors pro-
pose a dynamic adaptation of the ACB factor p based on the estimation
of the MTC devices that are in backoff, i.e., those which will re-attempt
their RA procedure. In [61] the authors design a Q-learning algorithm to
dynamically tune the ACB factor p such that it can rapidly react to the
traffic changes using local information available at the BS.

Regarding the schemes adopting dynamic BIs, the aim is to dynami-
cally adjust the backoff window BW on the basis of the number of reat-
tempting devices and the available preambles.

As concerns CTAs [57], they attenuate the PRACH collisions by prop-
erly organizing the retransmissions according to a f -ary splitting-tree
algorithm with depth equal to d. Specifically, the available preambles L
are sequentially indexed and equally divided into f branches. Each MTC
device randomly selects one branch and transmits a preamble sequence
belonging to that branch. In case of collision, if the number of RA at-
tempts already performed (NA) is lower or equal to d, it will retransmit
in a specific RA cycle. The wait before retransmitting is proportional to
f and NA. Otherwise, if NA > d, the MTC device initializes a new tree
for further retransmissions. Obviously, the value of both f and d need to
be properly set by the BS according to the PRACH traffic load and L.
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The hybrid scheme in [58] adopts jointly the principles of ACB, BI,
and CTA. Specifically, the MTC device performs its RA attempt only
after it has passed the ACB check. Then, if the RA attempt fails and
NA ≤ d, it executes retransmissions according to the CTA. After that,
if NA > d, the MTC device will follow the random backoff according
to the BW value. However, in order to work well, all the works men-
tioned above and many other ones available in literature need to know
the current PRACH traffic, denoted with M . It represents the total ac-
cess requests per RA cycle, i.e., it is the sum of new access requests and
the re-transmitting ones.

Despite these works aiming to maximize the number of successes in
the PRACH, they do not consider the opportunity to dynamically di-
mensioning the uplink resources of the PRACH and the impact of the
limited resources of the PUSCH. Other works (e.g., [62, 63]) focus ex-
clusively on the optimal radio resource allocation between PRACH and
PUSCH, based on the current traffic load. In [62] the authors, taking
into account that the uplink resources are limited, propose a new con-
trol scheme which, before a RA cycle begins, allocates radio resources
between PRACH and PUSCH, and broadcasts this configuration to all
MTC devices. The main weakness of [62] is that the number of MTC
devices attempting to access is considered well-known at the BS. In [63]
we showed, by means of a long time evaluation (i.e., considering thou-
sands of RA cycles), that the optimal PRACH/PUSCH resource alloca-
tion can be achieved only if a dynamic load-aware control is applied. So,
in [63] we proposed a dynamic uplink resource dimensioning based on
a predictive estimation of the total number of access attempts in the next
RA cycle.

However, despite the proposal of a dynamic dimensioning, in both
works no congestion control is applied in the PRACH, therefore the per-
formances obtained can be significantly improved if PRACH/PUSCH re-
source allocation and access control are addressed together. To the best
of our knowledge, only the authors of [64] did it. In that work, in each
RA cycle, the optimal ACB factor, denoted as p∗, is derived together with
a proper uplink resource allocation based on the hypothetical knowledge
of the traffic load. For convenience, we term this control schemeACBp∗.
Although ACBp∗ scheme has addressed the joint control of uplink re-
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Figure 3.1: Uplink frame structure.

source dimensioning and ACB scheme in an mMTC scenario, it shows
four significant weaknesses. First, the need to exactly know the amount
of total access attempts to derive the proper resource dimensioning and
the p∗. Second, ACBp∗ seems to achieve good performance only if a
static evaluation in a single RA cycle is done, i.e., if the impact that the
access re-attempts have on each MTC device is not taken into account.
Third, since ACB factor p∗ can be changed every RA cycle, the MTC
device attempting to send a request has to remain continuously in the
RX active state to listen the ACB factor, causing excessive energy con-
sumption [65]. Fourth, the allocation problem is formulated in a generic
SCMA-based network, without taking into account either the LTE or the
5G NR uplink frame structures.

Therefore, starting from [66], in this chapter we first investigate the
access control problem in an mMTC usage scenario with a huge amount
of MTC devices which sporadically send small-sized data, but in a highly
synchronized manner [67]. We present a joint control of the RA in the
PRACH and a new optimal dimensioning of uplink resources to be as-
signed to the PRACH and the PUSCH in a SCMA-based 5G NR. By
exploiting the requirements of delay-tolerant services, our proposal is
based on the clustering concept of successive RA cycles in order to
proper spread the access re-attempts in time, in order to achieve two ob-
jectives. The first one is to reduce the preamble collision probability, thus
increasing the successful access attempts. The second one is to increase
the MTC device battery life, by activating, during the RA procedure, a
discontinuous transmission that reduces the energy consumption.

Second, to further enhance the transmission performance in the ad-
vanced SCMA-based PUSCH resource allocation, we applied to a simple
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dynamic resource allocation scheme [68] the feature of exploiting the un-
used PUSCH resources, if any, to serve also some MTC devices that have
failed their access attempt. This system is termed as Enhanced Dynamic
Uplink Resource Dimensioning (EDURD). More specifically, for a given
RA cycle j, instead of limiting the number of attempting MTC devices
by means of an ACB scheme, our idea was to serve a larger number of
attempting MTC devices in j. This is achieved allowing the scheduler to
allocate a pool of resources to a proper subset of collided preambles in a
contention-based mode. This approach mitigates the congestion since it
reduces the amount of re-attempting devices in the successive RA cycles.

Third, we address the problem of estimating the traffic load when the
radio access follows a grant-based approach in an accurate and realis-
tic way to improve the performances of all the works mentioned above
and many other ones available in literature that need to know the current
PRACH traffic load, M . We propose a new AI-based traffic load estima-
tion method which exploits only the information related to the PRACH,
available at the gNB. We chose a conventional Deep Neural Network
(DNN) architecture used for regression tasks and we properly derived its
topology for achieving the best accuracy with the lowest computational
complexity.

Finally, to improve the benefits of the adoption of the SCMA in the
PUSCH, we present a new SCMA encoder/decoder based on the Wasser-
stein Generative Adversarial Network (WGAN) [69]. It permits to select
the optimal codebook and trains the decoder with the aim of obtaining
good SER performance, under different Eb/N0 values.

3.2 Background

3.2.1 LTE Uplink

Fig. 3.2 shows a typical RA cycle of 5 ms1, where Uplink radio resources
are divided into a PRACH subset and a PUSCH subset.

The PRACH is 1.08 MHz wide in frequency and has a time duration
which depends on the RA Preamble Format (e.g., by using the com-

1In LTE systems different RA cycle lengths has been standardized based on the PRACH Configura-
tion Index [3]. In particular, the typical PRACH Configuration Index ranges from 6 to 8, corresponding
to RA cycle of 5ms [70, 71].
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Figure 3.2: A typical RA cycle of 5ms.

mon Preamble Format 0, the PRACH is 1 ms in time). The PRACH
access resources consist of 64 orthogonal preamble sequences which are
mapped to 839 subcarriers of 1.25 kHz, and are generated from Zadoff-
Chu sequences with zero-correlation zone [3]. The PUSCH consists of
72 sub-carriers of 15 kHz, is used to transmit user data and occupies the
remaining available radio resources.

In the following, we describe the conventional contention-based RA
procedure in the LTE/LTE-A system and show it in Fig. 3.3, in case the
communication is successful on the second attempt. Before initiating
their RA procedures, the devices receive periodically, from the Evolved
Node B (eNB), the System Information Block (SIB) which contains, in-
ter alia, broadcast information related to PRACH structure, the Backoff
Window (BW ) size for random backoff procedure, and the maximum
number of access attempts (MA). The legacy RA procedure involves
the following four-step message handshake between each device and the
eNB.

Step 1. Preamble transmission. Each device randomly selects a
preamble sequence out of the ones available for the contention-based
procedure with equal probability and transmits it on the PRACH. Obvi-
ously, there is a non-zero preamble collision probability, since the same
preamble can be selected by more than one device. Once the preamble
transmission has been completed, the device increases its counter NA by
one.

Step 2. RAR message. After detecting the received preambles, the
eNB can only detect whether a specific preamble has been transmitted or
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2-Random Access Response (RAR)

1-Preamble transmission

Device eNB

3 -RRC connection request

(L+NA·7+49) Bytes (7·NA+113) Bytes

2-Random Access Response (RAR)
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4-RRC connection setup

3-RRC connection request
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RRC connection setup complete + NAS service request 

Security mode command + RLC status report

Security mode complete + Buffer status report

RRC connection reconfiguration + RLC status report
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Figure 3.3: Conventional 4-step RA procedure, when the communication is success-
ful on the second attempt, and signaling messages for data packet transmission in
LTE/LTE-A and eMTC technologies.

not, but it cannot recognize how many devices have transmitted it, i.e.,
if a collision has occurred. For each detected preamble, the eNB trans-
mits the Random Access Response (RAR), which contains the Timing
advance command, the temporary C-RNTI and the UL Grant. In partic-
ular, the latter field is of 27 bits, 18 of which are reserved for time and
frequency resource allocation of the message transmission in Step 3 [72].

Step 3. RRC connection request transmission. After the RAR re-
ception, each MTC device transmits on the scheduled radio channel the
Radio Resource Control (RRC) connection request to set up the RRC
connection with the eNB. However, if more than one UE has selected
the same preamble in Step 1, they will receive the same RAR and send
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their scheduled messages on the same radio channel, which makes the
eNB hard to decode the received message correctly. In this case, the
eNB recognizes a preamble collision.

Step 4. RRC connection setup reception. After correctly decoding the
RRC connection requests, if there are available resources in the PUSCH
for the device transmission, the eNB transmits the RRC connection setup
message to the corresponding device.

We note that if the device does not receive either the RAR message
or the RRC connection setup within the related predetermined time win-
dow, termed WRAR and WCR, respectively, then it reattempts the RA
procedure inside the backoff window (BW ) only if NA ≤MA.

If the 4-step RA procedure was successful, further signaling messages
have to be exchanged between the UE and the eNB in order for the UE to
initiate the transmission of the data packet. In detail, the device sends the
RRC connection setup complete message and initializes the Non-Access
Stratum (NAS) procedures to the Mobility Management Entity (MME),
including security. Then, the UE will receive the RRC connection re-
configuration message, which is used to establish the data radio bearer.
Finally, it transmits the data packet.

3.2.2 eMTC and NB-IoT

Since the LTE is highly inefficient for supporting the MTC traffic charac-
terized by sporadic infrequent transmission of small packets, the 3GPP
has already introduced, in Release 13, a suite of two complementary
technologies adapted for this type of traffic, denoted as enhanced Ma-
chine Type Communication (eMTC) and NarrowBand IoT (NB-IoT) [73].
Both technologies are optimized for granting lower complexity, and pro-
viding longer battery life, while seamlessly coexisting with other LTE
services. As regards some technical specifications for the eMTC, it
adopts 1.4 MHz receiver bandwidth, a reduced maximum transmission
power (20 dBm), and extended discontinuous reception (eDRX) modes.
However, the RA procedure and the data transmission are completely
inherited from the conventional LTE/LTE-A shown in Fig. 3.3.

As regards the NB-IoT technology, it further pursues the goals of pro-
viding a cost-effective solution. In fact, some relevant NB-IoT features
are: 200 kHz receiver bandwidth, half-duplex operation, new narrow-
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band (NB) physical channels for downlink and uplink, and improved
power saving modes. In addition, the 4-step RA procedure has been
inherited from the LTE/LTE-A, while the data packet transmission has
been deeply modified to support small-sized data in a more efficient
way. In particular, a Cellular IoT (CIoT) EPS optimization in the Control
Plane (CP) has been designed to allow a piggyback data packet into the
NAS service request, which is sent together with the RRC connection
setup complete message. Thus, the NB-IoT CP CIoT EPS optimization
allows the UE to transmit the data packet immediately after the 4-step
RA procedure [74].

We emphasize that both the aforementioned RA procedures and data
transmissions are connection-oriented. Therefore, although NB-IoT pro-
poses a re-engineering of the conventional RRC procedures, it suffers
from the RRC connection setup overhead.

3.2.3 5G Uplink frame structure

Current 5G radio interface proposals intend to use, in uplink as well as in
downlink, Orthogonal Frequency Division Multiple Access (OFDMA)
[4]. Introducing flexible numerologies is a key feature to satisfy the
stringent requirements of 5G NR for reliability, latency, and data rate.
These numerologies would differ in subcarrier spacing from 15 kHz up
to 480 kHz, Cyclic Prefix (CP) length, TTI length, etc. As regards the
radio frame composition, the time slot duration (Ts) is typically equal to
14 OFDM symbols, each one having a duration dependent on the sub-
carrier spacing (e.g., for 15 kHz subcarrier spacing, one Ts is equal to
1ms). One sub-frame duration is fixed to 1 ms and 10 sub-frames make
one frame, which is 10 ms long. The proper numerology could be se-
lected on basis of the service type (eMBB, URLLC, and mMTC), and
link type (uplink or downlink). In addition, at the aim of achieving better
multiplexing performance, 3GPP gives the opportunity to apply NOMA
techniques [75], which are based on the OFDMA grid, but use different
domain (e.g., power domain or code domain).
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3.3 Joint Control of Random Access and Dynamic Uplink
Resource Dimensioning for massive MTC in 5G NR based
on SCMA

3.3.1 System Model

As reported in the 5G implementation guidelines provided by GSMA
in [76], 5G networks can be deployed in different deployment options,
where StandAlone (SA) options consist of only one generation of radio
access technology (i.e., LTE or NR), and Non-StandAlone (NSA) op-
tions consist of NR radio cells combined with LTE radio cells using dual
connectivity to provide radio access. In this paper, we consider a trans-
mission scenario based on SA Option 2, where the radio access network
consists of only one next Generation NodeB (gNB) connected to the 5G
Core andNMTC MTC devices. Each MTC device performs a contention-
based access procedure to request resources for data transmission. We
do not adopt a NSA option because the dual connectivity technology is
not suitable for supporting low-complexity and energy-constrained MTC
devices. Moreover, among the SA options, we choose option 2 because
it is the only one that adopts the NR radio access, and therefore it is able
to fully support the mMTC scenario.

As regards the radio interface, we adopt the smallest 5G NR numerol-
ogy (i.e., subcarrier spacing of 15 kHz, which corresponds to Ts = 1
ms), because small subcarrier spacing results in longer symbol duration
and lower overhead. Therefore, delay-tolerant services, such as MTC
services, can benefit from small subcarrier spacing to reduce bandwidth
consumption. In addition, we assume that each RA cycle occupies the
same amount of uplink resources of LTE, i.e., 72 subcarriers of 15 kHz
and a fixed time length, Tra = 5 time slots (see Fig. 3.2). Also, we adopt
Preamble Format 0 (i.e., a preamble lasts 1 Ts). In the frequency domain,
PRACH and PUSCH occupy the entire considered bandwidth, while in
the time domain PRACH lasts Tpr ∈ {1, 2, . . . , Tra − 1} time-slot units
and PUSCH Tpu slots. In summary, for each RA cycle we have:

Tra = Tpr + Tpu. (3.1)

We consider onlyL0 out of 64 preambles available for the RA contention-
based procedure in 1 Ts. So, the total number of preamble sequences (L)
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Figure 3.4: Example of multiple access and bit-to-codeword mapping of an SCMA
encoder with Q = 4, S = 2, Kmax = 3, LSB = 6, I = 4.

in a RA cycle is L = L0Tpr.

SCMA Overview

To further increase the transmission efficiency, we adopt the SCMA tech-
nique for PUSCH resources. The SCMA technique, defined in [77],
can be regarded as a code division Non-Orthogonal Multiple Access
(NOMA) scheme, i.e., it allows multiple transmissions on the same Re-
source Element (RE), as shown in Fig. 3.4a. Multiple SCMA layers
are defined, and one or more layer can be assigned to a device or data
stream. In Fig. 3.4a, on the first RE, the first part of each transmitted
symbol belonging to Layers 1, 3, and 5 are superposed.

The superposition of different levels in a single RE is allowed by
the use of different codebooks, as shown in Fig. 3.4b, which are built
on multidimensional constellations, instead of the conventional linear
spreading, typical of the traditional Code Division Multiple Access (CDMA).
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Figure 3.5: SCMA Codebooks. Example of the first dimension of the codebook in RE1.

In addition, SCMA uses sparse spreading to reduce the number of sym-
bol collisions. For instance, in Fig. 3.4a the number of superposed layers
in a RE is 3 instead of 6 (traditional case with non-sparse spreading). The
superposition pattern per RE is typically statically configured and indi-
cated by the factor graph F, which is a binary matrix of size Q × LSB,
whose element fi,j = 1 if and only if Layer j transmits inside RE i. For
instance, the factor graph F in Fig. 3.4a is:

F =


1 0 1 0 1 0

1 0 0 1 0 1

0 1 1 0 0 1

0 1 0 1 1 0

 . (3.2)

According to SCMA encoder, one SCMAblock is the minimum re-
source quantity which can be shared by different layers. Inside a single
SCMAblock, a layer can be associated to the transmission of one symbol.
One SCMAblock occupies Q subcarriers in one symbol time, so Q is the
number of REs in one SCMAblock. Also, we denote with S the num-
ber of REs which a layer occupies respect to Q, and Kmax the maximum
number of overlapped layers with different codebooks in one RE. So, the
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number of different layers per SCMAblock is:

LSB =

(
Q

S

)
, (3.3)

and

Kmax =

(
Q− 1

S − 1

)
=
LSBS

Q
. (3.4)

The gNB receives, over each Resource Element, the sum of the sym-
bols sent by Kmax MTC devices, each one by using the codebook as-
signed to it. To detect the signals transmitted by the MTC devices,
the iterative Message Passing Algorithm (MPA) is performed [78]. The
complexity order of this method is given by O(IKmax) per RE for each
iteration, where I is the number of constellation points [79].

Let us analyze an example of an SCMA encoder in Fig. 3.4a, where
Q = 4, S = 2, LSB = 6, and Kmax = 3. In order for the receiver to can
decode the superposed data, in transmission at least Kmax different con-
stellations must be adopted. Each constellation should be S-dimensional
and each dimension should be composed of I points. Several constella-
tions are available in literature [48, 80] which typically are designed on
basis on a multi-dimensional mother constellation with a good Euclidean
distance profile. The mother constellation is then rotated to achieve a rea-
sonable product distance. A simple example is shown in Fig. 3.5, where
we show a constellation adopted for the first non-zero entry (i.e., the first
dimension of the constellation) of Layers 1, 3, and 5, which are super-
posed in the same RE 1. The three constellations are generated from the
mother constellation QPSK by applying the phase rotations

{
0, π6 ,

π
3

}
, as

reported in [77]. Then, all symbols transmitted in the same RE do not
match each other. Also, we note that, in this example, the same informa-
tion bits are retransmitted in a second RE (S = 2) to reduce the bit error
probability at the receiver side.

Since the PUSCH is allocated over 72 subcarriers and each time slot
contains 14 OFDM symbols per subcarrier, the number of SCMAblock

per time slot is:

NSB =

⌊
72

Q
· 14

⌋
. (3.5)

Finally, the number of layers in one RA cycle, LRAC is:
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LRAC = NSBLSBTpu. (3.6)

The proposed basic two-step RA procedure

In parallel to both the eMTC and NB-IoT technologies analyzed in Sec-
tion 3.2.2, that adopt a connection-oriented approach, connectionless
transmission protocols for machine-type traffic have been proposed in
literature at the aim of avoiding the RRC connection setup overhead.
These protocols allow the MTC device to transmit small packets without
the establishment of radio bearers [81–83]. So, the signaling message
exchange between the network and the MTC device that is used to set
up the RRC connection and to establish device and security contexts is
deleted, implying a device battery power saving.

Among the available proposals, we consider the 2-step connection-
less packet transmission procedure described in [82]. By adopting this
procedure, the MTC device transmits, immediately after the reception
of the RAR message (Step 2), its data packet together with an UL con-
text containing all necessary information related to the device identity,
PDN-ID, and security. Thus, once the gNB receives the data packet, it
forwards the packet to a connectionless access gateway, which inspects
the context header, verifies integrity, performs decryption, and, based on
stored state information, forwards the packet to the expected network
entity. The main drawback is that the collision detection occurs after
the packet has been transmitted, i.e., regardless of whether the access
attempt has been successful or not, the device sends the data packet.
Taking into account this procedure, we propose a new improved connec-
tionless 2-step RA procedure and data transmission shown in Fig. 3.6.
Like in [82], the MTC device transmits, after Step 2, the data packet
piggybacked with the UL context. Conversely, at the aim of overcom-
ing the issue of sending the data packed regardless of whether the access
attempt has been successful or not, we adopt the early Preamble Colli-
sion Detection (e-PACD) technique, proposed in [84], where the gNB
can detect in Step 1 whether a preamble has been affected by collision or
not. In detail, each device randomly selects one preamble among those
available for contention-based procedure and transmits a tagged pream-
ble, consisting of both the selected preamble and a tag sequence. By

79



i
i

“thesis” — 2022/11/9 — 18:00 — page 80 — #108 i
i

i
i

i
i

Chapter 3. Traffic Prediction, Resource allocation, and En/Decoding
strategies for SCMA-based mMTC scenarios

exploiting the received tagged preambles, the gNB can detect, for each
received preamble, whether a collision has been occurred by extrapolat-
ing the tags associated to it and verifying if more than one tag has been
transmitted.

Moreover, because for the machine type communications a very small
amount of data is expected [85], we assume for each transmission request
the same upper bound value, sent in broadcast, denoted as θmax bits. So,
in Step 2, the gNB assigns to each successful access attempt, the PUSCH
resources needed to satisfy the maximum data transmission (θmax), if
available.

Consequently, the MTC device which has received the message re-
sponse from the gNB, within the WRAR window, transmits its data in the
PUSCH of the next RA cycle. We note that the data can be transmitted
in the next RA cycle since we set WRAR =5ms. In fact, thanks to the
two-step procedure, this time is sufficient to guarantee the transmission
of the tagged preambles (including cyclic prefix and propagation delay),
the processing delay at the gNB side, the transmission of the RAR mes-
sage, and 1ms of margin time. Conversely, if the message has not been
received from the gNB, within the WRAR window, then it will reattempt
only if NA ≤MA.

The proposed 2-step RA procedure results not only in very few mes-
sages being exchanged but also in a very low signaling overhead, as de-
picted in Fig. 3.7 and described in the following. In order to reduce the
signaling overhead, we assume that SCMA blocks are assigned to MTC
device in multiples of SCMA Block Groups (SBGs), i.e., one SBG is the
smallest unit of resources that can be allocated to an MTC device. An
SBG corresponds to one SCMA block assigned for the time of 1 TTI .
Moreover, we assume that Matrix F, a set of LSB codebooks and the
mapping between codebook and the assigned layer are static and known
by both sides of the communication link (e.g., sent in broadcast in the
SIB).

As regards the number of bits associated to the SCMA allocation in-
formation for the MTC device, it results that, when S = 2, the 18 bits
reserved for time and frequency allocation in the conventional RAR (as
reported in Section 3.2.1) are enough to deliver the information, regard-
less of the value of Q. Therefore, no additional bits need to be sent by

80



i
i

“thesis” — 2022/11/9 — 18:00 — page 81 — #109 i
i

i
i

i
i

3.3. Joint Control of Random Access and Dynamic Uplink Resource
Dimensioning for massive MTC in 5G NR based on SCMA

Figure 3.6: The proposed basic two-step RA procedure.

the gNB in DL. The proof is reported in Appendix 3.3.7. Furthermore,
as in [81], we assume that the UL context header sent together with the
data packet is of 9 bytes. Globally, the total amount of bytes necessary
to transmit L bytes of data is equal to L + 9 bytes in UL and 7 bytes in
DL, regardless the number of access attempts, i.e., NA.

In order to underline the advantages of our two-step RA procedure,
we compare the signaling overhead with the traditional four-step RA pro-
cedure reported in Section 3.2.1, and the one adopted by NB-IoT. By
adopting the LTE procedure depicted in Fig. 3.3, the amount of bytes
needed to transmit L bytes of data is equal to (L+NA ·7+49) in UL and
(NA · 7 + 113) in DL. We note that this legacy RA procedure is the same
adopted by the enhanced MTC (eMTC) technology. Conversely, the NB-
IoT technology adopts a slightly simplified 4-step procedure consisting
of (NA · 8 + L) bytes in UL and (NA · 7 + 8) in DL [81]. In conclusion,
our proposal not only shows a lower amount of signaling with respect
to both eMTC and NB-IoT (if NA > 1). In addition, by adopting both
the eMTC and the NB-IoT RA procedure, the MTC device for each RA
attempt needs to perform 2 transmissions , independently whether the
procedure has been succeeded or not. Instead, by adopting our proposal,
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Figure 3.7: Two-step RA procedure and data packet transmission.

the number of transmission per RA attempt is reduced to 1. So, the
connectionless concept helps to reduce energy consumption in the MTC
device, mainly because in this case there is a lower number of transmis-
sions performed by the radio module in comparison with the eMTC and
NB-IoT [86].

Traffic Model

The Beta traffic model is related to a scenario where a large number
of MTC devices access the network in a highly synchronized manner
[67]. Therefore, we assume that each MTC device generates data at
time t ∈ [0, Tarrival] following the Beta distribution [87] and that each
activation time is independent of each other. The Beta distribution is
characterized by the following Probability Density Function (PDF):

f(t) =
tα−1 (Tarrival − t)β−1

T α+β−1
arrival Beta(α, β)

, t ∈ [0, Tarrival], (3.7)

where

Beta(α, β) =

∫ 1

0

tα−1(1− t)β−1dt. (3.8)

Given NMTC devices, we derive a discrete random process which
counts the number of data arrivals per RA cycle inside the time period
[0, Tarrival]. Let {N(ω, n)} denote this discrete random process, where
ω ∈ Ω is an experiment and n = 1, 2, . . . ,

⌊
Tarrival
Tra

⌋
is a point in time
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representing the nth RA cycle. Then, the function N(ω, n) is a realiza-
tion of the random process related to the outcome ω. For each n value,
N(ω, n) is the sum of the arrivals in the interval time [(n− 1)Tra, nTra[.

We can define the temporal auto-correlation function rNN(ω, l) at the
time-lag l between two points in time.

rNN(ω, l) =

bTarrivalTra c−l∑
n=1

N(ω, n)N(ω, n+ l), (3.9)

for l = −
⌊
Tarrival
Tra

⌋
+ 1, . . . ,

⌊
Tarrival
Tra

⌋
− 1. By simulation, we estimated

that rNN(ω, l) = rNN(l), and the mean value µn(ω) = µn, for a very
large number of experiments, thus we assume that the process is ergodic
in the wide sense.

The auto-covariance can be also expressed as a function of the time-
lag l as follows:

cNN(l) = rNN(l)− µ2
n. (3.10)

The Pearson Auto-Correlation Coefficient (PAC) is defined as

ρ(l) =
cNN(l)

cNN(0)
. (3.11)

As it is known, the range of the PAC is −1 ≤ ρ(l) ≤ 1. In particu-
lar, when |ρ(l)| ≥ 0.8 the sequence is highly correlated [88]. Fig. 3.8
shows ρ(l) when Simulation Parameters in Table 3.6 are adopted. As
shown, |ρ(l)| ≥ 0.8 when |l| ≤ 296, i.e., the number of arrivals is highly
correlated in 296 consecutive RA cycles.

3.3.2 Problem Formulation

In this section, we formulate the problem of the joint control, in a sin-
gle RA cycle, of the uplink radio resource dimensioning and the random
access. In detail, given the number of MTC devices (M ) which are per-
forming the contention-based RA procedure, we aim to derive the opti-
mal trade-off between the radio resources reserved to the PRACH and
to the PUSCH (i.e., the T ∗pr value) jointly with the optimal ACB factor,
p∗. Specifically, in the first subsection we formulate the problem when
all MTC devices perform the access attempt without any barring. Then,
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Figure 3.8: Pearson Auto-Correlation Coefficient (PAC) of the random process
{N(ω, n)}.

in the second subsection, the problem is re-formulated when the conven-
tional ACB scheme is introduced for properly reducing the number of
MTC devices attempting the RA procedure.

Uplink resource dimensioning

For deriving the optimal T ∗pr, we need to estimate the number of success-
ful accesses in PRACH (NSA) and the number of available resources in
the PUSCH based on SCMA technique (NST ) as function on Tpr. As re-
gards NSA, we note that it is a random variable whose mean value (N̄SA)
is derived in Appendix 3.3.7, on basis of Tpr and M , as follows:

N̄SA = M

(
1− 1

L0Tpr

)M−1

. (3.12)

Clearly, given M , the higher Tpr, the higher N̄SA.
As regards NST , we derive the maximum number of available trans-

missions in the PUSCH, each one consisting of θmax bits, as follows:

NST =

 LRAC⌈
θmax

r log2(I)

⌉
 =

NSBLSB⌈
θmax

r log2(I)

⌉
 (Tra − Tpr), (3.13)

where log2(I) is the number of information bits sent for each symbol of
the constellation and r is the code rate. It is evident that, the higher Tpr,
the lower NST .
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The above results confirm the following major problems.

1. The PRACH resources are not sufficient when thousand or more
devices simultaneously request to send data. In fact, as reported
in (3.58), for very high M values, the smaller Tpr, the faster N̄SA

approaches zero. This problem could be alleviated by increasing
the access resources, i.e., Tpr.

2. The number of resources available for the PUSCH decreases with
increased Tpr. So, also if we have a high value of successful ac-
cesses, by adopting a high Tpr value, a part of these ones could not
be satisfied due to lack of resources in the PUSCH.

Considering the previous issues there is the need to find a good trade-off
between the amount of access resources, contained in Tpr, and the ones
used for data transmission, contained in Tpu. For the sake of simplicity, in
the problem formulation we assume that the MTC devices, which have
successfully passed their access attempt in the PRACH, will transmit
their data in the PUSCH of the same RA cycle (if available), instead of
the next RA cycle, as reported in Section 3.3.1. Therefore, thanks to this
assumption, the amount of successful communications (SMTC) inside an
RA cycle can be derived as:

SMTC = min(NSA, NST ). (3.14)

Since NSA is a random variable, we approximate (3.14) as:

S̃MTC = min(N̄SA, NST ). (3.15)

In Fig. 3.9 we plot (3.15), that is, the variation of S̃MTC versus M
for any Tpr value. We observe that the straight lines are caused by the
limited PUSCH resources. So, the goal can be formulated as follows:
"Given M value, find the optimal Tpr value so that

T ∗pr(M) = arg max
Tpr∈{1,...,Tra−1}

{
min(NST , N̄SA)

}
, (3.16)

where the dependence on M is contained in N̄SA."
Choosing Tpr = T ∗pr(M), we have the optimal resource dimension-

ing in the RA cycle and consequently the maximization of S̃MTC value,
denoted as S̃∗MTC(M).
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Figure 3.9: Number of succeeded MTC devices transmission vs number of MTC devices
which carry out the RA procedure for different Tpr values when θmax = 160 bits.

This optimal uplink resource dimensioning should be iterate for each
RA cycle, on the basis of the traffic load, so that a dynamic load-aware
PRACH and PUSCH resource dimensioning is applied. We underline
that, although a static solution with respect to a dynamic one apparently
does not show significant improvements, if a temporal analysis is carried
out considering thousands of RA cycles, then the gain becomes impor-
tant. In fact, the number of retransmissions may become so large that
only the resource dimensioning Tpr = 4 can prevent the system from
collapsing. On the other hand, a static dimensioning Tpr = 4 would be
highly inefficient because it should be adopted only in presence of very
high traffic load. In this regard, in our conference work [63], we showed
the considerable advantage of a Dynamic Uplink Resources Dimension-
ing (DURD) over any static one, by analyzing the distribution of the new
access attempts in the space of 10 s, i.e., 2000 RA cycles, and we faced
the challenge of predicting the expected traffic load.

Joint dimensioning of the uplink resources and ACB scheme

Despite the benefits of the optimal uplink resource dimensioning (3.16),
it does not consider the possibility of reducing the preamble collision
probability. For this reason, we considered the ACB technique [59]
proposed by 3GPP to redistribute the access requests of MTC devices
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through time. In fact, by means of this technique, the number of access
requests per RA cycle is reduced, thus also the number of RA failed at-
tempts is reduced. The goal of an optimal access control based on the
conventional ACB scheme is to dynamically derive the optimal ACB fac-
tor (p∗) which maximizes the amount of successful communications, i.e.,
S∗MTC(M) in our study. Then, this ACB factor value must be continu-
ously provided by the gNB in broadcast. By integrating the conventional
ACB scheme in our uplink resource dimensioning, the amount of MTC
devices (M ) performing the RA procedure could be properly reduced.

Given θmax, from (3.15) a curve for each Tpr value is obtained, and
we define T ∗pr as:

T ∗pr = arg max
∀M,Tpr

{
min(NST , N̄SA)

}
. (3.17)

Also, we denote the maximum S̃MTC value as SMAX , that is,

SMAX = max
∀M

[
S̃MTC(M,T ∗pr)

]
. (3.18)

The value of M that leads to SMAX is denoted as Mmax and is derived in
Appendix 3.3.7 for a generic θmax value. We underline that, given θmax,
it follows that T ∗pr, Mmax, and SMAX are uniquely defined.

Finally, fixed θmax, the problem of the optimal uplink resource di-
mensioning in the presence of an ACB scheme can be re-formulated as
follows:

"Given the M value

• if M > Mmax, find the optimal ACB factor p∗ so that M is reduced
to Mmax; the optimal uplink resource dimensioning is T ∗pr;

• if M ≤ Mmax the ACB scheme is not needed, i.e., p = 1, and the
optimal uplink resource dimensioning is obtained by using (3.17)."

For instance, in the case considered in Fig. 3.9 with θmax = 160 bits, we
obtain T ∗pr = 2, SMAX

∼= 40, and Mmax
∼= 108.

However, the above approach presents the following significant draw-
backs.

1. In order to derive the proper ACB factor p, there is the need to
perfectly know M for each RA cycle.
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2. Despite this resource dimensioning maximizing the number of suc-
ceeded communications in a single RA cycle, the impact that the
failed access attempts have on each MTC device is not considered.
For instance, when a proper ACB factor p, so that M ∼= Mmax =
108, and Tpr = 2, has been communicated by the gNB, only 40
out of 108 communications have succeeded. This means that 68
MTC devices have failed their access attempt, thus their own ac-
cess attempt counter is increased by 1 unit and due to this iterative
process, the counter could reach MA quickly.

3. Since ACB factor p can be changed every RA cycle, the MTC de-
vice attempting to send an access request has to remain continu-
ously in the Reception (RX) active state to listen the ACB factor as
long as the transmission has been successful or the maximum num-
ber of attempts has been reached. It leads to an excessive energy
consumption and does not allow the MTC device to apply Discon-
tinuous Transmission and Reception (DTX/DRX) for power sav-
ing [65].

To overcome these issues, a new control framework is proposed where
the random access procedure and a dynamic uplink resource dimension-
ing are jointly considered. This control framework is described in the
next Section.

3.3.3 Overview of the proposed Control Framework

The objectives of our control framework are:

• to minimize the number of failed attempts, by blocking, for an adap-
tive time period, the MTC devices which should perform an access
re-attempt;

• to maximize the number of succeeded communications over a time
period much longer than a single RA cycle, e.g., on the order of a
few seconds;

• to minimize the MTC device energy consumption.

The control framework is based on the following features:
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1. a predictive estimation of the total number of MTC device access
attempts for each RA cycle;

2. a variable-length superframe, called Cluster (see Fig. 3.11), which
consists of a sequence of G RA cycles having the same uplink re-
source dimensioning, i.e., Tpr is constant; G is the cluster size and
represents the superframe length in RA cycle units;

3. an ACB scheme which regulates the number of RA re-attempts
based on the Cluster size G.

We consider that, at the end of each Cluster, the RRM entity computes
the suitable size G for the next Cluster, and the related Tpr value, by
means of the algorithm described in the next Section. We assume that
the gNB sends the broadcast information inside a SIB with a periodicity
of 5ms2 during the Trath time slot of each RA cycle. Particularly, these
information are related to the next RA cycle, i.e., the sizeG of the Cluster
to which the next RA cycle belongs, the Tpr value, and the number j of
the RA cycle within the Cluster.

As regards the MTC device which needs to transmit data, the follow-
ing phases are carried out.

1. After listening to the broadcast information (Tpr, j, and G), it starts
the two-step RA procedure, by transmitting one of the L available
preambles in the next RA cycle. The counter NA is increased by
one unit. This event is called "access attempt". Let us note that
the Tpr is needed to know L, while size G and j are ignored in
this phase. If the RA procedure is successful ("succeeded access
attempt") and there are available resources in the PUSCH, the data
will be transmitted in the PUSCH ("succeeded communication").
Otherwise, the event, called "failed transmission", occurs if either
the RA procedure is successful but there are no available resources
in the PUSCH ("PUSCH resource lack") or the RA procedure is not
successful ("failed access attempt"), then it follows phase 2.

2. The MTC device, on basis of the previously received information (j
and G), waits for the last RA cycle of the current Cluster in order to

2This choice complies with the options provided by the standard [89]
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listen the updated broadcast information related to the next Cluster.
After that, it draws a uniform random number h ∈ {1, 2, . . . , G}.
Then, it performs its "random access re-attempt" only in the hth
RA cycle of the current Cluster.

3. If the RA procedure fails again, the MTC device follows phase 2
iteratively until either the communication will be satisfied ("suc-
ceeded communication") or the maximum number of attempts (MA)
will be exceeded, i.e., NA > MA ("failed communication").

The complete flow diagram of the MTC device behavior is reported
in Fig. 3.10, where the color red represents the 2-step random access
procedure, while the color green is the ACB scheme.

We underline that our control framework does not adopt the tradi-
tional backoff window, because it is implicit in the proposed ACB proce-
dure. In fact, our ACB scheme allows each MTC device to perform only
a single access attempt in the same Cluster, thus the overall amount of
RA access attempts are spread in time on basis of a dynamic G value. It
is clear that G and Tpr need to be properly computed, in order to obtain
the best performance.

As regards the energy consumption, we observe that, inside a Cluster,
each MTC device which needs to re-attempt the access should be active
only at the end of the current Cluster (to receive the information related
to the next Cluster) and in the selected RA cycle h of that Cluster. This
strategy allows the MTC device to save a considerable amount of energy
compared to the conventional ACB scheme, in which the MTC devices
need to constantly listen to the broadcast information, since the ACB
factor can change every RA cycle.

3.3.4 Enhanced Dynamic Clustering Dimensioning Algorithm

In this section, we present the enhanced Dynamic Cluster Dimensioning
Algorithm (eDCDA), that runs in the RRM entity in order to calculate the
parameters of the ith Cluster, i.e., Tpri andGi. It is an improvement of the
Dynamic Cluster Dimensioning Algorithm (DCDA) presented in [66].

The eDCDA is composed of two distinct phases, as shown in Fig.
3.12.
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Figure 3.10: Flow diagram of the MTC device behavior which adopts the proposed
joint control scheme.

Phase 1

The first phase has the task of estimating the number of expected access
attempts in Cluster i. This phase takes in input the following parameters:

• Gi−1 = size of the (i− 1)th Cluster;

• Gi−2 = size of the (i− 2)th Cluster;

• Si−1 = vector of size Gi−1 containing the values sji−1 representing
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Table 3.1: Simulation Parameters

Parameter Symbol Value
Preambles reserved for L0 54

contention-based procedure

Number of total MTC devices NMTC 5000 : 50000

Number of data transmission 1

requests per MTC device

Maximum number of RA MA 10

procedure attempts

Data transmission size θmax 160 bits

Arrival distribution Beta α = 3, β = 4

TArrival = 10s

Time slot Ts 1 ms

Time Transmission Interval TTI 1 ms

RA cycle duration Tra 5 time slots

Contention resolution window size WRAR 5 ms

Simulation Length Tsim 10s

Q 4

SCMA parameters Kmax 3

S 2

Backoff Window BW {20, 40, 80, 160} ms

Constellation Points I 4

Code rate r 1

Multiplicative factor δ 1.1

Threshold value õrTHR 20

Figure 3.11: Examples of Cluster, each one has its own Tpr dimension.

the number of successful preambles, i.e., the succeeded access at-
tempts, in the RA cycle j of Cluster i− 1;
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• Ci−1 = vector of size Gi−1 containing the values cji−1 representing
the number of collided preambles, i.e., the failed access attempts,
in the RA cycle j of Cluster i− 1;

• Rli−1 = vector of size Gi−1 containing the values rjli−1 representing
the number of failed transmissions due to lack of PUSCH resources
in RA cycle j of Cluster i− 1;

• Ũi−2 = vector of sizeGi−2 containing the estimated values ũji−2 rep-
resenting the sum of the number of failed transmissions due to the
lack of PUSCH resources and the failed access attempts in the jth
RA cycle of Cluster i− 2;

• Tpri−2 and Tpri−1 represent the PRACH dimensioning of Cluster i−2
and Cluster i− 1, respectively.

The output parameters of the first phase are:

• Ũi−1 = vector of size Gi−1 containing the estimated value ũji−1;

• ñ1
ri

= number of estimated new access requests in RA cycle 1 of
Cluster i.

The first output parameter is derived as follows:

Ũi−1 = T̃ri−1 −
(
Si−1 − Rli−1

)
, (3.19)

where T̃ri−1 is a vector containing the estimated total access requests,
including the new access requests and the re-transmitting ones, for each
RA cycle of Cluster i−1. In order to estimate the elements of this vector,
we consider that, with respect to RA cycle j of Cluster i − 1, the RRM
knows the amount of collided preambles cji−1, but it does not know how
many access attempts has been occurred in the collided preambles. For
these reasons, to estimate the total access requests, we set:

t̃jri−1 = sji−1 + kji−1c
j
i−1, (3.20)

where kji−1 is called collision coefficient; obviously, kji−1 ≥ 2 because
a preamble collision occurs when at least two MTC devices choose the
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same preamble in the PRACH. From an empirical study, we derived the
relationship between kj−1, cji−1 and Tpri−1 as follows:

kj−1 = 2 · 1.97
c
j
i−1

L0Tpri−1 . (3.21)

Equation (3.21) was found to be sufficiently accurate for our purpose,
as proved in [63]. Considering (3.20), in general, vector T̃ri−1 can be
easily calculated as follows:

T̃ri−1 = Si−1 + ki−1 ◦ Ci−1, (3.22)

in which ◦ is the Hadamard product operator, ki−1 is a vector of size
Gi−1, whose jth element is calculated by using (3.21).

The second output parameter, ñ1
ri

, is calculated as an approximation
of the value ñGi−1ri−1 . This choice has been done because the two terms
are very highly correlated, in fact they belong to two consecutive RA
cycles although they are in two different Clusters. The term ñ

Gi−1
ri−1 can

be derived from the vector T̃ri−1. In fact, t̃Gi−1ri−1 is the total amount of
active MTC devices attempting to access to the PRACH resources of the
RA cycle Gi−1, i.e., the sum of the re-attempting MTC devices

(
õ
Gi−1
ri−1

)
which failed in the Cluster i− 2 and the new arrived ones

(
ñ
Gi−1
ri−1

)
:

t̃Gi−1ri−1
= õGi−1ri−1

+ ñGi−1ri−1
. (3.23)

We underline that, by using the proposed ACB procedure, the total failed
transmissions in the Cluster i − 2 are distributed, on average, in equally
manner among all the RA cycles of Cluster i− 1. So, the expected value
of access re-attempts, in the RA cycle Gi−1, is derived as follows:

õGi−1ri−1
=

∑Gi−2
k=1 ũ

k
i−2

Gi−1
. (3.24)

Finally, the second output value is:

ñ1
ri
' ñGi−1ri−1

= t̃Gi−1ri−1
− õGi−1ri−1

. (3.25)
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Figure 3.12: Enhanced Dynamic Cluster Dimensioning Algorithm (eDCDA) phases.

Phase 2

The second phase takes in input the two parameters coming out from the
first phase. This phase has the task of calculating the final parameters
of the algorithm, i.e., Gi and Tpri. Compared to the DCDA proposed in
[66], in this paper we propose an improved version of the second phase.
In [66], on basis of the input values Ũi−1 and ñr1

i , we proposed a heuristic
criterion which, starting from a Cluster size G = 1, iteratively increases
G until the following exit condition is satisfied:

S̃∗MTC ≥ õjri =

∑Gi−1
j=1 ũ

j
i−1

G
, (3.26)

i.e., the number of succeeded transmission is at least equal to the amount
of access re-attempts belonging to the RA cycles of Cluster i. The above
criterion aims to reduce the probability that the number of reattempts for
the single MTC device reaches the MA value.

In overall, the improved version of this phase reduces the number of
iterations, manages several exceptions that may occur (e.g., ñ1

ri
= 0),

and improves the Cluster size aiming to satisfy, on average, not only
the amount of re-attempting devices but also a proper percentage of new
access attempts. The second phase algorithm is summarized in pseudo-
code 2.

With the aim of reducing the number of iterations, instead of initializ-
ing G = 1, as in [66], the new algorithm starts by calculating an appro-
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Pseudo-code 2 Control Framework
Definitions:

• δ: multiplicative factor;

• Gi: chosen Cluster size;

• GMAX : maximum allowed Cluster size value;

• õrTHR
: threshold value of õjri when ñ1ri = 0;

• Tpri : number of PRACH time slots reserved for the chosen Cluster size;

• Tpr: number of time slots available per PUSCH;

• Ũi−1: vector containing ũki−1 values which represent the estimated number of failed trans-
missions.

Initialization:
1: P ′N = 0

2: calculate SMAX by using (3.18)
3: initialize G by using (3.27)
4: while true do
5: calculate õjri =

∑Gi−1
k=1 ũk

i−1

G

6: calculate t̃jri by using (3.28)
7: set M = t̃jri , calculate T ∗pr by using (3.17), and the related S̃∗MTC value
8: if G < GMAX then
9: if ñ1ri > 0 then

10: calculate PN by using (3.29)
11: if PN > 0 then
12: if PN > δP ′N then
13: P ′N = PN and T ′pr = T ∗pr
14: G = G+ 1

15: else
16: choose Gi = G− 1 and Tpri = T ′pr
17: break
18: end if
19: else
20: G = G+ 1

21: end if
22: else
23: if õjri ≥ õrTHR

then
24: G = G+ 1

25: else
26: choose Gi = G and Tpri = T ∗pr
27: break
28: end if
29: end if
30: else
31: choose Gi = G and Tpri = T ∗pr
32: break
33: end if
34: end while
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priate initial value of G, as follows.

G = min

(⌈∑Gi−1
k=1 ũ

k
i−1

SMAX

⌉
, GMAX

)
. (3.27)

The first function of the minimum represents the smallest Cluster size
so that the number of estimated access re-attempts per RA cycle (õjri)
are at most equal to SMAX . The second term is introduced to prevent
the Cluster from reaching a size so large as to lose the high correlation
of the new arrivals inside a Cluster. This value, called GMAX has been
calculated in Section 3.3.1 and it is equal to 296.

Starting from this G value (3.27), for each iteration (i.e., for each
increase of G) the gNB estimates the future total access requests in the
G RA cycles of Cluster i, as reported in Lines 5-6. So, for the generic
jth RA cycle (j ∈ {1, . . . , G}), this value is equal to:

t̃jri = õjri + ñ1
ri−1

, (3.28)

where õjri is derived by the total estimated failed transmissions of Cluster
i − 1, which will be re-transmitted in Cluster i, subdivided in equally
manner in the G RA cycles (3.26). As regards the second addend of
(3.28), by exploiting the high correlation of the arrival process for G ≤
GMAX , we assume that the amount of new access requests is the same
for each jth RA cycle belonging to Cluster i. In summary, we assume
that t̃jri is the same for each RA cycles of the Cluster. Now, by imposing
M = t̃jri (see Line 7), the gNB calculates T ∗pr by using (3.17), and the
related estimated number of succeeded communications, S̃∗MTC .

Now, in order to improve the Cluster size, we introduce a new param-
eter, PN , utilized for establishing a percentage of new access attempts to
be satisfied. Let us note that PN is not a previously set threshold but it
will be derived dynamically. The key parameter PN is defined as follows:

PN =
S̃∗MTC − õjri

ñ1
ri

, (3.29)

where PN ∈] − ∞, 1], because PN > 1 leads to the absurd that the
number of succeeded transmissions exceeds the total number of access
attempts.
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If PN < 0, then not even the base exit condition (3.26) is satisfied.
So, G is increased (see Line 24).

If PN = 1, the configuration is the best one, because it satisfies the
total amount of t̃rji and a further increase of G do not lead to any im-
provement.

Finally, if 0 < PN < 1, we verify whether, by increasing the Cluster
size, there is a significant improvement in the PN value. With the aim
of quantifying this improvement, we introduce a δ value which repre-
sents a multiplicative gain factor (δ > 1). For the sake of simplicity,
we denote as G′ = G + 1, the new configuration and as P ′N the new ar-
rivals’ percentage of success obtained by adopting the dimensioning G′.
If P ′N > δPN , then we consider the obtained improvement as substantial.
In this case, G is iteratively increased until P ′N ≤ δPN . In the latter case,
the algorithm ends and the previous configuration is selected as output.

Finally, we focus on a possible case in which ñ1
ri

= 0. This ex-
ception, not considered in [66], leads to very inefficient outputs. More
specifically, the Cluster size becomes inappropriately large since (3.26)
is satisfied only for õjri = 1, i.e., only one access request per RA cycle is
admitted. In the following, we report the analytical proof.

Given ñ1
ri

= 0, therefore M = õjri in (3.17), condition (3.26) can be
written as

min(N̄SA, NST )|Tpr=T ∗pr(õjri) ≥ õjri, (3.30)

that means {
N̄SA|Tpr=T ∗pr(õjri) ≥ õjri

NST |Tpr=T ∗pr(õjri) ≥ õjri.
(3.31)

We evaluate when the first condition of system (3.31) is satisfied, i.e., by
using (3.77) the values of õjri that satisfy the following inequality:

õjri

(
1− 1

L0Tpr

)õjri−1

≥ õjri, (3.32)

that simply involves (
1− 1

L0Tpr

)õjri−1

≥ 1. (3.33)
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This condition is satisfied when either õjri = 1 or L0Tpr =∞. Obviously,
the only viable solution is õjri = 1. We evaluate whether the latter solu-
tion is also valid for the second condition, therefore, it is a solution for
the whole system (3.31). Clearly, NST ≥ 1 is satisfied accordingly be-
cause for each RA cycle at least one resource is available in the PUSCH.
In summary, the use of exit condition (3.26) when ñ1

ri
= 0 would lead to

two evident inefficient conditions:

1. a huge waste of the overall resources in each RA cycle of Cluster i
to serve only one MTC device that transmits at most θmax bits;

2. the useless creation of large sized Cluster, that delays the successive
possible communications.

At the aim of overcoming these issues, we introduce a value V utilized
for determining an exit condition less stringent than (3.26). In particular,
instead of satisfying all the access re-attempts, we consider a percentage
loss V . This new exit condition can be expressed as:

S̃∗MTC ≥ (1− V )õjri. (3.34)

So, we need to define the V value. We consider that, since the ideal value
is V = 0, we should find a proper minimum value of V (Vmin > 0). At
this aim, by substituting (3.15) in (3.34), we obtain:

Vmin =

1−
(

1− 1
L0T ∗pr(õ

j
ri)

)õjri−1

if N̄SA > NST

õjri−NST (õjri)

õjri
otherwise.

(3.35)

Let us note that Vmin is only a function of õjri. In fact, N̄SA, NST , and
T ∗pr are function of M , and M = õjri. Equation (3.35) is shown in Fig.
3.13. Fixed a Vmin value, i.e., the maximum loss in terms of satisfied
access re-attempts, we get the maximum õjri value which satisfies (3.34).
For instance, if Vmin = 0.1, we obtain that the related maximum õjri value
is equal to 20 (i.e., G is increased until õjri ≤ 20) and the related S̃∗MTC

value is at most equal to 18. As shown in Fig. 3.13, Vmin is a monotoni-
cally increasing function of õjri, then there is not a clear preferential Vmin
value.
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Figure 3.13: Representation of Vmin vs õjri when θmax = 160 bits.

At this aim, by analyzing the curve, we note that there are some slope
changes, in which the value Vmin increases rapidly. In order to quantify
these increases, we calculate from (3.35) the following incremental ratio:

∆Vmin

∆õjri
= Vmin(õ

j
ri

+ 1)− Vmin(õjri), (3.36)

which is depicted in Fig. 3.13. It is clear that the high variations of
Vmin occur in the transition from the first to the second condition of the
system (3.35). We denoted as õrTHR the point corresponding to the max-
imum variation. Therefore, we set that when ñ1

ri
= 0, the exit condition

becomes õjri < õrTHR and G is no longer incremented. Similar behavior
is obtained for different θmax values (e.g., 80, 320, and 640 bits) which
we do not report here for space reason and the suitable õrTHR values can
be derived. In the specific case depicted in Fig. 3.14, i.e., θmax = 160
bits, it results õrTHR = 20. Additionally, it is verified that T ∗pr = 4 and the
related S∗MTC value is 18, which corresponds to the maximum available
transmissions in the PUSCH, i.e., there is no waste of resources in the
PUSCH.

3.3.5 Performance Evaluation

In this section, we evaluate the performance of our control framework in
comparison with DCDA proposed in [66], with the ACBp∗ scheme [64]
and with static uplink resource allocations, under different backoff win-
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Figure 3.14: Representation of the incremental ratio of Vmin with respect to õjri vs õjri .

dows and Tpr values. We denote by Si the static dimensioning with
Tpr = i. The set of parameters used in the simulations is provided in
Table 3.6. For a fair comparison, in any control scheme, the PUSCH re-
sources are assigned based on the SCMA technique with the same con-
figuration and the same channel conditions3. Specifically, the parameters
of the SCMA encoder have been chosen so as to reduce the decoder com-
plexity at the gNB, which is the main bottleneck of the SCMA systems.
In fact, the complexity order is O(64) per RE unit for each iteration. In
this case, we obtain 6 transmission layers inside an SCMA block com-
posed of 4 REs, i.e., an overloading factor λ of 150%. On the other hand,
adopting a slightly more performing configuration (e.g., Q = 5, S = 2,
that means Kmax = 4, LSB = 10 and λ = 200%) involves a much larger
computational complexity (i.e., O(256) per RE unit for each iteration).

We underline that, by using dimensioning S1, the number of suc-
ceeded communications values achieved depend exclusively on the very
reduced PRACH resources, therefore the multiplexing technique (i.e.,
traditional SC-FDMA or SCMA) adopted for the PUSCH is irrelevant.
Thus, the performance of S1 is the same to the one of traditional LTE.

3In this section, performances are evaluated by considering ideal channel conditions. The consid-
ered energy-constrained MTC devices do not follow any channel quality reporting schemes, thus the
radio resource allocation performed by these channel-unaware MAC protocols. So, the comparative per-
formance analysis of the different MAC protocols does not depend on the characteristics of the radio
channel.
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Figure 3.15: Flow diagram of the MTC device behavior which adopts the adapted
ACBp∗ .

The simulations have been made in MATLAB environment and results
are averaged on 50 independent simulations, each one relating to a differ-
ent realization of the discrete random process of the data arrivals inside
the time period [0, Tarrival].

This section is organized as follows. In Subsection 3.3.5 we describe
how the ACBp∗ scheme has been adapted to our system model. Next, in
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Subsection 3.3.5 we analyze the Connectivity Capability, that is one of
the most challenging target in the mMTC scenario [90], and the Service
Delay. Then, in Subsection 3.3.5 we analyze the MTC device’s energy
consumption, that is another very important parameter for this type of
devices [91]. Finally, in Subsection 3.3.5 we quantify the advantages
of the eDCDA in comparison with the traditional DCDA when some
exceptions occur.

Adaptation of the ACBp∗ scheme

We compare our solution with the ACBp∗ scheme [64], which is a joint
ACB scheme and uplink resource dimensioning. Unlike our control
framework, in that work, Xue et al. focuses on a single RA cycle in
a generic SCMA network. In addition, the dimensioning is based on the
amount of MTC devices attempting the contention-based random access
M which is assumed perfectly known. So, in order to fairly assess the
two control schemes, we adapt ACBp∗ to our dynamical analysis based
on the standard 5G Uplink frame structure as follows:

• with regard to the uplink resource dimensioning, the sizing of PRACH
and PUSCH takes into account the constraints of the 5G frame
structure;

• we inherit their ideal assumption that the M value is exactly known
for the next random access cycle;

• we assume, for conducting a medium-term analysis, that the gNB
calculates the ideal value of the ACB factor p for each RA cycle and
transmits it;

• we adopt in ACBp∗ control scheme the proposed 2-step RA proce-
dure and the same θmax value.

We note that these choices do not penalize the benchmark scheme
but, on the contrary, they allow the control system the best functioning.
The MTC device behavior of the adapted ACBp∗ is described in the flow
diagram of Fig. 3.15. Compared to our control framework, the MTC
device which needs to send its data continuously listens to the broadcast
information containing the updated p value for the next RA cycle until it
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Figure 3.16: Connectivity Capability Loss in terms of number of failed communica-
tions, when NMTC = 50000.

fa
ile

d 
co

m
m

un
ic

at
io

ns

Figure 3.17: Connectivity Capability Loss in terms of number of failed communica-
tions, under different NMTC values.

extracts q ∈ [0, 1] which is less or equal to p. In the case of failed trans-
mission, the MTC device follows the random backoff, i.e., it waits for a
time z uniformly extracted inside the backoff window before attempting
the access procedure again.
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Figure 3.18: Mean value of the service delay for succeeded communication, under
different NMTC values.

Connectivity Capability Loss and Delay Analysis

In Fig. 3.16 we show the Connectivity Capability Loss in terms of the
average number of MTC devices which have failed their communication
in the simulation time. We made a comparison between the static re-
source allocation schemes (i.e., the traditional LTE system, S2, S3, and
S4), theACBp∗ scheme, the DCDA framework, and its enhanced version
here proposed, called eDCDA, when NMTC = 50000. It can be seen that
the number of failed communications is huge for any static resource allo-
cation schemes. On the other hand, ACBp∗ scheme (for any BW values),
DCDA and eDCDA, which jointly consider a dynamic uplink resource
allocation and an ACB scheme, show a remarkable improvement over
any static dimensioning schemes. Consequently, the following compar-
ative evaluation, under different traffic loads (i.e., NMTC from 5000 to
50000), considers the latter three control schemes only.

Fig. 3.17 depicts the Connectivity Capability Loss under different
values of NMTC . It can be seen that number of failed communications is
non-zero when NMTC > 25000 for the ACBp∗ and NMTC > 30000 for
both DCDA and eDCDA.

In addition, the number of failed communications forACBp∗ is, in the
overload region, more than one order of magnitude higher than frame-
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work ant its improved version. Comparing the latter two schemes, the
eDCDA framework shows an even more negligible loss. We underline
that the figure shows the values averaged over a large number of simula-
tions, thus the benefits of the new proposed algorithm when the excep-
tional cases occur cannot be so noticeable.

Fig. 3.18 presents the mean service delay for the succeeded commu-
nications, which is quantified, for each MTC device, as the amount of
time elapsed from the time the data are ready to be transmitted to their
actual transmission, expressed in units of RA cycle. The ACBp∗ scheme
shows, in the overload region, slightly better performance in compari-
son with both the DCDA and eDCDA control frameworks. However,
we note that our control framework achieves a considerable advantage in
terms of number of served MTC devices (see Fig. 3.17), at the expense
of a slight increase in delays (at most, a delay less than 150 ms), which
are not significant for the considered delay-tolerant services. Comparing
DCDA and its enhanced version, the new scheme presents a very slight
increase in terms of delay (i.e., at most 10 ms). On the other hand, this
insignificant additional delay makes possible to serve almost the whole
amount of MTC devices, even if NMTC = 50000.

Energy Consumption Model and Analysis

It is well known that the energy consumption related to the data transmis-
sion, i.e., the energy consumed for performing the RA procedure together
with the ACB scheme, is the prevailing energy contribution compared to
the energy consumption related to the collection and preparation of the
data to be sent.

At this scope, we adopt the energy model depicted in Fig. 3.19, pro-
posed in [92] and already used in [93,94]. It defines several MTC states,
i.e., Deep Sleep (DS), Light Sleep (LS) and Active (A), each one lead-
ing to different power consumption. The MTC device can stay only in
one of these states at the same time and for changing state it consumes
power and takes a certain time period. For instance, to change from the
DS state to the LS state it takes 1 TTI and consumes 22 mW/TTI. In
order to make more clear the following description, the states and the
related changing operations are enumerated from 1 to 10 and the most
significant are represented as energy blocks in Fig. 3.20a. The height of
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2

Active with no data
3

Active with data RX 
4
Active with data RX/TX

6

Active with data TX 
5500 mW/TTI

3000 mW/TTI

255.5 mW/TTI

3000 mW/TTI

Deep Sleep (DS)
1

0 mW/TTI 11 mW/TTI

1 TTI
22 mW/TTI

9

0 TTI
0 mW/TTI

10
1 TTI

39 mW/TTI

8

0 TTI
0 mW/TTI

7

Active (A)

Figure 3.19: Adopted energy model.
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Figure 3.20: Energy blocks and energy consumption events.
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each energy block represents the power consumption per TTI while the
width constitutes the block time duration. For instance, energy block 6
represents the Active state with data TX/RX (see Fig. 3.19), character-
ized by a power consumption of 3000mW and a time duration of 1 TTI.
Moreover, analyzing the behavior of a MTC device in one RA cycle, we
can derive different energy events (see Fig. 3.20b), each one represented
by a letter from the Latin alphabet from H to O. For instance, energy
consumption event H represents the changing state from DS to A with
data RX. More specifically, during the first 2 TTIs the MTC device is in
DS state and consumes 0 mW (energy blocks 1). Next, it consumes 11
mW for the time of 1 TTI to transit from the DS to the LS state (energy
block 9). After that, it consumes 39mW for the time of 1 TTI to change
from the LS state to the A with data RX state. Finally, it remains in the
A with data RX state for 1 TTI with a consumption of 500 mW. So, the
total energy consumption related to block H, indicated with H, is 0.561
J.

In the following, we analytically prove that energy consumed by an
MTC device which adopts the benchmark control scheme is at least equal
to the one consumed by adopting our control framework.

Proof. Let us consider the flow diagram of the proposed joint control
scheme in Fig. 3.10 and the one of ACBp∗ in Fig. 3.15. In particular,
we focus on the blue circles inside the blocks which contain the letters
related to the energy consumption events depicted in Fig. 3.20b. We
analyze the worst case, i.e., Tpr = 4, the preamble is transmitted in the
last Ts of the PRACH, and the data transmission occurs in the last time
slot of the PUSCH.

In the case where the communication has been succeeded, the energy
consumption of our control framework depends almost exclusively on
the number of access attempts made by the MTC device, i.e., NA. In
fact, in our control scheme (see Fig. 3.10) the MTC device needing to
send data reaches the Active state with data RX (Event H) for listening
to the broadcast information. Next, the preamble is transmitted and the
energy consumption follows the Event I. After that, the MTC device re-
mains in the Active with data RX state and if it receives the RRC setup
message withinWRAR, then it transmits its data in the scheduled PUSCH
resource (Event M). In the generic case, the total energy consumption
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for a succeeded communication in the NAth attempt, EeDCDA, is derived
considering the total sequence of events, as follows:

EeDCDA = NA(H + I) + (NA − 1)(2N + L+O) +M. (3.37)

As regards the benchmark scheme, to quantify the energy consump-
tion, we introduce a parameter χ which represents the total number of q
extractions (see Fig. 3.15) for one succeeded communication, thus the
total number of times it needs to listen to the updated broadcast informa-
tion. The total energy, EACBp∗ , is:

EACBp∗ = χH +NAI + (NA − 1)(L+N ) +M. (3.38)

So, for evaluating the energy consumption difference, we derive in
which cases the following inequality is satisfied

EACBp∗ ≥ EeDCDA. (3.39)

It follows:

χH +NA(I + L)− L+M≥
NA(H + I + L) + (NA − 1)O − L+M.

(3.40)

Then:
χH ≥ NAH + (NA − 1)O. (3.41)

Finally, the last equation might be simplified by ignoring the O event,
whose energy consumption is negligible being H >> O. So, it turns
into

χ ≥ NA. (3.42)

Due to the fact that for each transmission in ACBp∗ there is at least one
χ extraction for each NA, it follows that (3.42) is verified for each NA

value. Thus, the energy consumption by adopting the ACBp∗ scheme is
always greater or equal to that of the proposed control framework.

Eqs. (3.37) and (3.38) for different χ and NA values are depicted
in Fig. 3.21. As shown, the energy consumption of ACBp∗ depends
strongly on χ. For instance, if NA = 5 and χ = 70, i.e., on aver-
age 14 extractions per access attempt, the MTC device which adopts the
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eDCDA
ACB

Figure 3.21: Analytical representation of the energy consumed by adopting the pro-
posed control framework and the ACBp∗ scheme.

ACBp∗ scheme consumes twice as much energy than an MTC device
which adopts our control framework.

Now, we want to quantify the value of energy savings achieved. To
this end, by simulations, we obtain the mean values of Energy Consump-
tion per MTC device, expressed in J, under different NMTC values, as
shown in Fig. 3.22.

We note that, for any NMTC value, the proposed control framework
achieves better performance compared to those of ACBp∗ and DCDA
schemes, thus MTC device battery life is increased.

The performance difference between eDCDA and ACBp∗ becomes
very significant in a massive MTC scenario, e.g., NMTC ≥ 40, 000.

Finally, due to the fact that the MTC device energy consumption is
one of the most important Key Performance Indicators (KPIs), we fo-
cus on analyzing also the Cumulative Distribution Functions (CDFs) of
the energy consumption. Fig. 3.23 depicts these CDFs calculated by
adopting the ACBp∗ and the eDCDA approaches. As regards the eD-
CDA control framework, we note that, since the energy consumption is
only a function of NA, as reported in Section 3.3.5, the CDF assumes
discrete values. On the other hand, the CDF of ACBp∗ assumes contin-
uous values, since the energy consumption depends on both NA and χ.
Comparing the two CDFs, we note that, when eDCDA is adopted, the
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Figure 3.22: Mean value of the energy consumed per MTC device for a single suc-
ceeded communication.

Figure 3.23: CDF of the MTC device energy consumption for one succeeded commu-
nication.

total amount of MTC devices consume at most 0.0671 J, and this value
corresponds to the maximum value of energy consumption experienced
by the 64.4% of devices when ACBp∗ is adopted. In addition, the max-
imum energy consumption of ACBp∗ is 0.535 J, which is almost one
order of magnitude larger than the proposed joint control framework.
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Table 3.2: Simulation Test

System IR IT
∑Gi−1

j=1 ũji−1 ñ1
ri

Gi t̄jri s̄ji
∑Gi

j=1 s
j
i

DCDA 1 1693 1693 0 1693 1.61 1.60 627
DCDAGmax 1 296 1693 0 296 6.46 6.30 1865

2 49 49 0 49 1.00 1.00 49
1 43 1693 0 85 22.29 17.01 1446
2 14 435 1 24 19.25 15.37 369

eDCDA 3 3 93 0 5 19.8 16.4 82
4 1 16 0 1 16 12 12
5 1 4 0 1 4 1 4

eDCDA vs DCDA

In this subsection, we want to better capture the advantages of the eD-
CDA in comparison with the traditional DCDA. At this aim, as an exam-
ple, we consider a single simulation test, and in Table 3.2 we report some
results starting from a simulation snapshot at the 1608th RA cycle, when
the estimated number of new access requests (column 5) is zero and the
estimated number of re-attempting MTC devices (column 4) is equal to
1693. We underline that, given that Tsim is equal to 2000 RA cycles,
the amount of remaining RA cycles is 392 and the table shows only the
results that occurred within the simulation time. We denote IR (column
2) as the index related to the number of times the algorithm runs, and IT
(column 3) as the number of iterations performed in each run.

As regards the DCDA, since it does not handle the exception ñ1
ri

= 0,
the cluster size in output (column 6) is calculated on the basis of esti-
mated values, as Gi =

∑Gi−1
j=1 ũ

j
ri−1

= 1693. It results that the average
number of total requests per RA cycle (column 7) is 1.61, the average
number of succeeded communications (column 8) is 1.60, and the to-
tal number of succeeded communications (column 9) is 627. So, this
dimensioning Gi is erroneous because, although the ratio between the
succeeded communications and the access attempts is almost 1, there are
still 1287 pending MTC devices at the end of the simulation.

We also report the results obtained by considering a slightly modified
version of the DCDA, denoted as DCDAGmax which only adds the max-
imum limit of the cluster size introduced in Section 3.3.1, i.e., Gmax =
296. In this case, the table shows two rows, that is, the algorithm runs
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twice within the remaining simulation time. In particular, the first run
creates a cluster with size Gmax, with an average number of total access
requests equal to 6.46. Not all MTC devices have been served, so the
algorithm is re-run. However, in this case, the exception ñ1

ri
= 0 occurs

again, and cluster is oversized.
Finally, we report the results obtained by means of the eDCDA. As

shown in the table, the algorithm runs five times and the amount of 5
cluster sizes is equal to 116 RA cycles. Within the time of 116 RA
cycles all the MTC devices are served by adopting the eDCDA, while
in the same time interval the DCDAGmax serves only 731 MTC devices
and the DCDA only 186. This shows that this cluster sizing is more
efficient than both the previous algorithms. In addition, the number of
iterations per single run is further reduced thanks to the introduction of
an appropriate initial value of G.

3.3.6 Appendix

3.3.7 Proof of Equation (3.77)

We define the random variables Xi, with i ∈ {1, . . . , L}, as:

Xi =


1 if the ith preamble has been selected only by

one MTC device out of the M

0 otherwise.

(3.43)

Therefore:

NSA =
L∑
i=1

Xi. (3.44)

The mean value of NSA, N̄SA, is calculated as follows:

N̄SA = E{NSA} = E

{
L∑
i=1

Xi

}
=

L∑
i=1

E{Xi}. (3.45)

Since Xi are L random variables identically distributed, the mean
value E{Xi}, for each i, is equal to:

E{Xi} = Pr(Xi = 1) = M

(
1

L

)(
1− 1

L

)M−1

. (3.46)
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The last step has been calculated by applying the total probability
theorem for M independent extractions. So:

N̄SA = M

(
1− 1

L

)M−1

= M

(
1− 1

L0Tpr

)M−1

. (3.47)

Computation of Mmax value

Given the T ∗pr value calculated in (3.17), if curves N̄SA(T ∗pr,M) and
NST (T ∗pr) have no intersection points, then Mmax can be calculated by
deriving the M value which maximizes N̄SA. At this aim, we impose the
derivative of N̄SA equal to zero:

1 +M log

(
1− 1

L0T ∗pr

)
= 0 =⇒

M = −
[
log

(
1− 1

L0T ∗pr

)]−1

.
(3.48)

So, we obtain the following single value:

Mmax =

[
log

(
L0T

∗
pr

L0T ∗pr − 1

)]−1

. (3.49)

Otherwise, Mmax results as a range of values and (3.49) is a generic
point belonging to that range. The minimum value of this range can be
calculated as:

Mmax =
W
[
NST (T ∗pr)

(
1− 1

L0T ∗pr

)
log
(

1− 1
L0T ∗pr

)]
log
(

1− 1
L0T ∗pr

) , (3.50)

where W [x] is the Lambert W-Function.

Signaling Overhead

In this section, we derive the number of bits needed by the gNB for
delivering to the MTC device the SCMA allocation information. We
remind that in an SCMA system, the physical channel corresponds to
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one or more transmission layers to be used inside the allocated SCMA
blocks. In this paper, we assume that the radio resources are allocated
in multiples of SBGs, each one consisting of Q subcarriers for the time
of 1 TTI . So, considering that the amount of subcarriers allocated to
the PUSCH is 72 and that the maximum Tpu value is 4 time slot units,
the maximum number of available SBGs in one RA cycle is 72

Q ·
4Ts
TTI .

We also assume that, for each MTC device, the gNB can assign a range
of consecutive SBGs and one layer to be used for each SCMA blocks
allocated to it. Under this assumption, the total amount of bits required
for delivering the SCMA allocation information is equal to:

bitreq = 2 ·
⌈

log2

(
72

Q
· 4Ts
TTI

)⌉
+ dlog2 LSBe . (3.51)

By considering (3.3) and that Ts = TTI = 1 ms, it follows:

bitreq = 2 ·
⌈

log2

(
72

Q
· 4
)⌉

+

⌈
log2

(
Q

S

)⌉
. (3.52)

Since 2 · dxe ≤ d2 · xe+ 1, it follows:

bitreq ≤
⌈

2 · log2

(
72

Q
· 4
)⌉

+

⌈
log2

(
Q

S

)⌉
+ 1. (3.53)

By applying the property dxe+ dye ≤ dx+ ye+ 1, it results:

bitreq ≤
⌈

2 · log2

(
72

Q
· 4
)

+ log2

(
Q

S

)⌉
+ 2. (3.54)

After some algebraic manipulations, (3.54) can be written as:

bitreq =

⌈
log2

(
72

Q
· 4
)2

+ log2

(
Q!

S! (Q− S)!

)⌉
+ 2

=

⌈
log2

(
72

Q
· 4
)2

+ log2

(∏S−1
i=0 (Q− i)

S!

)⌉
+ 2

=

⌈
log2

(
(72 · 4)2

S!
·
∏S−1

i=1 (Q− i)
Q

)⌉
+ 2.

(3.55)

Finally, by applying the property dx+ ye ≤ dxe + dye, the number
of required bits as function of S and Q is equal to:
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bitreq ≤

⌈
log2

(
(72 · 4)2

S!

)⌉
+

⌈
log2

(∏S−1
i=1 (Q− i)

Q

)⌉
+ 2. (3.56)

When S = 2, the number of required bits is given by:

bitreq ≤

⌈
log2

(
1− 1

Q

)⌉
+ 18. (3.57)

It is obvious that, for each value of Q > 2, bitreq ≤ 18. This means that
the 18 bits reserved for time and frequency allocation in the conventional
RAR, are enough to deliver the SCMA allocation information, regardless
of the value of Q.

3.4 Enhancement of the Resource Allocation in mMTC Sce-
narios through a Contention-Based transmission in the
PUSCH

3.4.1 System Model and Background

We consider a 5G network scenario with one Next Generation Node
B (gNB) that supports NMTC MTC devices using a licensed band of
B = 1.08 MHz exclusively dedicated to the mMTC scenario. Each de-
vice generates a single data at time t ∈ [0, Tarrival] according to the Beta
distribution, as recommended by the 3GPP [67]. As regards the uplink
radio interface, we adopt the smallest 5G NR numerology, i.e., subcar-
rier spacing of 15 kHz, time slot duration (Ts) of 1 ms, containing 14
OFDM symbols. This choice has been made because delay tolerant ser-
vices, such as MTC services, can benefit from small subcarrier spacing
to reduce bandwidth consumption [95]. A typical RA cycle lasts Tra = 5
time slots and the uplink radio resources are divided into a PRACH sub-
set and a PUSCH subset. For the preamble sequences in the PRACH we
adopt the NR Preamble Format 0, i.e., the PRACH access resources con-
sist of 64 orthogonal preamble sequences that are mapped to 839 sub-
carriers of 1.25 kHz, and each preamble lasts 1 ms [35]. This choice
has been made because the 1.25 kHz numerology is the only option
available to support the bandwidth considered, and this Preamble For-
mat maximizes the number of orthogonal preambles available per time
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slot. The total 64 preambles are divided into two groups: the first, con-
sisting of L0 preambles, is dedicated for the contention based procedure,
while the second one is reserved for the contention free procedure. In
the time domain PRACH lasts Tpr ∈ {1, 2, . . . , Tra − 1} time slots and
PUSCH the remaining Tpu slots. In summary, for each RA cycle we
have Tra = Tpr + Tpu. Since each preamble lasts 1 Ts, the total number
of preamble sequences available for the contention based procedure in
each RA cycle is L = L0Tpr.

In order to reduce the MTC device energy consumption, we con-
sider the 2-step connectionless RA procedure proposed in [16]. In sum-
mary, during Step 1, each MTC device randomly selects one preamble
out of the L available and transmits a tagged preamble sequence on the
PRACH. Obviously, there is a non-zero collision probability, since the
same preamble can be selected by more than one device. This tagged
preamble sequence allows the gNB to detect whether a collision has been
occurred immediately after the preamble reception. However, we under-
line that the gNB does not know how many MTC devices have selected
each collided preamble. During Step 2, if the preamble is successfully
transmitted, the gNB will send to the MTC a Random Access Response
(RAR) message. More specifically, because for the MTC scenario a
very small amount of data is expected, we set for each transmission
request an upper bound value, θmax bits, and we assume that the gNB
assigns to each successful access attempt, the Rθ PUSCH resources, if
any, enough to transmit θmax bits. Consequently, the MTC device which
has received the RAR message from the gNB, transmits its data packet
in the PUSCH of the next RA cycle together with an UL context contain-
ing all necessary information related to the device identity and PDN-ID.
Conversely, the device reattempts the RA procedure inside the back-off
window (BW ). In addition, to further increase the transmission effi-
ciency, we adopt the Sparce Code Multiple Access (SCMA) technique
for PUSCH resources, that is a promising Non-Orthogonal Multiple Ac-
cess (NOMA) technique to support massive MTC connectivity require-
ments with small-size data. By using SCMA scheme, multiple MTC
devices can transmit on the same Resource Element (RE) with different
sparse codebooks [96].

As regards the PRACH, we denote M as the number of MTC de-
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vices which are performing the contention-based RA procedure in the
considered RA cycle, and PS as the number of succeeded preambles in
the PRACH, i.e., the number of successful access attempts. In particular,
given M and L, PS is a random variable whose expected value is

P̄S = M (1− 1/L)M−1 = M (1− 1/L0Tpr)
M−1 . (3.58)

For the same M value, the higher Tpr, the higher P̄S.
As regards the PUSCH resources, according to the SCMA encoder,

one SCMAblock is the minimum resource quantity which can be shared
by different transmissions, called layers. The total number of data trans-
missions (DTmax) which can be satisfied in the PUSCH is:

DTmax =

⌊
b72/Q · 14c (QKmax)/S

dθmax/log2(I)e

⌋
(Tra − Tpr), (3.59)

whereQ is the the number of REs in one SCMAblock, S is the number of
REs which a layer occupies respect to Q, Kmax is the maximum number
of overlapped layers in one RE, and log2(I) is the number of bits per
symbol [68]. It is evident that, the higher Tpr, the lower DTmax. Finally,
the average number of MTC devices which successfully transmit inside
a RA cycle, i.e., the number of succeeded communications, is

C̄S = min(P̄S, DTmax). (3.60)

In Fig. 3.34a we plot C̄S versus M 4 for any Tpr value. We observe
that the straight lines are caused by the saturated PUSCH resources (e.g.,
with Tpr = 3, C̄S = DTmax = 36, for M ranging from 50 to 380).

3.4.2 Our proposal

Starting from (3.60), we note that when PS < DTmax, i.e., the number
succeeded access attempts is less than the amount of resources avail-
able for the data transmission, PS out of DTmax data transmissions are
scheduled in a collision free mode to the succeeded preambles, while
DTU = DTmax − PS available data transmissions remain unused in the
PUSCH.

4As shown in [68], the values assumed by M are consistent with the MTC arrival distribution sug-
gested by the 3GPP in [67], with NMTC = 100000.
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(a) C̄S (b) C̄′S with the straightforward strategy (c) C̄′S by using (3.63)

Figure 3.24: Number of successful transmissions in an RA cycle vs the number of MTC
devices (M ) which carry out the RA procedure for different Tpr values.

Our strategy aims to rise C̄S trying to serve also the collided pream-
bles by assigning to them the DTU resources in a proper manner. In
this case, the data transmission resources cannot be allocated in a col-
lision free mode, since there is a 1 to many relationship between each
collided preamble and the related MTC devices. So, the scheduler needs
to allocate, in a contention based mode, a pool of Rθ resources consist-
ing of DTPC data transmissions per collided preamble, with DTPC > 1.
Specifically, the gNB reserves a single pool of DTPC resources to the
MTC devices that have transmitted the same collided preamble. Then,
each related MTC device draws independently a uniform random num-
ber g ∈ {1, . . . , DTPC} and sends its data in the gth data transmission
resource. Similarly to the preamble transmission in the PRACH, there is
a non-zero data transmission collision probability. We emphasize that, if
the additional communication is successful, the gNB knows which de-
vice has transmitted data by inspecting the related UL context. Hence,
the gNB is able to ACK the data to the related device and to further pro-
cess and forward the data to the expected network entity. Conversely, if
the additional communication is collided, the MTC device waits in vain
the ACK from the gNB within the related waiting window. Then, it re-
attempts the RA procedure during a randomly selected PRACH inside
the Backoff Window (BW ).
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Analysis and Formulation of Proposed Strategy

The number of successful additional data transmission (AS) is a random
variable that depends on DTPC and on the number of MTC devices that
have transmitted the same collided preamble. We denoted it as KC and
it is termed as "collision coefficient". The average number of success-
ful additional data transmissions per collided preamble (ĀS,PC) can be
calculated as (3.58), with M = KC and L = DTPC , as follows:

ĀS,PC =

{
KC (1− 1/DTPC)KC−1 if DTPC > 1

0 otherwise.
(3.61)

Since ĀS,PC and P̄C are independent random variables, the average total
number of successful additional data transmissions is ĀS = ĀS,PC P̄C .
Finally, we redefine the average number of succeeded communications
(C̄ ′S) as:

C̄ ′S =

{
P̄S + ĀS if P̄S < DTmax − 1

C̄S otherwise.
(3.62)

To calculate C̄ ′S, we need to derive KC and DTPC . Let us start by
calculating the total number of preambles out of L transmitted by M

MTC devices. It is denoted as PT . At this aim, we define Yi, with i ∈
{1, . . . , L}, as Boolean random variables, each one equal to 1 if and only
if preamble i has been selected by at least one MTC device. Since Yi are
L random variables identically distributed, the mean value of PT can be
calculated as P̄T = E

{∑L
i=1 Yi

}
= LE {Yi}, where E {Yi} = Pr(Yi =

1) = 1− (1− 1/L)M , for each i.
Now, the average number of collided preambles can be easily cal-

culated as P̄C = P̄T − P̄S, and the average number of MTC devices
that have selected a collided preamble can be approximated as K̄C '
(M−P̄S)/P̄C. Then, having DTU unused data transmissions and P̄C col-
lided preambles, the straightforward strategy is to equally distribute the
DTU resources among the P̄C preambles, i.e., DT PC = DTU/P̄C.

Having derived K̄C andDT PC , we can calculate ĀS,PC by using (3.61),
where we set KC = K̄C and DT PC = DT PC . This treatment is valid
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when using the drift approximation [97]. Then, we calculate C̄ ′S by us-
ing (3.62) and plot the variation of C̄ ′S versus M for any Tpr value in
Fig. 3.34b. As expected, the only work areas that permit to improve
the number of successful transmissions are outside of straight lines, i.e.,
where the PUSCH resources are not saturated. More specifically, the best
improvement in terms of C̄ ′S is obtained by the Tpr = 1 dimensioning,
thanks to the high availability of DTU PUSCH resources. As regards the
Tpr = 2 dimensioning, it exhibits a modest gain with respect to C̄S only
up to M = 74, since for M ≥ 75, it results ĀS = 0, as can be verified.
Instead, the remaining dimensionings show a very slight improvement
only before the related straight lines, that can be neglected. Moreover,
all the dimensionings do not show improvements for high M values be-
cause the higher M , the higher P̄C and K̄C , the lower DT PC . So, the
straightforward strategy of serving all the collided preambles leads to
ĀS = 0.

To overcome this issue, we propose an enhanced strategy to maxi-
mize the term C̄ ′S. We note that, given a fixed Tpr value, M , and θmax,
the values of P̄S and DTmax are determined by (3.58) and (3.59), re-
spectively. Then, in (3.62) the only term that can be maximized is ĀS.
Unlike the straightforward strategy, we propose to divide, on average, the
unused PUSCH resources among a proper subset of collided preambles
(i.e., P̄CS ≤ P̄C). For this reason, we can formulate the goal as follows:
"Given M and Tpr, the aim is to maximize ĀS by varying the number of
collided preambles

(
P̄CS
)

to which the unused PUSCH resources should
be allocated in the contention way:

max
P̄CS∈[0,min(DTU/2,P̄C)]

{
ĀS

}
." (3.63)

We calculated ĀS numerically and in Fig. 3.24c, we plot the variation of
C̄ ′S versus M for any Tpr value. The Tpr = 1 and Tpr = 2 dimensionings
achieve a remarkable improvement for any value of M in comparison
with Figs. 3.24a and 3.24b. As regards Tpr = 3, a light improvement oc-
curs when M ≥ 500. Tpr = 4 has no significant room for improvement.
The lower the Tpr value, the larger DTU , the higher the improvement.
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The PUSCH Resource Reallocation Algorithm (PRRA)

In light of the above theoretical average advantages, we implement the
proposed strategy by presenting the PUSCH Resource Reallocation Al-
gorithm (PRRA). It allows the scheduler to re-allocate the PUSCH re-
sources efficiently, inside a given RA cycle, known M , PS, PC and Tpr.
The purpose is to find the optimal P ∗CS ≤ PC value that maximizes the
expected value of AS inside that RA cycle, and the relative DT ∗PC value.
Then, the P ∗CS collided preambles will be chosen randomly. The algo-
rithm is described in pseudo-code 3, and its time complexity is O(n),
where n = min{DTU , PC}.

Pseudo-code 3 PUSCH Resources Reallocation Algorithm
Inputs: M , Q, Kmax, S, θmax, Tpr, Tra, PS , and PC
Iteration:
1: calculate DTmax by using (3.88), KC = (M−PS)/PC , and DTU = DTmax − PS ;
2: create an auxiliary vector A = [1, . . . ,min{DTU , PC}];
3: calculate B = bDTUA◦(−1)c, where (·)◦ is the Hadamard power operator;

4: calculate C = KC

(
J1,|B| − B◦(−1)

)◦(KC−1)
where J1,|B| is the all-ones matrix of size 1× |B|;

5: calculate D = A ◦ C, where ◦ is the Hadamard product;
6: calculate ĀS = max{D} and P ∗CS

= arg max{D};
7: calculate DT ∗PC

= B[P ∗CS
].

However, in order to apply the PRRA, the gNB should know for each
RA cycle, inter alia, the total amount of MTC devices M attempting to
access. Clearly,M is not known at the base station a priori, and therefore
this parameter should be estimated. From an empirical study, we derived
in [68] the estimated number of attempting devices (M̃ ) as function of
PS and PC , which the gNB knows at Step 2 of the RA procedure:

M̃ = PS + 2 · 1.97
PC/LPC . (3.64)

This estimate exploits the fact that the process of total access attempts
in two consecutive RA cycles is strongly correlated, as reported in [68]
and proved in [16]. The accuracy of (3.64) is verified by means of the
simulation results in Section 3.4.3.

A New Enhanced Dynamic Uplink Resource Dimensioning

Observing Fig. 3.24c, we note that there is not a unique value of Tpr
which optimizes C̄ ′S for any number of attempting devicesM . In [16,68]
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we showed, with a long time evaluation (i.e., considering thousands of
successive RA cycles), that the optimal PRACH/PUSCH resource allo-
cation can be achieved only if a dynamic load-aware control is applied.
More specifically, we proposed to dynamically set the Tpr dimensioning
for each RA cycle, on the basis of M . In [68] the proposed Dynamic
Uplink Resource Dimensioning (DURD) was applied to the C̄S values
derived from (3.87) and reported in Fig. 3.24a. In this letter, we apply
the same approach, considering the new curves derived from (3.62) and
(3.63), and shown in Fig. 3.24c.
"Given M , the goal is to find the optimal Tpr value so that

T ∗pr = arg max
Tpr∈{1,...,Tra−1}

{
C̄ ′S
}
, (3.65)

where the dependence on M is contained in C̄ ′S." Choosing Tpr = T ∗pr,
we have the optimal resource dimensioning in the RA cycle. In this
way, we obtain an Enhanced Dynamic Uplink Resource Dimensioning
system, termed EDURD and, as shown in Fig. 3.34c, the optimal dimen-
sioning results T ∗pr = 2 for M ≤ 271, T ∗pr = 3 for 272 ≤ M ≤ 507, and
T ∗pr = 1 for M ≥ 508. Compared to Fig. 3.34a, the high M values cor-
respond to the lowest T ∗pr value because for Tpr = 1 a large portion of the
preambles in the PRACH are collided and, consequently, the succeeded
transmissions are related to the reallocation in the PUSCH, that works
better with Tpr = 1. In summary, adopting the EDURD system, for each
RA cycle, on the basis of M , the gNB sends in broadcast the optimal T ∗pr
value for the next RA cycle. Then, on basis of PS and PC detected, the
gNB scheduler assigns one Rθ resource to each of the PS MTC devices
in a collision free mode, and DT ∗PC resources to P ∗CS ≤ PC preambles in
a contention-based mode, that were estimated as output of the PRRA.

3.4.3 Performance Evaluation

In this section, we consider the following uplink dimensioning systems,
where the PUSCH resources are assigned on basis of the SCMA tech-
nique. We denote them as:

• Si, with i ∈ {1, . . . , 4}, as the system with static uplink dimension-
ing Tpr = i;
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Table 3.3: Simulation Parameters

Parameter Symbol Value
Preambles reserved for L0 54

contention-based procedure
Number of total NMTC 40000, 50000,
MTC devices 75000, 100000

Number of data transmission 1
requests per MTC device

Maximum number of RA attempts MA 10
Data transmission size θmax 160 bits

Arrival distribution Beta α = 3, β = 4
TArrival = 10s

RA cycle duration Tra 5 time slots
Simulation Length Tsim 10s
SCMA parameters Q,Kmax, S 4, 3, 2
Backoff Window BW 20ms

Constellation Points I 4

• DURD [68] as the system with optimal dynamic uplink dimen-
sioning based on Fig. 3.34a;

• eDURD [68] as the DURD system based on the predictive esti-
mation of M by using (3.64).

• Ex, with x = {Si, DURD, eDURD}, as the enhanced system x

with the contention-based additional transmissions in the PUSCH,
by using the PRRA.

We compare the performance of above systems by simulation in MAT-
LAB environment. The simulation parameters are provided in Table 3.6,
and results are averaged over 50 independent simulations. We introduce
two metrics.
1) System Throughput Gain. It is the percentage throughput gain com-
pared to S1, i.e., ∆Thx = [(Thx−ThS1)/ThS1] ·100, where Thx is the system
throughput in terms of number of successful communications achieved
by means of system x.
2) Energy Consumption Indicator. It is the average number of times in
which an MTC device enters in the RX/TX active state [98], denoted as
ĒI . For each MTC device, EI is calculated as EI = ERA + ET , where
ERA ∈ {1, . . . ,MA} is the number of access attempts, and ET counts
the total number of contention-based and contention-free transmissions

124



i
i

“thesis” — 2022/11/9 — 18:00 — page 125 — #153 i
i

i
i

i
i

3.4. Enhancement of the Resource Allocation in mMTC Scenarios
through a Contention-Based transmission in the PUSCH

in the PUSCH. In particular, ET ∈ {0, 1} for the non-Enhanced systems,
while ET ∈ {0, . . . ,MA} for the other ones.

Figs. 3.25 and 3.26 show ∆Thx(%) and the Energy Consumption In-
dicator ĒI , respectively. Let us start considering a moderate load, i.e.,
NMTC = 40000. Among all the static dimensioning systems, only ES1

and ES2 show a throughput gain with respect to the related standard
systems. Instead, as expected, ES3 does not show improvement with re-
spect to S3 because, in this light traffic conditions,M ≤ 500 for each RA
cycle. By comparing ES2 with DURD, we underline that the PRRA im-
proves the performance of a static system also compared to an optimized
dynamic solution. As regards the EDURD, the results are the same of
the ones obtained by ES2, being the optimal dimensioning T ∗pr = 2 for
any RA cycle. Finally, EeDURD obtains the same results as EDURD,
confirming that the predictive estimation of M is efficient in the consid-
ered working zone. As regards a medium-high load (NMTC = 50000),
compared to the previous case, also ES3 shows a gain with respect to
S3. As regards the dynamic systems, EDURD shows the similar perfor-
mance of the ES3, because the optimal dimensioning is equal to T ∗pr = 3
for almost the totality of the RA cycles. In addition, it achieves the
best performance in terms of energy consumption. Also in this case,
the predictive estimation of M is effective.In the high load scenarios
(NMTC ∈ {75000, 100000}), among the static systems the best perfor-
mances in throughput are obtained with ES1. The EDURD system has
a good gain with respect to any static system. In particular, the highest
gain is achieved for NMTC = 75000 because the optimal dimensioning
ranges from T ∗pr = 3 to T ∗pr = 1, while for NMTC = 100000 the gain is
lower, because the optimal dimensioning is T ∗pr = 1 for many RA cycles.
The energy consumption is slightly higher with respect to the other dy-
namic systems, but in line with the best static energy consumption. As
regards the estimated versions under very high load, for EeDURD the
predictive estimation does not work so well, because the optimal dimen-
sioning is T ∗pr = 1 and only L = 54 preambles are available. The L value
is too much low with respect to the number of attempting MTC devices
and the estimated value of KC , as a function of PC and L, is more ap-
proximated. In stead, the predictive estimation in the eDURD system
shows good performance because the optimal dimensioning is T ∗pr = 4,
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Figure 3.25: Throughput Gain under different systems and M
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see Fig. 3.34a.

3.5 A DNN-based estimate of the PRACH traffic load for mas-
sive mMTC scenarios in 5G networks and beyond

3.5.1 Motivations and related work

In order to work well, all the works mentioned above and many other
ones available in literature need to know the current PRACH traffic load5,
denoted withM . It represents the total access requests per RA cycle, i.e.,
it is the sum of new access requests and the re-transmitting ones. We un-
derline that these works adopt either the 4-step or the 2-step connection-
less RA procedure. However, in both the RA procedures, for each RA
cycle the only information known to the BS are: the amount of collided
preambles (PC) and the amount of succeeded preambles (PS), out of the

5A conventional analysis of the traffic load in the PUSCH, as largely available in literature for en-
hanced Mobile BroadBand (eMBB) scenarios, is not significant of the congestion in an mMTC scenario,
where the bottleneck is observed at the connection setup phase (i.e., in the PRACH). In fact, a light traffic
load in the PUSCH does not imply that the system is far from congestion, because this condition could
occur either when a small number of access requests are carried out in the PRACH (i.e., light PRACH
traffic load) or due to a high number of access request collisions (i.e., when the PRACH is overloaded).
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L available ones. The BS cannot know how many MTC devices have
selected each collided preamble. So, the number of attempting MTC
devices, i.e., M , in the RA cycle is unknown and should be properly
estimated.

Several works (e.g., [52,54,55,62]) ideally assume the perfect knowl-
edge of the PRACH traffic load. Some works [53, 56, 68] propose con-
ventional ways to correctly estimate the current PRACH traffic load M ,
taking into account the information available at the BS. Other works
(e.g., [58]) exploit AI techniques to predict future traffic statistics, based
on the knowledge of the current PRACH traffic load, but still estimated
with conventional methods available in the literature.

More specifically, in [53], the authors propose an algorithm to deter-
mine the ACB factors. They analyze only the case when M ≥ L, since
whenM < L, no ACB check is performed, and all the MTC devices will
attempt random access upon activation. In particular, their approach is
based only on the analysis of the number of collided preambles PC , and
does not take into account the number of succeeded preambles PS. They
apply an ACB factor r in the RA cycle j, and then, on the basis of the
observed collisions, they estimate the proper ACB factor r̃ that should
have been applied in the same RA cycle j. This value is calculated as:

r̃ = min

{
1, r

(
1 +

[PC − L(1− 2e−1)]e

2L

)−1
}
. (3.67)

Finally, on the basis of r̃, they estimate the M value as

M̃ =
L

r̃
. (3.68)

Then, on basis of M̃ , they predict the ACB factor r̃ that will be used in
RA cycle j + 1. This procedure is cyclically applied for each RA cycle.

Pr{PS, PC |M,L} =

1

LM

(
M

PS

)(
L

PS

)
PS!

(
L− PS

L− PS − PC

) PC∑
i=0

(−1)i
(
PC

i

) i∑
w=0

(
M − PS

w

)(
i

w

)
w! (PC − i)M−PS−w

(3.66)
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We underline that this simple estimate works properly only after several
RA cycles in which the arrival process does not fluctuate.

In [56], the authors use a maximum likelihood estimation method
to calculate M . In detail, they derive Pr{PS, PC | M,L}, which is
the probability that PS preambles are successfully transmitted and PC
preambles are collided given that each of the M devices sends one of the
L available preambles. This probability is shown in (3.66) at the bottom
of the page. Finally, the BS can estimate the number of PRACH attempts
in the jth RA cycle as

M̃ = arg max
M ′

(Pr{PS, PC |M ′, L}) . (3.69)

We note that the computational complexity is very high, since for each
possible M value, it is needed the calculation of the product of several
binomial coefficients, inside a nested summation, where the upper limit
is PC . Clearly, when the number of collided preambles is high, this ap-
proach becomes computationally expensive in both time and space.

Also, a very simple method for estimating M for each RA cycle is
applied in [16, 68]. It is derived from an empirical study and is equal to:

M̃ = PS + 2 · 1.97
PC
L PC . (3.70)

In particular, this empirical method was proved to be sufficiently useful
in [68] to determine the optimal Dynamic Uplink Resource Dimension-
ing (DURD).

Finally, in [58] the authors propose Deep Reinforcement Learning
(DRL) algorithms to jointly and dynamically adapt the parameters re-
quired by their hybrid RA scheme. Their strategy uses a Recurrent Neu-
ral Network (RNN) model to predict the future PRACH traffic statistic.
In order to enable online updating, they implement the supervised learn-
ing method proposed in [99]. Specifically, the weights of the RNN are
updated by using the current M̃ value obtained through a state-of-the-
art estimation method [53, 56], without the introduction of any AI-aided
technique.

3.5.2 Contributions

In light of what described, it is clear how important is to accurately es-
timate the traffic load for several control schemes, which deal with reg-
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ulating access in massive IoT scenarios. Moreover, since the estimation
of M should be carried out for each RA cycle, it must require a low
time computational complexity, for making these schemes viable. These
needs will be increasingly stringent in the prospect of the future 6G net-
works, where 107 MTC devices per square kilometer are expected [100].
Therefore, in this paper we address the problem of estimating the traffic
load M when the radio access follows a grant-based approach in an ac-
curate and realistic way. We propose a new AI-based traffic load estima-
tion method which exploits only the information related to the PRACH,
available at the gNB. We chose a conventional Deep Neural Network
(DNN) architecture used for regression tasks and we properly derived its
topology for achieving the best accuracy with the lowest computational
complexity.

3.5.3 System Model for the PRACH traffic load prediction

In this work, for defining our DNN-based estimation method and then to
compare its performance against certain benchmark ones, we consider an
actual and viable 5G scenario with one gNB which supports a group of
NMTC MTC devices using a licensed band of bandwidth B exclusively
dedicated to the mMTC service. In particular, we consider B = 1.08
MHz, that is, the the minimum amount of bandwidth required to support
the mMTC service [35].

As regards the uplink radio interface, we adopt the smallest 5G NR
numerology, i.e., subcarrier spacing of 15 kHz with normal cyclic prefix,
which corresponds to a time slot duration (Ts) of 1 ms, containing 14
OFDM symbols. This choice has been made because small subcarrier
spacing results in longer symbol duration and lower overhead. There-
fore, delay tolerant services, such as several MTC services, can benefit
from small subcarrier spacing to reduce bandwidth consumption [95].

In 5G NR there are 64 orthogonal preambles defined in each time-
frequency PRACH occasion, and L0 are available for the contention-
based requests. We set L0 = 54, that is typically reserved for contention-
based RA [101]. In this work, we adopt the NR preambles Format 0, i.e.,
preambles are mapped to 839 subcarriers of 1.25 kHz (i.e., 1.05 MHz),
and each preamble lasts 1 ms [35].

A typical RA cycle lasts Tra = 5Ts and the uplink radio resources
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are divided into a PRACH subset and a PUSCH subset, as shown in Fig.
3.1. The PUSCH is used to transmit data and occupies, in the frequency
domain, the entire bandwidth B. In the time domain PRACH lasts Tpr ∈
{1, 2, . . . , Tra − 1} time slots and PUSCH the remaining Tpu slots. In
summary, for each RA cycle we have Tra = Tpr + Tpu. So, the total
number of available preamble sequences in a RA cycle is L = L0Tpr.

As regards the RA procedure, we consider the 2-step connection-
less RA procedure proposed in [16]. Also, for the PUSCH resources,
we adopt the Sparse Code Multiple Access (SCMA) technique on the
OFDMA grid. The SCMA technique appeared to be the most promis-
ing Non Orthogonal Multiple Access (NOMA) technique to multiplex a
large number of small-size data [96]. It is a code division multiple access
scheme, characterized by sparse codebooks built on multidimensional
constellations. By using SCMA scheme multiple users can transmit on
the same Resource Element (RE) with different codebooks. According
to the SCMA encoder defined in [77], one SCMAblock is the minimum
resource quantity which can be shared by different transmissions, called
layers. In addition, since for the MTC devices a very small amount of
data is expected, we set for each transmission request an upper bound
value, θmax bits, and we assume that the gNB assigns to each successful
access attempt, the PUSCH resources, if any, enough to transmit θmax
bits.

3.5.4 The proposed DNN-based traffic load estimation method

In this section we propose a new DNN-based method to estimate M . In
this regard, we describe the Step 1 of the RA procedure by means of an
example reported in Fig. 3.27. As shown, M = 9 MTC devices trans-
mit one randomly chosen preamble out of L in the PRACH. Let PT =
[p1, . . . , pM ] denote the vector containing the preambles transmitted by
the MTC devices. Specifically, in the example PT = [2, 10, 10, 1, 3, 3, 1, 10, 4],
i.e., preambles 2 and 4 have been transmitted by only one MTC device,
whereas preambles 1, 3, and 10 by two or more MTC devices. At the end
of the Step 3 of the conventional 4-step RA procedure, or at the end of
the Step 1 of the connectionless 2-step RA procedure, the gNB detects
the preambles 2 and 4 as succeeded, whereas preambles 1, 3, and 10 as
collided. We denote PS as the set of succeeded preambles with cardinal-
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PC = {1, 3, 10}
KC = 2.33

Figure 3.27: Example of Step 1 of the RA procedure.

ity PS, and PC as the set of collided preambles with cardinality PC . In
the example, we have PS = {2, 4} and PC = {1, 3, 10}. The value of M
is unknown to the gNB, since it does not know the cardinality of each
collided preamble, i.e., how many MTC devices have transmitted it. Let
Mp be the cardinality of preamble p. Obviously, Mp ∈ {0, 1, . . . ,M}.
We defineKC as the "collision coefficient", and it is calculated as follows

KC =
1

PC

∑
p∈PC

Mp. (3.71)

In the example, KC ≈ 2.33. Clearly, KC = f(PS, PC , L). It is straight-
forward to derive that M = PS +KCPC .

In the following we denote with x̃ the estimated value of x. Since
L = L0Tpr, we propose to estimate K̃C by means of a DNN, denote as
DNNK , with input values PS, PC , and Tpr. Then, the estimatedM value
is calculated as

M̃ = PS + K̃CPC . (3.72)

DNNK architecture

The DNNK architecture is depicted in Fig. 3.28. As shown, it is com-
posed of L = 5 layers, where the first layer is called input layer, the last
layer is called output layer, and the other three layers are called hidden
layers. Each layer l is made of Nl nodes called "neurons", and we have
N1 = 3, N2 = N3 = N4 = 92 and N5 = 1. For each layer l, with l > 1,
the input data xl ∈ RNl-1 is multiplied by weight wl ∈ RNl-1×Nl and all the
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Figure 3.28: Architecture of DNNK

multiplied data plus the bias al ∈ RNl are added up and the sum is passed
through an activation function φl to generate the output yl ∈ RNl. So,
this computation related to layer l can be described by:

yl = φl(wT
l xl + al). (3.73)

In our network, we adopt as input vector x1 = [PS, PC , Tpr]
T , as output

y5 = K̃C , and as φl the Rectified Linear Unit (ReLU).
We underline that this DNN architecture is tailored for the considered

case study. In fact, the topology was not arbitrary chosen but determined
during the training procedure through a large number of experiments, by
varying the number of hidden layers and neurons per layer.

Training and Testing Procedure

The proposed model needs to fit on a training set STR, which is a set
containing labeled data that are used in the supervised learning to derive
the parameters of the model. In practice, the training set contains STR
examples, where the ith example consists of an input vector x1i and the
corresponding output valueKCi, commonly denoted as ground truth data
or label. Using the training set, the proposed DNN structure needs to be
trained such that the differences between the estimated values K̃Ci and
the related ground truth values KCi are minimized, i.e., the most accu-
rate reconstructed output values are obtained. Since we are addressing a
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regression problem, we adopt as loss function the Mean Squared Error
(MSE), which can be defined as:

Loss =
1

STR

STR∑
i=1

(KCi − K̃Ci)
2. (3.74)

So, in order to minimize the loss function, each element wi,j ∈ wl, for
each layer l is updated using the Gradient Descent (GD) method until the
loss function reaches the lowest value. Specifically, by using the back
propagation method, the weights and biases of the network are updated
according to their derivatives of the loss function, which is expressed as
follows:

w
′

i,j = wi,j − α
∂Loss

∂wi,j
(3.75)

a
′

j = aj − α
∂Loss

∂aj
(3.76)

where i ∈ {1, 2, . . . , Nl-1}, j ∈ {1, 2, . . . , Nl}, and α is the learning rate.
To gain better training performance and decrease computational com-
plexity, in our networks we adopt the GD training optimizer ADAM with
the α value set to 0.0003. Moreover, for avoiding vanishing and explod-
ing gradient problems, variable initialization and batch normalization are
also taken into consideration. Regarding the variable initialization, we
adopted the Xavier initialization [102], while as batch normalization, the
approach adopted is the normalization via mini batch statistics [103].

Finally, once the model fits on the training set, a test set STE is used
only to assess the performance (i.e., generalization) of the model.

Dataset creation

The use of proper training and test sets is a very important part of build-
ing a supervised model with good generalization performance. In fact,
the performance achievable depends on the availability of a large quan-
tity of data and on their quality. As regards the quantity, both the sets
should be representative of the entire population. As concerns the qual-
ity, the neural network should be trained and tested in a proper working
area where it is possible to obtain a unique input-output relationship, i.e.,
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Figure 3.29: Average number of succeeded and collided preambles vs M for different
L values.

the input data must not lead to an indeterminate output value. However,
due to the unavailability in literature of a dataset with these characteris-
tics for our task, we provide a new dataset created by simulations.

With the aim of ensuring the quality of the data, we first examined
whether there exist areas of indeterminateness and, accordingly, deter-
mined the appropriate simulation campaign to carry out. More specifi-
cally, we analyzed the limits of the univocal estimate of M as a function
of the three input values PS, PC , and Tpr (i.e., L), performing an a priori
analysis. Given M as the total number of access attempts in a RA cycle,
PS is a random variable and its expected value is:

P̄S = M (1− 1/L)M−1 . (3.77)

As regards the number of collided preambles (PC), its expected value is
equal to

P̄C = L

[
1−

(
1− 1

L

)M
−M

(
1

L

)(
1− 1

L

)M−1
]
. (3.78)

The proofs of (3.77) and (3.78) are reported in 3.5.8. In Fig. 3.29 we
plot P̄C , and P̄S vs M , when Tpr = 1 and Tpr = 4, i.e., the available
preambles L are L = L0Tpr = 54 and L = 216, respectively.

As shown, when Tpr = 1, for high traffic load values (about M >
300) P̄C tends to the maximum and constant value equal to the number
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of available preambles, P̄C = L = 54, and P̄S results 0. So, the value of
M cannot be determined as function of the above parameters, since it is
not unique. Conversely, for L = 216, given a pair of values P̄C , and P̄S
we can determine a single value of M .

Since the DNN should not been trained in areas of indeterminateness,
we need to determine the correct range of values of M , depending on
Tpr, so that Pr{PC = L} can be neglected. For this reason, we derive
also in 3.5.8 the probability mass function (pmf) of PC . It results:

pPC [k] =

(
L

k

)[
1−

(
1− 1

L

)M
−M

(
1

L

)(
1− 1

L

)M−1
]k

[
1−

(
1

L

)M
+M

(
1

L

)(
1− 1

L

)M−1
]L−k

.

(3.79)

where k = 0, 1, . . . , L. Given the pmf (3.79), we set the probability that
PC = L can be neglected at 10−6, i.e.,

Pr{PC = L0Tpr} ≤ 10−6. (3.80)

Then, for each value of Tpr = h, with h = {1, 2, 3, 4}, we found the re-
lated maximum value ofM , denoted asMh

max. We obtain, M 1
max = 151 ,

M 2
max = 393, M 3

max = 669, and M 4
max = 966. Therefore, as analytically

derived, given Tpr = h, the working area for properly training the model
concerns M ∈ {1, 2, . . . ,Mh

max}.
In light of the obtained results, we divided the simulation campaign

into 4 groups, where the hth group is related to the dimensioning Tpr =
h. For each group, we fixed one value of M ∈ {1, 2, . . . ,Mh

max} and
simulated the first step of the RA procedure described at the beginning
of this Section and drawn in Fig. 3.27. As a result, we obtained PS,
PC and KC , and we stored in the dataset the obtained values, together
with the adopted dimensioning h. Globally, for each dimensioning, we
carried out 10000 different and independent experiments for each value
of M ∈ {1, 2, . . . ,Mh

max}. Thus, the whole dataset is composed by
21790000 multi-dimensional data points. The adopted simulation cam-
paign allows us to create a dataset representative of the population, be-
cause it is obtained considering 10000 independent experiments for each
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possible value of M , and the data are of quality, since it does not contain
areas of indeterminateness.

The obtained dataset was divided into the training set STR contain-
ing the 90% of the generated points, and the test set STE, containing the
10% of the points. Moreover, we denote with Sh

TE ⊂ STE the subset
containing the points related to group h, and with ShTE its cardinality.
This dataset and the python code to train and test our proposed DNN
are available at the following link: https://figshare.com/s/
01107999ec85158d966e.

3.5.5 Comparison and assessment of estimation methods in a stand-
alone RA cycle

The analysis developed in this section considers a stand-alone RA cycle.
We first evaluate the performance of the proposed DNN in terms of accu-
racy in regression for the estimation of the output KC . Then, we assess
the accuracy of the proposed DNN-based method in estimating M .

Since it is important to evaluate the performance for each Tpr value,
we introduce the following performance metrics related to each of the
hth test set group.

• The Root Mean Square Error (RMSE) between the estimated ỹ val-
ues and the ground truth y values, for the set Sh

TE.

RMSEh =

√√√√ 1

ShTE

ShTE∑
i=1

(ỹhi − yhi )2, (3.81)

where ỹhi and yhi are the ith estimated point and the ith ground truth
of the set Sh

TE, respectively. The lower RMSEh, the better the ac-
curacy of the estimation.

• The Coefficient of Determination, denoted as R2
h, and defined as

R2
h = 1− SSres

SStot
, (3.82)

where SSres is the residual sum of squares:

SSres =

ShTE∑
i=1

(ỹhi − yhi )2, (3.83)
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SStot is the total sum of squares:

SStot =

ShTE∑
i=1

(yhi − ȳh)2, (3.84)

and ȳh is the mean of the observed data:

ȳh =
1

ShTE

ShTE∑
i=1

yhi . (3.85)

The better the regression fits the data in comparison to the horizon-
tal straight line ỹh = ȳh (the null hypothesis), the closer the value
of R2

h is to 1. We note that R2
h can be negative when the chosen

model does not follow the trend of the data and fits worse than the
horizontal line ỹh = ȳh.

Table 3.4: RMSE and R2 values achieved in the estimation of KC for the considered
methods

DNNK-based Proposed in [53] Proposed in [56] Empirical method
RMSE R2 RMSE R2 RMSE R2 RMSE R2

Tpr = 1 0.2180 0.7941 0.9302 -1.8897 0.2369 0.7548 0.2286 0.7770
Tpr = 2 0.1803 0.9202 1.2512 -5.1714 / / 0.2017 0.8779
Tpr = 3 0.1651 0.9507 1.4521 -4.6340 / / 0.2589 0.8402
Tpr = 4 0.1556 0.9644 1.5999 -4.3127 / / 0.3328 0.7882

Table 3.5: RMSE values achieved in the estimation of M for the considered methods

DNNK-based Proposed in [53] Proposed in [56] Empirical method
Tpr = 1 5.80 32.64 6.47 6.23
Tpr = 2 12.60 104.41 / 14.60
Tpr = 3 19.30 193.70 / 34.15
Tpr = 4 25.81 294.41 / 62.93

We evaluate the accuracy of the neural network in estimating KC and
compare it with other proposals available in literature. We consider the
estimation methods described in subsection 3.5.1: those proposed in [53,
56] and the empirical formula (3.70) applied in [68]. In effect, these
methods estimate M , so, for each value of M̃ , we derived the relative
estimated K̃C value. Thus, for each estimation method we calculated the
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M̃h
i value related to the ith test set point of Sh

TE. Then, we derived K̃h
Ci

as

K̃h
Ci

=


M̃h
i −PhSi
PhCi

if P h
Ci
> 0

2 otherwise.
(3.86)

So, we calculated (3.81) and (3.82) with ỹhi = K̃h
Ci

, and yhi = Kh
Ci

for
the proposed DNN and the benchmark methods. The software environ-
ment for all simulations include Python 3.7.7, the PyTorch 1.7.1 tensor
library for deep learning, and the NVIDIA CUDA Toolkit version 11.0
for GPU-accelerated training and testing. The trained model and the re-
lated weights have been saved in the Open Neural Network Exchange
(ONNX) standard format.

The results of the comparison are reported in Table 3.4. As regards the
metric values obtained by using the iterative method proposed in [56],
we report only the results achieved applying (3.69) with Tpr = 1, i.e.,
L = 54. We did that since the time and space computational complexity,
with Tpr > 1, becomes so large that it resulted infeasible to be computed.
In fact, already with Tpr = 2 the number of collided preamble can reach
the value PC = L = 108, which considerably increases the complexity
of (3.66). As shown in Table 3.4, the proposed DNN-based estimation
method outperforms the other ones, both in terms of RMSE and R2,
and the higher Tpr, the higher the advantage. Nevertheless, with Tpr = 1,
the RMSE and the R2 values both for the proposal in [56] and for the
empirical method are comparable with those obtained with our method.
Conversely, the performance of the estimation method proposed in [53]
is very poor; in this regard, it is right to remember that the assessment is
carried out considering a stand-alone RA cycle.

Once the accuracy of the proposed DNN has been proved, let us eval-
uate the performance of the DNN-based method in estimating M , apply-
ing the output of the DNN to formula (3.72). At this aim, in Table 3.5
we report the related RMSE values obtained by the different methods in
the reconstruction of M . Therefore, we calculated (3.81) with ỹhi = M̃h

i

related to the considered estimation methods, and yhi = Mh
i , derived as

P h
Si

+ Kh
Ci
P h
Ci

. As shown, the values reported in Table 3.5 conform to
those of Table 3.4.

It is also useful to evaluate if and how the accuracy of the estimation
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methods depends on the M value. For this reason, given a group h, for
each value of M ∈ {1, . . . ,Mh

max}, we considered the subset Sh
TE,M ⊂

Sh
TE, so that yhi = M . Then, we calculated the related RMSE values by

using (3.81) for each point belonging to Sh
TE,M.

In Fig. 3.30 we show the results obtained for the proposed and the
benchmark schemes, when h = 1, i.e., the Tpr = 1 dimensioning is
adopted. As shown, the estimation method of [53] is effective only in
the working region of an optimal ACB scheme, i.e., when M ≈ L = 54.
Otherwise, for M < L no ACB is performed and, consequently, the
estimate cannot be carried out. ForM > L, the higherM with respect to
L, the lower the accuracy of the estimate. When M � L, the accuracy
is very poor. As regards the comparison between the other estimation
methods, it is noted that for all the methods, the accuracy degrades as
M increases, but for high values of M the degradation is higher for the
iterative method [56]. To better analyze the difference between these
three methods, we report in Fig. 3.31 the related density scatter plots
for the Tpr = 1 group of the test set. It consists of about 151000 points,
the black segment bisector represents the ground truth, the yellow color
indicates higher density of points, while blue color lower density. For
the DNN-based method and the one in [56], the high density points are
symmetrically distributed around the ground truth, but it is confirmed
that at high values of M , the method [56] is less accurate, in fact there
are no high density points. As regards the method in [68], it tends to
overestimate M , in fact the points are mainly concentrated above the
ideal values.

Furthermore, we show in Fig.3.32, the performance behavior with
any other Tpr dimensioning. We compare the DNN-based method with
only the empirical method, since the performance achieved by [53] are
significantly worse. As shown, the trend is similar for the three dimen-
sionings. In particular, for small-medium values ofM , the method based
on DNN achieves a slightly better precision than the empirical method,
while the inverse is valid for a small interval ofM (medium-high values).
However, for high values of M , the accuracy of the proposed method is
considerably better, especially for the dimensioning Tpr = 4.

Finally, as done for the Tpr = 1 dimensioning, we report in Fig.
3.33 the density scatter plots for the 4th group of the test set. It con-
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Figure 3.30: RMSE in the estimation of M vs M values with the Tpr = 1 dimensioning

sists of about 966000 points, and the density depth is represented by
means of the same color bar. As shown, all the points of the DNN-based
method are symmetrically distributed around the ground truth (see Fig.
3.33a), while the empirical method presents lightly overestimated values
for medium traffic load and strongly underestimated values for high and
very high traffic load (see Fig. 3.33b).
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Figure 3.31: Density scatter plots in the estimation of M vs M values with the Tpr = 1
dimensioning.

3.5.6 Comparison and assessment of the estimation methods in a
long-term analysis

In the static analysis carried out so far, we assessed and compared the
performance in estimating the traffic load given a single RA cycle.
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Figure 3.32: RMSE in the estimation of M vs M values

Now, we want to evaluate the performance achieved by the proposed
estimation method on a long-term analysis with time-varying arrival rates.
We note that eachM value includes both the new access attempts and the
access reattempts, and the latter ones depend on the access control strat-
egy adopted. Since in the next B5G networks it is expected a very high
density of connection requests, it will be necessary to apply innovative
load-aware access controls and/or a dynamic uplink resource dimension-
ing at the aim of minimizing congestion.

In this regard, in the following long-term analysis, we adopt the Dy-
namic Uplink Resource Dimensioning (DURD) scheme because it has
shown good performance even in high traffic load condition [68]. The
DURD control scheme will work in three different conditions: assum-
ing an exact knowledge of the traffic load M , DURDI ; using an esti-
mate derived from the DNN-based method, DURDDNN ; or, applying
an estimate derived using the empirical method based on formula (3.70),
DURDE.

DURD overview

In this subsection, we briefly describe the DURD scheme proposed in
[68], which aims to appropriately split the uplink radio resources be-
tween PRACH and PUSCH based on the current value of M .

Firstly, we observe that a communication is succeeded if both the
following conditions occur: the MTC device transmits with success its
preamble sequence in the PRACH; and there are resources available in
the PUSCH for its data transmission.

141



i
i

“thesis” — 2022/11/9 — 18:00 — page 142 — #170 i
i

i
i

i
i

Chapter 3. Traffic Prediction, Resource allocation, and En/Decoding
strategies for SCMA-based mMTC scenarios

0 200 400 600 800
0

100

200

300

400

500

600

700

800

900

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

(a) DNN-based method

0 200 400 600 800
0

100

200

300

400

500

600

700

800

900

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

(b) Empirical method

Figure 3.33: Density scatter plots in the estimation of M vs M values with the Tpr = 4
dimensioning.

So, given a RA cycle the average number of succeeded communica-
tions is:

C̄S = min(P̄S, DTmax), (3.87)

where DTmax is the total number of data transmissions which can be
satisfied in the PUSCH. We remind that the data transmissions in the
PUSCH are allocated by means of the SCMA technique, and the related
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total number can be derived as:

DTmax =

⌊
b72/Q · 14c (QKmax)/S

dθmax/log2(I)e

⌋
(Tra − Tpr), (3.88)

where Q is the number of REs in one SCMAblock, S is the number of
REs which a layer occupies respect to Q, Kmax is the maximum number
of overlapped layers with different codebooks in one RE, and log2(I) is
the number of information bits sent for each symbol of the constellation.

We analytically derived the average number of successful communi-
cations (C̄S) with respect to M , and plot it in Fig. 3.34 for different
values of Tpr value. As shown, there is no a single optimal Tpr value,
since it depends strongly on the offered load, i.e., on the value of M . For
this reason, we proposed the DURD algorithm for dynamically dimen-
sioning the uplink radio resources on the basis of the current value of M .
The DURD scheme works as follows.

During RA cycle j, the following information are available at the
gNB: Lj = L0T

j
pr, i.e., the number of available preambles in the PRACH

of RA cycle j; P j
S, i.e., the number of succeeded preamble in RA cycle

j; and P j
C , the number of collided preambles in RA cycle j. On the ba-

sis of these information, the value of M j can be estimated by means of
either the empirical estimation method or the DNN-based one proposed
here. In [16] we showed that the process of total access attempts in two
consecutive RA cycles was correlated. Hence, we assumed that

M j+1 ∼= M̃ j. (3.89)

So, the DURD algorithm derives the optimal Tpr dimensioning for the
next RA cycle j + 1 as:

T j+1
pr = arg max

Tpr∈{1,...,Tra−1}

{
C̄S(M̃ j)

}
. (3.90)

Specifically, as shown in Fig. 3.34, the optimal dimensioning is Tpr =
3 from a light load (M = 1) to medium-high load (M = 554), except
for the interval M ∈ [66, . . . , 163], where the optimal dimensioning is
Tpr = 2. Conversely, in the presence of high load (M > 555), the
optimal Tpr dimensioning becomes Tpr = 4. It is worth pointing out that
for each optimal Tpr dimensioning, the correspondingM values conform
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Table 3.6: Simulation Parameters

Symbol Value
L0 54
B 1.08 MHz
MA 10
θmax 160 bits
Tra 5 time slots
Tsim 10s (2000 RA cycles)
Q 4

Kmax 3
S 2
BW 20ms
I 4
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Figure 3.34: Expected number of successful communications vs the number of MTC
devices (M ) which attempts access in a given RA cycle, assuming different PRACH
dimensionings.

to the range of M values for which the DNN has been trained and tested.
For example, the optimal dimensioning Tpr = 2 is related to the interval
M ∈ [66, . . . , 163] contained in the subset [1, . . . ,M 2

max = 393].

Simulation setup

We consider two different arrival distributions for the new MTC access
attempts. The first one is created through simulations by following the
3GPP guidelines [67]. The second one, at the aim of evaluating how
well the DNN-based approach performs by using real traffic data traces,
adopts an arrival distribution derived from the dataset presented in [104],
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Figure 3.35: The temporal distributions of actual or estimated M values with different
control schemes for the simulated Beta arrival distribution in the space of 10 s.

which is collected from a real IoT setup.
As regards the first arrival distribution, we adopt the Beta distribution,

which is related to a scenario where a large number of MTC devices
access the network in a highly synchronized manner. Each MTC device
generates a single data at time t ∈ [0, Tarrival] following the Probability
Density Function (PDF):

f(t) =
tα−1 (Tarrival − t)β−1

T α+β−1
arrival Beta(α, β)

, t ∈ [0, Tarrival], (3.91)
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Figure 3.36: Confusion Matrices with the simulated Beta arrival distribution.

where

Beta(α, β) =

∫ 1

0

tα−1(1− t)β−1dt. (3.92)

Specifically, given NMTC devices, we generated a realization of the ran-
dom process by extracting NMTC numbers from the PDF (3.91), with
α = 3, β = 4, and Tarrival = 10s [67]. Then, we made the Beta arrival
vector (ABeta) containing the overall number of new arrivals for each RA
cycle j, with j = 1, 2, . . . ,

⌊
Tarrival
Tra

⌋
, i.e., each element ABeta[j] is the

sum of the new access attempts in the interval time [(j − 1)Tra, jTra[.
As concerns the second arrival distribution, we exploited the trace

data openly available online in [104] containing daily logs from 28 unique
IoT devices (e.g., motion and smoke sensors) for a total of two weeks.
Among all the open datasets observed, it resulted one of the best data
collection regarding the IoT traffic. For each day, the log contains, in-
ter alia, the ’TIME’ column representing the time points at which the
access requests were captured with a recording frequency of 1 Hz. We
made the real arrival vector (AReal) whose element j is the number of the
access requests collected in the jth second of the day, starting from mid-
night. However, this real dataset is related to a legacy scenario, where
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Figure 3.37: The temporal distributions of actual or estimated M values with different
control schemes for the real arrival distribution in the space of 10 s.
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Figure 3.38: Confusion Matrices for the real arrival distribution.

the maximum allowed connection density is 105 devices per Km2 [2].
So, in order to assess the estimation performance of the proposed DNN-
based method in a futuristic 6G scenario, characterized by a maximum
requirement of 107 devices per Km2, we assume that the access requests
contained in AReal are performed with a periodicity of one RA cycle in-
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stead of one second. We underline that this assumption does not affect
the arrival pattern, which remains in line with the real IoT setup, and in-
troduces the burstiness of arrival requests, typical of the mIoT scenario.
Out of all the available logs, we show the performance of an extract last-
ing 10 seconds, as same as the simulated distribution time6.

For both the considered arrival distributions, we made a simulation
campaign in MATLAB environment. Moreover, for estimating M with
the DNN-based method, the pre-trained DNN and its weights have been
imported by means of the importONNXNetwork function of the Deep
Learning Toolbox. The other simulation parameters are reported in Table
3.6.

Performance evaluation

In this subsection, we compare the DNN-based and the empirical es-
timation method based on formula (3.70) in the considered simulation
setup. We underline that we do not perform a comparison neither with
the estimation method [56], since this estimate supports only the Tpr = 1
dimensioning, nor with [53] since it supports only ACB-based schemes.

We compare the performance of the above methods by evaluating in
the jth RA cycle theM value, consisting of the number of new access at-
tempts (in either ABeta[j] or AReal[j]) and the access reattempts scheduled
in the RA cycle considered.

Let us start considering the simulated arrival distribution. In Fig.
3.35a and 3.35b we show the temporal variation of M , with NMTC =
50000 and NMTC = 100000, respectively. Each curve represents the
average value over 10 simulations for the control system considered. In
particular, the blue line is relative to the DURDI system, so, for each
RA cycle j, the perfectly known M j value is used to provide the op-
timal dimensioning for the next RA cycle j + 1 by using (3.90). The
red line is relative to the DURDDNN system, where for each RA cycle
j, the number of access attempts is estimated by means of the DNN-
based estimation method, and the next optimal dimensioning is calcu-
lated on the basis of this estimate. Similarly, the yellow line is related
to the DURDE system. Moreover, at the aim of evaluating the impact
of the estimate methods for the specific control scheme in the uplink

6We adopt the AReal vector related to September 24th, 2016, with j ∈ {16901, . . . , 18900}.
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dimensionings, we present in Fig. 3.36, two Confusion Matrices, when
NMTC = 50000 andNMTC = 100000, respectively. Each row of the ma-
trix represents the instances of the ideal dimensioning (i.e., the optimal
dimensioning obtained with exact knowledge of M ), while each column
represents the instances provided by the estimation methods. The diag-
onal elements represent the percentage of times for which the estimated
dimensioning is equal to the ideal one, while off-diagonal elements are
those that are wrongly estimated. Clearly, the higher the diagonal values
of the confusion matrix the better the predicted Tpr dimensioning. Let
us start analyzing the case NMTC = 50000. As shown in Fig. 3.36a,
the performances achieved by both systems are practically comparable.
Nevertheless, we want to carry out a thorough analysis and to show the
effect produced by a wrong dimensioning on the subsequent estimation
of M . We focus on the most relevant error reported in Fig. 3.36a: when
the ideal dimensioning is Tpr = 2 (i.e., M ∈ {66, . . . , 163}, see Fig.
3.34) but it has been wrongly estimated as Tpr = 3 (17.83% and 18.47%
error percentage for DURDDNN and DURDE, respectively). However,
in the involved range of M values, the estimate of the traffic load M̃

is still very accurate for both the two dimensionings (see Figs. 3.32a
and 3.32b). So, the effects of these errors are practically negligible. In
fact, in Fig. 3.35a, in the transition zones between the Tpr = 2 and
Tpr = 3 dimensionings, the estimated M̃ values are very accurate. In
addition, during the whole simulation time, the number of attempting
devices does not reach high values, in fact the peak value of M is about
368. As shown in Fig. 3.32b, the accuracies achieved by both the esti-
mation methods adopting the Tpr = 3 dimensioning with this low and
medium traffic load are comparable. For this reason, both the estima-
tion methods show in Fig. 3.35a the same good performance during the
whole simulation time. As regards the case NMTC = 100000 (see Fig.
3.36b), the performances exhibited by the two schemes in the dimension-
ing are again comparable and substantially the same as before, but now
the impact on the estimate of M is evidently different, as shown in Fig.
3.35b. Unlike the previous analysis, there is also the case in which the
ideal dimensioning Tpr = 4 is wrongly estimated as Tpr = 3. This wrong
uplink dimensioning impacts the estimate of M for both the estimation
methods and it is due to the assumption (3.89) taken for the DURD con-
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trol system. In fact, since the arrival process is not always so strongly
correlated, the DURD algorithm, based on an accurate estimate of M j,
could decide the dimensioning Tpr = 3, but then the actual traffic load
M j+1 can be much greater than 555. This involves that the successive
estimates are poor, because when Tpr = 3 for M > 555 the formula
(3.70) is very inaccurate, as shown in Fig 3.33b, and the DNN-based
method works for values of M > M 3

max. In Fig. 3.35b, this effect is
noticeable from RA cycle 345 to 420; less, from 1050 to 1100. Further-
more, the difference of error in the estimate of M is very evident in the
central range of Fig. 3.35b, from RA cycle 420 to 1050, where the opti-
mal Tpr dimensioning is Tpr = 4 for both the estimation methods. Under
very high load condition, high values of M , the DURDDNN is centered
around the ground truth, while the DURDE provides a serious underes-
timate, as shown in Figs. 3.33a and 3.33b, respectively. This implies,
in the analyzed range, a very marked improvement in the estimate of the
traffic load for the DNN-based method compared to the competitor one,
as shown in Fig. 3.35b. We also underline that, in the interval where the
blue curve reaches the peak value (around 1000), the estimate performed
by the DNN is slightly less accurate since the M values to be estimated
are greater than M 4

max.

Finally, let us focus on the real arrival distribution. Similarly to the
simulated one, we show the temporal variation of M in Fig. 3.37a. As
shown, the PRACH load M does not follow a Beta distribution through-
out the entire simulation length (i.e., 10s), but it is quite low and about
constant for almost the entire simulation time, and increases and de-
creases rapidly in only about 70 RA cycles (from RA cycle 980 to 1050).
In the light PRACH load region, the performance of the DURDDNN

and DURDE are very similar, as shown in the zoom reported in Fig.
3.37b. This result is in line with Fig.3.35a. In stead, in the central zone,
the difference in the estimate of M by adopting the DNN-based method
compared to the estimate one is very evident (see Fig. 3.37c), and this
trend is similar to Fig.3.35b. As regards the impacts of the accuracy in
the estimate on the functioning of the DURD control scheme, we show
also the related Confusion Matrices in Fig. 3.38. As shown, the results
obtained with the two control schemes, DURDE and DURDDNN , are
very similar. This is due to the fact that, as shown in Fig. 3.34, for a
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wide range of very high traffic load values (i.e., M > 555) the optimal
dimensioning adopted by the DURD scheme is the same and equal to
Tpr = 4. Therefore, the considered resource dimensioning algorithm is
not affected too much by the inaccuracy of the estimate, but this is not
always valid for any other control scheme.

In conclusion, the performance achieved by adopting a real daily track
proved to be in line with the one derived by adopting synthetic data.
In both cases, we have demonstrated the best accuracy of the proposed
DNN-based estimation method, especially under high traffic load condi-
tion, that is expected in the future B5G and 6G networks.

3.5.7 Appendix

3.5.8 Calculation of P̄S, P̄C and the pmf of PC

Let |Mp| be the cardinality of preamble p, that is, the number of devices
that have chosen preamble index p. Firstly, we derive the probability
that the preamble p has been selected by exactly h devices, with h =
{1, . . . ,M}. Since each device performs an independent extraction of
one preamble out of L available ones, this probability follows the the
binomial distribution:

Pr{|Mp| = h} =

(
M

h

)(
1

L

)h(
1− 1

L

)M−h
. (3.93)

The probability of success corresponds to (3.93) with h = 1. Let us
define the following random variables Xp, with p ∈ {1, . . . , L}, as:

Xp =

{
1 if |Mp| = 1

0 otherwise
(3.94)

Therefore, the number of succeeded preambles results:

PS =
L∑
p=1

Xp. (3.95)

Since Xp are independent and identically distributed (i.i.d.) random
variables, the mean value of PS is:
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P̄S =
L∑
p=1

E{Xp} = LPr{Xp = 1} =

LPr{|Mp| = 1} = M

(
1− 1

L

)M−1

.

(3.96)

At the aim of deriving the average number of collided preambles, P̄C ,
we introduce the probability that the preamble p has been selected at
least by i MTC devices, with i = {1, . . . ,M}. It results:

Pr{|Mp| ≥ i} = 1−
i−1∑
j=0

(
M

j

)(
1

L

)j (
1− 1

L

)M−j
. (3.97)

Clearly, the probability of collision corresponds to (3.97) with i = 2. Let
us define the following random variables Yp, with p ∈ {1, . . . , L}, as:

Yp =

{
1 if |Mp| ≥ 2

0 otherwise
(3.98)

Therefore:

PC =
L∑
p=1

Yp. (3.99)

P̄C = LPr{Yp = 1} = LPr{|Mp| ≥ 2} =

L

[
1−

(
1− 1

L

)M
−M

(
1

L

)(
1− 1

L

)M−1
]
.

(3.100)

Finally, we derive the pmf for the random variable PC . It is defined
as:

pPC [k] = Pr{PC = k} = Pr

(
L∑
p=1

Yp = k

)
, (3.101)

where k = 0, 1, . . . , L. Given k, the probability Pr{PC = k} follow the
binomial distribution:

pPC [k] =

(
L

k

)
[Pr{Yp = 1}]k[Pr{Yp = 0}]L−k, (3.102)
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where Pr{Yp = 0} = 1− Pr{|Mp| ≥ 2}. It results:

pPC [k] =

(
L

k

)[
1−

(
1− 1

L

)M
−M

(
1

L

)(
1− 1

L

)M−1
]k

[
1−

(
1

L

)M
+M

(
1

L

)(
1− 1

L

)M−1
]L−k

.

(3.103)

3.6 A Wasserstein GAN autoencoder for SCMA networks

3.6.1 System model and Problem Formulation

We consider J SCMA layers, each one transmitting data symbols out of
M , over K Resource Elements (REs), where K < J . Each layer j ∈
{1, . . . , J} adopts a unique codebook cj, composed ofM K-dimensional
codewords (i.e., cj = [c1j, . . . , cMj], with cij ∈ CK×1). Let bj be the
vector containing all the possible input data symbols for the encoder of
layer j, i.e., bj = [b1j, . . . ,bMj] with bij ∈ Bm×1, and m = log2(M).
Also, we define B = b1 × · · · × bJ as the set of all possible J-tuple
(bi1, . . . ,biJ). Each bij is mapped into a unique K-dimensional code-
word cij, with only S < K non-zero elements. The mapping function,
related to layer j, is bijective and denoted as fj, i.e., cij = fj(bij) and
bij = f−1

j (cij). Let c[k]
ij denote the kth dimension of codeword cij. Typ-

ically, the S non-zero entries of each layer are statically configured and
represented by a factor graph F ∈ BK×J . Each element Fkj ∈ F is equal
to 1 if and only if c[k]

ij 6= 0,∀i = 1, . . . ,M . The number of overlapped
layers in a single RE is fixed and equal to df , i.e.,

J∑
j=1

Fkj = df ,∀k ∈ {1, . . . , K}. (3.104)

The overall encoding procedure and data transmission is described in
the following. Each layer selects an input symbol xj ∈ bj and transmits
the SCMA codeword ej = fj(xj). From the encoded signals {ej}Jj=1

transmitted by all layers, the summed signal s ∈ CK×1 can be expressed
as
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s =
J∑
j=1

diag(hj)ej =
J∑
j=1

diag(hj)fj(xj), (3.105)

where hj = [h1j, . . . , hKj]
T is the channel gain vector for the K REs of

layer j, and diag(·) denotes the diagonalized matrix. In addition to the
summed signal s, we consider the AWGN n = [n1, · · · , nK ]T , with nk =
CN (0, σ2

N),∀k = 1, . . . , K. So, the received signal r can be written as
r = s + n.

As regards the receiver side, after the reception of the signal r, the
SCMA decoder aims to reconstruct the original symbols transmitted by
the J layers, i.e., x = [x1, . . . , xJ ]T , given {hj}Jj=1, and the codebook set
{cj}Jj=1. We denote with y the output vector of the decoder. Obviously,
the ideal decoder gives as output y = x for any combination of symbols
sent by the layers, and any channel condition.

The optimum multi-user detection problem can be solved by find-
ing the MAP pmf of all layers’ transmitted symbols [49]. Given r and
assuming that both {hj}Jj=1 and σ2

N are available at the receiver, the de-
coder will estimate the optimal J-tuple (c′i1, . . . , c′iJ) as follows

(c′i1, . . . , c
′
iJ) = arg max

(ci1,...,ciJ)∈C

K∏
k=1

1√
2πσN

·

exp

(
− 1

2σ2
N

∥∥rk − [sk | (ci1, . . . , ciJ), {hj}Jj=1

]∥∥2
)
,

(3.106)

where C = c1 × · · · × cJ is the set of all possible combinations of code-
words, [sk | (ci1, . . . , ciJ), {hj}Jj=1] represents the kth dimension of the
summed signal calculated in (3.105) given ej = cij,∀j = 1, . . . , J and
the channel gain vectors {hj}Jj=1. Then, the output of the decoder is
y = [f−1

1 (c′i1), . . . , f
−1
J (c′iJ)]T . However, the complexity of this detector

is very high and increases exponentially with J and polynomially with
M .

In order to decrease the complexity of MAP detector, the Log-MPA
detector has been introduced as a near optimal iterative detection algo-
rithm. In the same way as the MAP, it assumes that both {hj}Jj=1 and
σ2
N are available at the receiver. Unlike the MAP solutions (3.106), this
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algorithm works in the logarithm domain in order to slightly reduce the
system complexity. The Log-MPA detector is based on an iterative ex-
change of information between two types of nodes belonging to a bipar-
tite factor graph. The first one represents theK REs, and the second type
the J layers. The edges of the graph are constructed in such a way that
the jth node is connected to the node k if and only if layer j transmits in
RE k. The overall procedure is described in [51]. However, despite these
improvements, the complexity of this detector remains very high.

3.6.2 Our solution

In this section, we first describe our high-level approach to deal with the
joint encoding and decoding problem. Then, we provide the implemen-
tation of the proposed strategy.

The proposed approach

At the receiver side, the task can be considered as a classification prob-
lem that identifies to which J-tuple of B the observation r belongs to.
Clearly, the correct functioning of the decoding activity does not depend
only from the strength of the decoder, but also from the goodness of the
summed signal s, thus, from the codebook set {cj}Jj=1 adopted. This
means that, for each J-tuple in B as input, the received signal r = s + n
should ideally correspond to a unique output y, regardless of the noise n.

At the aim of reaching this goal, we introduce the following inno-
vative idea. To explain it, we analyze the received signal in a generic
dimension k:

rk = sk + nk =
J∑
j=1

Fkjhkjekj + nk. (3.107)

Considering (3.104), it follows that the summed signal sk is composed by
the superposition of df contributions. So, given {hj}Jj=1 and by adopting
a candidate codebook set, the transmission of each possible combination
of input data symbols in B corresponds to a constellation of Mdf com-
plex points. On the basis of the codebook set, some of the points may
overlap or nearly overlap, invalidating the correct decoding, even in the
absence of noise or in the presence of high Eb/N0.
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Figure 3.39: Desired evolution of the WGAN-SCMA training procedure from the be-
ginning (a) to the objective (d), with M = 4 and df = 3. Each sub-figure (a)-(d)
represents the complex plane related to dimension k.
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Aiming to increase the robustness of sk to the noise, we consider
one noise-robust Mdf -ary modulation available in literature (e.g., Mdf -
QAM, or star Mdf -QAM, etc.), and we generate Mdf non-overlapping
regions on the complex plane, starting from the signal constellation points.
Then, the optimal solution is achieved if each out of the Mdf points of
sk belong uniquely to one of the non-overlapping regions, regardless of
the channel noise.

Specifically, we generate a prior distribution p[k] by adding to the con-
stellation points several realizations of the AWGN with a very small vari-
ance, denoted as σ2

p. We report an example in Fig. 3.39, where we show
the complex plane related to the dimension k, with M = 4 and df = 3.
The orange points represent a prior distribution p[k] generated from the
64-QAM modulation, and the blue points represent the Mdf possible
values of sk, obtained by adopting a given codebook set, plus one real-
ization of the channel noise nk, with σ2

N depending on the considered
Eb/N0 value. As shown in Fig. 3.39a, the blue points overlap and, con-
sequently, the decoder cannot decode properly the received signal. This
means that the codebook set needs to be improved, and the optimal solu-
tion is achieved when the condition shown in Fig. 3.39d occurs.

To achieve this, we introduce a proper WGAN model with the goal of
generating the optimal codebook set so that the distribution of r[k], under
different realizations of the channel noise, fits p[k], in each dimension k.
The lower Eb/N0, the harder the goal becomes. For low Eb/N0 values,
the task is not fully reachable because, as the level of noise increases, the
constellation points are randomly moved away from the desired position.
This means that the functioning of the system cannot be perfect, but good
performance can be achieved with both a proper encoding technique and
an optimal decoder tailored for reconstruct these constellation points at
the receiver side.

Implementation

We implement the approach reported in the previous subsection by intro-
ducing a new model composed of a WGAN and an autoencoder. Since
we aim to fit the distribution r[k] with p[k], ∀k = 1, . . . , K, we introduce
K Critics, each one having a critic function denoted as fck(·). The critic
k is trained aiming to minimize the following loss function:
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Figure 3.40: Overview of the proposed WGA-SCMA architecture.
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(
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[k]
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)
− 1

T

T∑
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fck

(
r

[k]
t

)
, (3.108)

where T is the size of the test set, p[k]
t is the tth point of the distribution

p[k], and r[k]
t is the tth point of the distribution r[k]. As regards the Gen-

erator side, for each dimension k, the following generator loss function
is minimized during the training:

L
[k]
G = − 1

T

T∑
t=1

fck

(
r

[k]
t

)
. (3.109)

Starting from Fig. 3.39a, during the training procedure, the weights of
the Critic and Generator are updated so that, epoch-by-epoch, the points
of r[k] spread in the complex plane (see Figs. 3.39b-c) and, after sev-
eral epochs, fit the distribution p[k], as shown in Fig. 3.39d. Since it is
up to the Generator to create the optimal codebook, this network act as
Encoder.

As regards the task of providing an optimal decoder at the receiver
side, we consider the autoencoder structure proposed in [105]. The En-
coder is composed of K · df Deep Neural Networks (DNNs), denoted
as Ekj, each one related to layer j and resource k. The Encoder Ekj

receives xj in input and gives ekj as output. The input node xj and the
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Encoder Ekj are interconnected each other by following the factor graph
F, i.e., the node xj is connected to Ekj if Fkj = 1. Then, for each di-
mension k, the ekj values are added together to obtain sk. Finally, the
noise nk is added to sk, obtaining rk. The Decoder part receives r in
input aiming to give in output y = x. Since the data streams are multi-
plexed overK resources, a unique Decoder that combines all information
spread over all the resources is adopted. During the training phase, the
authors of [105] adopt the Mean Squared Error (MSE) as loss function,
i.e., the Decoder is trained such that the difference between x and y is
minimized. However, this approach is not optimized for the decoding
task, since the goal of the SCMA decoder is to identify which data sym-
bol xj out of M has been transmitted by the layer j. In other words, it
is a mutually exclusive classification problem. Keeping this in mind, in
our implementation, unlike [105], we adopt the one-hot encoding repre-
sentation for the input vector xj,∀j = 1, . . . , J , i.e., we represent it as an
M -dimensional vector, where all of the elements are 0, except for one,
which has 1 and represents the transmitted data symbol. In addition, we
choose the softmax as the activation function for the output layer, and
the Binary Cross-Entropy (BCE) function as autoencoder loss function.
For the dimension k, this loss function is calculated as

L
[k]
AE = − 1

T

T∑
t=1

[
x[k]
t log

(
y[k]
t

)
+
(

1− x[k]
t

)
log
(

1− y[k]
t

)]
. (3.110)

The overall proposed architecture is called WGA-SCMA and is re-
ported in Fig. 3.40. Since the Generator coincides with the Encoder, it is
denoted as Encoder/Generator. The top row represents the autoencoder,
while the bottom row the Critic part of the WGAN.

Training, validation, and testing procedures

As regards the training procedure, in Fig. 3.40 the blue solid line shows
the dataflow at the train phase, and the blue dotted line the related back-
propagation flow. The Encoder/Generator and the Critic have different
training processes, and may be affected by the divergence phenomenon.
To overcome this issue, we train our model by following different phases
and adopting a model validation procedure for implementing the regu-
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larization by early stopping the training procedure when the error on the
validation set increases or keeps constant for several epochs.

First, we train the Encoder/Generator and the Decoder for one batch.
At this aim, we introduce the following autoencoder-generator loss func-
tion.

LAEG =
1

K

K∑
k=1

[βL
[k]
G + (1− β)L

[k]
AE], (3.111)

where β ∈ [0, 1] weighs the importance given to the generator function
rather than to the autoencoder. The weights and the biases of both the
Encoder/Generator and the Decoder entity are updated using the Gra-
dient Descent (GD) method. We keep the Critic constant during the
autoencoder-generator training phase.

Second, we train the K Critics by using the same batch and adopting
the loss functions (3.108). Similarly, we keep both the Encoder/Genera-
tor and the Decoder constant during this phase, and the weights and the
biases of the Critic are updated using the GD method. Phase 1 and 2 are
repeated until one epoch is completed.

Third, we perform the model validation procedure. As shown in Fig.
3.40, this phase follows only the top row, i.e., the autoencoder. We give
as input of the Encoder/Generator the validation set, and evaluate the
L

[k]
AE values, considering several Eb/N0 values. Phase 1, 2 and 3 are

repeated until the training procedure should be stopped.
Finally, the test procedure is similar to the validation one, but it adopts

the test set.

3.6.3 Performance evaluation

In this section, we compare the performance of the proposed WGA-
SCMA with the DL-SCMA. Moreover, a comparison with the MAP and
the Log-MPA decoder with 3 iterations is carried out, using the largely
used codebook set given in [106].

Simulation setup

In order to train, validate and test our WGAN-SCMA model, we artifi-
cially created by simulations the datasets x and n, with J = 6, K = 4,

160



i
i

“thesis” — 2022/11/9 — 18:00 — page 161 — #189 i
i

i
i

i
i

3.6. A Wasserstein GAN autoencoder for SCMA networks

S = 2, M = 4, and df = 3. The software environment includes
Python 3.9.7, the PyTorch 1.9.0 tensor library for deep learning, and
the NVIDIA CUDA Toolkit version 11.3.0 for GPU-accelerated training
and testing. The input dataset x contains all the J-tuple in B repeated
several times so that its cardinality is equal to 60 millions. The dataset
n is composed of 12 groups, each one related to Eb/N0 = q dB, where
q ∈ {0, 2, 4, . . . , 20} ∪ {5}. Finally, the 80% of the generated points
compose the training set, while the remaining points are halved between
test and validation sets. Through a large number of experiments, the best
performances were obtained by adopting as training set the noise vector
n related to Eb/N0 = 5 dB. As regards the validation set, we adopted all
the noise vectors n, with the exception of that related to Eb/N0 = 5 dB.
As regards the prior distribution, we adopted as target constellation the
64-QAM and as normal distribution the dataset n, with Eb/N0 = 20 dB.

Implementation of the benchmark schemes and comparison

We implemented the DL-SCMA model presented in [105], trained and
tested it by using the same training and test sets adopted for our model.
As regards the mathematical decoders, we adopted the codebook set pre-
sented in [106], and the performance are evaluated by adopting our test
sets. Let us note that, in order to work well, these mathematical methods
need to be implemented considering the perfect knowledge of the noise
power σ2

N . Instead, both DL-SCMA and the proposed model do not need
this ideal knowledge.

In Fig. 3.41, we compare the Symbol Error Rate (SER) below dif-
ferent values of Eb/N0. As shown, WGAN-SCMA exhibits a notable
improvement over DL-SCMA especially for low values of Eb/N0. The
improvements obtained depend both on the introduction of the innovative
WGAN approach and on the proposed multi-phase training. We empha-
size that these improvements are obtained without any increment of the
latency. In fact, during the runtime part, i.e., the inference phase, only the
Decoder is exploited. Since the Decoder structure is very similar to that
of the DL-SCMA, it has the same computational complexity, that conse-
quently results much lower than that of mathematical methods [105]. In
this regard we also observe in Fig. 3.40 that the WGAN-SCMA shows
performance similar to that showed by conventional decoding schemes
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Figure 3.41: SER comparison.

although the computational complexity is much lower. These results are
promising. In fact, we believe that our approach has good possibility to
be improved even with respect to conventional MAP and Log-MPA de-
coders, since these systems have been tested assuming that the σ2

N value
is perfectly known.
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CHAPTER4
Learning Generalized Wireless MAC

Communication Protocols via Abstraction

4.1 Overview

Envisioning to support heterogeneous services and applications of future
Beyond 5G (B5G) and 6G networks, in this Chapter, we consider new
types of communication protocols tailored to specific applications. In
this context, Machine Learning (ML) can be used to design new proto-
cols with reduced time, effort, and cost compared to conventional meth-
ods [107]. In particular, Multi-Agent Reinforcement Learning (MARL)
[108] methods enable agents to learn an optimal policy by interacting
with non-stationary environments. Recent advances in deep Reinforce-
ment Learning (RL) and learning-to-communicate techniques (e.g., Dif-
ferentiable Inter-Agent Learning (DIAL), and Reinforced Inter-Agent
Learning (RIAL) [109]) have led to the emergence of protocol learn-
ing for the Physical (PHY) and Medium Access Control (MAC) lay-
ers [110–113]. Among them, to the best of our knowledge, the only
works that assess the problem of MAC protocol learning in both control
and data planes are [110,111]. Therein, User Equipments (UEs) are cast
as agents that learn from their partial observation of the global state how
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to deliver MAC Protocol Data Units (PDUs) to the Base Station (BS)
throughout the radio channel. To generate optimal policies, the Central-
ized Training and Decentralized Execution (CTDE) method is adopted,
where agents are trained offline using centralized information but exe-
cute in a decentralized manner. Specifically, in [110], both the BS and
the UEs are cast as RL agents, and the multi-agent deep deterministic
policy gradient (MADDPG) algorithm is adopted, that is, a commonly
used CTDE-based actor-critic method. In [111], the BS is modeled as
an expert agent adopting a predefined protocol, while the UEs are RL
agents trained to learn a shared channel-access policy following the tar-
get signaling policy set by the BS. The policy is learned by exploiting a
tabular Q-learning algorithm that follows the CTDE method. However,
despite the good performances showed in the training environments, the
learned protocols (i.e., policies) fail to generalize outside of their train-
ing distribution, as showed in [111]. We note that this drawback stems
from the fact that agents learn their policies in the observational space
that is specified for the environment instead of learning observation rep-
resentations that are invariant over multiple environments, which enables
better generalization and robustness. The notion of abstraction is based
on learning task structure and invariance across tasks, while filtering out
irrelevant information [114]. Leveraging abstraction when learning a
communication protocol requires tackling two questions: i) how many
abstracted observations agents need for optimal decision-making? and
ii) how do agents choose their expert policy (or a set thereof) to extract
essential information?

The main contribution of this Chapter is to leverage abstraction to
learn new wireless MAC communication protocols with good general-
ization capabilities compared to state-of-the-art solutions. Towards this,
we consider the same communication scenario presented in [111] and
introduce the concept of observation abstraction. Specifically, we first
present a new Autoencoder (AE) architecture to calculate the optimal
abstraction space. Then, we solve the cooperative MARL problem by
adopting the Multi-Agent Proximal Policy Optimization (MAPPO) al-
gorithm [115] in the obtained abstracted observation space. We adopt
MAPPO since it is one of the most promising algorithms following the
CTDE approach for addressing cooperative MARL tasks [115]. Finally,
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the performances of the proposed solution are compared with the same
MARL problem solved by adopting the MAPPO without observation
abstraction and with [111]. Simulation results show that the proposed
approach yields policies that perform well not only in the training envi-
ronment (as in the benchmark solutions), but also, and more importantly,
in new and more complex environments that change in terms of number
of PDUs, number of UEs, and channel conditions.

4.2 System Model

We consider an uplink radio network composed by a set N of N homo-
geneous UEs and one BS, as shown in Fig. 4.1. We consider both data
plane, where the UEs transmit the Uplink (UL) MAC Protocol Data Unit
(PDU) to the BS, and control plane, where UEs exchange with the BS
signaling MAC PDUs. In the following, we denote a data PDU transmit-
ted in the data plane with "dPDU", a signaling PDU transmitted in the
control plane with "sPDU", and a dPDU successfully transmitted to the
BS and correctly deleted from the buffer with "dPDU successfully deliv-
ered". The task of each UE i ∈ N is to successfully deliver P dPDUs.
For sake of simplicity and to compare with [111], we adopt a Time Divi-
sion Multiple Access (TDMA) channel access scheme. In the absence of
transmission errors introduced by the radio channel, a dPDU is success-
fully received by the BS only if a single UE out of N has transmitted its
dPDU. If multiple UEs simultaneously transmit their dPDUs, a collision
occurs and the BS cannot correctly decode the received dPDUs.

To successfully transmit their dPDUs in the same contended radio
channel, UEs (MAC learning agents) should learn an efficient MAC pro-
tocol. In the control plane, the learned MAC protocol should provide
the optimal exchange of sPDUs between the UE and the BS to send the
dPDU. Let MUE be the set of possible uplink control plane messages,
ai,s ∈ MUE be the signaling message sent by the ith UE, andMBS be
the set of downlink (DL) control messages. Moreover, we consider that
the data plane transmissions are modeled as a packet erasure channel,
i.e., the dPDU is correctly received with a fixed probability equal to the
Transport Block Error Rate (TBLER). Conversely, we assume that the
control channels are error-free and dedicated to each UE.
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Figure 4.1: High-level depiction of the system model.

At each time slot t, each UE can send one sPDU to the BS in the
dedicated control plane and one dPDU in the shared data plane. Each
UE i has a dPDUs storage capability, modeled as a buffer with First-In
First-Out (FIFO) policy, which can contain at most P ≤ Q dPDUs. We
denote with bti ∈ B = {0, 1, . . . , Q} the buffer status at time t, and we
assume b0

i = P for all i ∈ N . At each time slot t, a UE can only either
transmit the first dPDU in the buffer or delete it. This means that the
second dPDU in the buffer can only be considered after the first dPDU
has been deleted.

Furthermore, we assume that the BS is a MAC expert agent, i.e., it
adopts a protocol that is not learned and it operates only in the DL control
plane. Specifically, for each time slot t, the BS sends a control message
mt
i ∈ MBS = {0, 1, 2} to each UE i. Here, mt

i = 2 represents an
ACK message that confirms a dPDU sent from UE i has been correctly
received at the BS in the previous time slot t − 1, mt

i = 1 refers to a
scheduling grant message to the UE i, and mt

i = 0 to indicate that no
access is granted for the UE i. Clearly, the mt

i = 2 message can be sent
to one UE at most, since the dPDU can be successfully received only if
a collision was not occurred. We note that, if the UE i had successfully
transmitted the dPDU to the BS concurrently with the access request,
then we set mt

i = 2. As regards mt
i = 1, since only one UE can be

scheduled each time slot, the BS sends this message to one UE randomly
chosen from the ones having transmitted the access request in t− 1 and
with mt

i 6= 2.
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4.3 UEs-BS Interaction as an MARL Problem

In the considered system, the UE cannot receive information about other
UEs, but makes decisions only on the basis of its observation of the
global state. Moreover, UEs collaborate with one another to avoid col-
lisions in the shared uplink radio channel, and thus they share the same
global reward. As a consequence, the protocol learning problem is cast
as a cooperative and Multi-Agent Partially Observable Markov Decision
Process (MPOMDP) defined by 〈N , A, S, O, πi, R, γ〉.

• N : set of all agents.

• A: shared action space. In this work, each agent i ∈ N shares the
same action space. Agent i performs an action ai = (ai,u, ai,s) ∈
A, that involves both data and control plane, where the data plane
action ai,u ∈ {0, 1, 2} and ai,s ∈ MUE = {0, 1}. Specifically,
ai,u = 1 means that the agent transmits the first dPDU in its buffer
(if any), ai,u = 2 means it deletes the first dPDU in the buffer,
and ai,u = 0 to do nothing. For the control plane, ai,s = 1 means
sending an access request in order to reserve one time slot for its
own transmission in the next time slot, while ai,s = 0 means do not
transmit any signaling message.

• S: state space of the environment. At time t, the state st ∈ S de-
scribes the environment by st = (bt,bt−1, at−1,mt−1, . . . ,bt−M , at−M ,mt−M),
where bt = [bt1, b

t
2, . . . , b

t
N ] is the vector containing all the buffer

states, at = [at1, a
t
2, . . . , a

t
N ] is the joint action vector, mt = [mt

1,m
t
2, . . . ,m

t
N ]

is the vector containing the DL control messages mt
i received by

each agent i from the BS, and M is the memory length.

• O: set of possible observations for each agent i. Each agent shares
the same observation space. At time t, each agent has a partial ob-
servation of the global state st ∈ S, defined as oti ∈ O. Its observa-
tion is the tuple oti = (bti, b

t−1
i , at−1

i ,mt−1
i , . . . , bt−Mi , at−Mi ,mt−M

i ).

• πi: policy of agent i, that is the probability of choosing a given
action ai given its partial observation oi:

πi : O → ∆(A), (4.1)
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where ∆ defines a probabilistic space. Specifically, we denote with
πi(oi, ai) the probability to take ai when observing oi, and with
πi(oi) the probability distribution among all possible actions in A
given observation oi.

• R ∈ {−1,−ρ,+ρ} is the global reward which quantifies the benefit
of the joint actions performed by the agents. In this regard, the
agents are penalized in the following case:

1. if there exists an agent that deletes the dPDU without having
previously transmitted it with success.

Instead, the agents are positively rewarded under these conditions:

1. if there exists an agent that deletes its dPDU having previously
transmitted it with success.

2. If there exists an agent that has transmitted with success the
dPDU for the first time.

Given these conditions, at the end of each time step t, each agent
i ∈ N receives the same global reward Rt as follows:

Rt =


−ρ if 1) is True,

+ρ if 1) is False ∧

[ 2) is True ∨ 3) is True],

−1 otherwise.

(4.2)

We underline that we set Rt = −1 when no condition is true to
minimize the number of time slots. The values assigned to the re-
ward Rt follow from [110]. However, unlike that work, where the
agents are positively rewarded if condition 3) is true, we also give
a positive reward if condition 2) is true, since it allows the agent to
transmit, in the subsequent time steps the next packet in the buffer.

• γ ∈ [0, 1]: discount factor, which determines the impact of fu-
ture rewards on the current decision. Therefore, we define the dis-
counted accumulated reward Gt at time t as:

Gt = Rt + γRt+1 + γ2Rt+2 + · · · =
∞∑
k=0

γkRt+k. (4.3)

168



i
i

“thesis” — 2022/11/9 — 18:00 — page 169 — #197 i
i

i
i

i
i

4.4. Policy learning via abstraction

Due to the homogeneous nature of UEs, i.e., they share the same ac-
tion space A, the observation space O, and the global reward R, instead
of finding an optimal policy π∗i for each UE i, we learn a shared optimal
policy π∗ via the parameter sharing technique [116].

To learn it, we adopt the CTDE paradigm. In general, several MARL
techniques can be used, ranging from off-policy learning frameworks,
such as MADDPG [110], value-based approaches (e.g., tabular Q-learning
[111]), to on-policy algorithms such as MAPPO [115]. Among them, in
this work we adopt MAPPO, since its on-policy nature is well-suited to
the task of learning new MAC protocols.

4.4 Policy learning via abstraction

Typically, learning by abstraction is instrumental in reducing the size of
the observation set O that can be large and contains redundant informa-
tion. This can be done by clustering and aggregating similar observations
to form Abstracted Observations (AOs). In the context of RL, abstraction
can overcome the fact that the policy is overfitted to a set of redundant
and noisy observations, which hurts the ability to generalize. Concretely,
if during the evaluation phase a new observation that was never encoun-
tered in the reduced training phase arises (e.g., a larger buffer dimension)
the learned optimal policy will perform poorly. In this new environment,
a new policy should be re-learned from scratch considering a large num-
ber of observations. In contrast, better generalization can be achieved by
learning a policy in the abstracted observation space by finding the opti-
mal solution in the presence, during the evaluation phase, of one or many
never-seen observations that are mapped into the abstracted observation
space.

4.4.1 Abstract Formulation

We define the abstracted MPOMDP by four components: the original
MPOMDP presented in the previous Section, the observation abstraction
(OA) function φ, an abstraction of O denoted as Oφ, and a shared ab-
stracted policy operating onOφ denoted as πφ. Specifically, φ : O → Oφ
maps each observation oi ∈ O into an abstracted observation oφ,i ∈ Oφ.
The function is injective and each agent i makes use of the φ function
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Figure 4.2: Proposed training procedure in the abstracted observation space.

as depicted in Fig. 4.2. At each time t, the environment provides each
agent i the related partial observation of state st, denoted as oti ∈ O. This
original observation is first passed through φ yielding the abstracted state
φ(oti) = otφ,i. Then, agent i uses otφ,i to take the action ati according to πφ.
After all agents take their actions, the environment provides one global
reward Rt. This value, together with the vector of partial abstracted ob-
servations otφ = [otφ,1, o

t
φ,2, . . . , o

t
φ,N ] and the joint action vector at, are

used by the RL algorithm to update πφ. As a consequence, all agents
learn the abstracted shared policy

πφ : Oφ → ∆(A). (4.4)

We resort to the concept of apprenticeship learning [117] to find a new
representation Oφ with |Oφ| � |O| that contains the most useful infor-
mation yielding efficient decision-making, i.e., πφ. Therein, learning πφ
is carried out by observing an expert demonstrator following the policy
πE in the original observation domain. Hence, the goal of the observation
abstraction is tantamount to compressingO intoOφ, so that,Oφ provides
agents with an effective understanding of the environment to allow them
to follow the expert policy in the abstracted space. This gives rise to an
interesting trade-off between observation compression and the ability of
agents to follow the expert policy, expressed as a divergence between the
expect policy πE and the abstracted policy πφ in the compressed space
Oφ. To quantify this divergence, we adopt the average Kullback-Leibler
(KL) divergence:

d{πE, πφ} = E
o∈O
{DKL(πE(o) ‖ πφ(φ(o))} , (4.5)
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where

DKL(πE(o) ‖ πφ(φ(o)) =
∑
a∈A

πE(a, o) log

(
πE(a, o)

πφ(a, φ(o))

)
. (4.6)

Departing from apprenticeship learning for the single-agent MDPs
that rely on a unique optimal expert policy, for the multi-agent scenario
of this interest, we allow agents to adopt and exploit the information
gathered from different expert policies towards improving the robust-
ness. In this view, we introduce a set PE = {π(1)

E , π
(2)
E , . . . , π

(G)
E } of

G expert policies defined in the original observation space O and a set
Pφ = {π(1)

φ , π
(2)
φ , . . . , π

(G)
φ } of corresponding abstracted policies defined

in the abstracted observation space Oφ. The objective is re-defined as
finding the optimal OA function with |Oφ| � |O|, which minimizes the
following divergence loss function:

Ldiv =
G∑
g=1

d
{
π

(g)
E , π

(g)
φ

}
. (4.7)

To solve (4.7), we use AE architecture, which is composed of two Deep
Neural Networks (DNNs), namely encoder and decoder. The encoder
maps the high dimensional input into a low dimensional latent represen-
tation z of size |z| that contains only the important information needed
to represent the original input. The decoder reproduces the original data
from z so that the output is a representation as close as possible to the
original input. Both encoder and decoder are trained jointly to minimize
the mean square error between the input and output.

Starting from the conventional AE architecture, we propose a new ar-
chitecture represented in Fig. 4.3. Therein, the proposed AE receives the
observations o ∈ O as the input. The encoder reduces the cardinality of
the input to ensure |Oφ| � |O|, rather than reducing the input dimen-
sion, as in conventional AE. This is realized by enforcing the proposed
encoder model to act as a multi-class classifier, in which, each sample
o ∈ O is assigned to one and only one abstracted observation oφk ∈ Oφ
with k ∈ {1, 2, . . . , |z|} and |z| � |O|. Note that |Oφ| ∈ {1, 2, . . . , |z|}
is held in general, since some abstracted observations oφk may not be as-
signed to any input o. Therefore, the encoder represents the observation
abstraction function φ. The decoder serves as an abstract policy network
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Figure 4.3: The proposed AE-based abstraction framework trading-off compression
with value.

that maps each abstracted observation oφk to a distribution over action
spaceA instead of reconstructing the inputs as in conventional AE. Since
we consider a set PE of G expert policies, we adopt G decoders, where
each decoder is trained to produce the gth abstracted policy π(g)

φ . The
aim of each gth network is to minimize the KL divergence with respect
to π(g)

E as per (4.7). Similar to the conventional AE, both encoder and
decoders are jointly trained. Finally, the proposed loss function is com-
posed of the sum of two parts. The first one, named divergence loss, aims
to achieve the goal (4.7), while the second one, named prior loss, acts as a
regularization term on the latent representation to make the distributions
returned by the encoder close to a prior distribution p. We propose to
regularize the training with a prior distribution to avoid overfitting in the
latent representation of the data so that the decoder networks can provide
proper abstracted policies. For this, the regularization term is expressed
as the KL divergence between the distribution at the output of the en-
coder and the prior p as a uniform distribution among all the possible
labels:

Lprior = E
o∈O
{DKL(∆(Oφ),p)} . (4.8)

The trade-off between the divergence loss and the regularization term is
expressed by means of the hyper-parameter β ∈ R≥0. The total loss is

172



i
i

“thesis” — 2022/11/9 — 18:00 — page 173 — #201 i
i

i
i

i
i

4.5. Performance Evaluation

expressed as:
Ltot = Lprior + βLdiv. (4.9)

As β → 0, the prior becomes more important, whereas as β → ∞,
minimizing divergence is prioritized. During training, the weights and
biases of both encoder and decoder models are randomly initialized and
updated via (4.9) by using the gradient descent (GD) method for Nabs

episodes with the Adam optimizer and a learning rate labs. During eval-
uation, only the encoder part is adopted to provide, for each oi ∈ O, the
proper label oφk ∈ Oφ at the output of the classifier.

4.5 Performance Evaluation

In this section, we examine the performance of the proposed protocol
learning approach leveraging abstraction, in terms of generalization to
the number of dPDUs, to the TBLER, and to the number of UEs.

4.5.1 Setting

The encoder is a DNN composed of 3 hidden layers, each one with 512
neurons and the Rectified Linear Unit (ReLU) as activation function. We
adopt 2 decoders (i.e, G = 2 expert policies), in which each decoder is a
DNN with one hidden layer of 100 neurons and the ReLU as activation
function. Moreover, we set labs = 25·10−4 andNabs = 10 000, β = 1000.
The input setO contains all possible arrangements between the elements
in B and the M -arrangements with repetition (i.e., M -permutations with
repetition) of the elements in B, A, andMBS, with M = 1 and P = 10.
As a consequence, |O| = 2178. As expert policies, we first adopt the
conventional grant-based transmission, where the UE only transmits the
dPDU following the reception of a scheduling grant, and deletes a dPDU
following the reception of the ACK. A second expert policy is based on a
grant-free transmission, where the UE transmits the dDPU immediately
after it is available in the buffer, and deletes it after the transmission
without waiting for the ACK message. The abstraction performance is
evaluated as follows. Starting from |z| = 1 (i.e., |Oφ| = 1), we increased
the size of |z| with 1 unit until the loss (4.7) in the evaluation phase
reached a plateau. The optimal cardinality of |Oφ| resulted equal to 8.
Therefore, we adopt it for the subsequent simulations.
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Figure 4.4: Average total number of successfully delivered dPDUs by the N = 2
agents.

For training, all the network parameters are: the number of UEs
N = 2, the number of dPDUs to transmit P = 2, and the TBLER
= 10−4. Moreover, the training parameters together with the hyper-
parameters are reported in Table 4.1. The training procedure for MAPPO
follows the approach reported in Fig. 4.2, both adopting as observation
space O and the AO space Oφ. Thus, training generates two different
solutions, named MO and MOφ, respectively. The performance evalua-
tion takes into account the generation of different tasks. Each evaluation
task is different in terms of P , TBLER, and N . All the performance
results are obtained by averaging over 50 independent simulations per
configuration, and carried out in Python environment.

4.5.2 Benchmarks

We compare the proposed solution, i.e., MOφ, with the MO (no abstrac-
tion), and the approach proposed in [111], named QO. In particular,
QO is trained by using the same hyper-parameters as in the original pa-
per [111], and the same network parameters and reward structure ofMOφ
and MO. Moreover, due to the value-based nature of the QO algorithm,
it acts by choosing a random action when during evaluation it encounters
an observation never seen during training.

4.5.3 Results and Discussion

We compare the solutions in terms of generalization to the number of
dPDUs, to the TBLER, and to the number of UEs.
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Generalization to number of dPDUs. Fig. 4.4 shows the perfor-
mance in terms of total average number of successfully delivered packets
when the evaluation is carried out keeping the same training parameters
but P ∈ [1, 2, . . . 10]. The results show that QO performs well only for
the value of P it was trained on, whereas its performance degrades for
higher value of QO. Conversely, MO shows an intrinsic generalization
capability, since the on-policy training induces a probabilistic behavior
(trajectory) that induces a good behavior within a certain range of varia-
tion. In this case, the performances are almost perfect for P < 7, while
in the other cases a lower performance is incurred, achieving even lower
performances than the QO approach. Finally, MOφ exploits the intrinsic
generalization capabilities of the on-policy algorithm and jointly reduces
the uncertainties related to the different observation spaces through OA,
achieving almost perfect performance for all considered ranges of P ,
achieving in the most difficult configuration, i.e., P = 10, an increment
of performance of 226.95% and 512% with respect to QO and MO.

Table 4.1: Training algorithm Parameters

Common Parameter Symbol Value
Discount factor γ 0.99
Epsilon value ε 0.1

Max. duration of episode (TTIs) tmax 300

Reward function parameter ρ 3
MO and MOφ Parameter Symbol Value

Num. of neurons per hidden layer, evaluator 64
Num. of neurons per hidden layer, actor 64

Memory length M 1

Learning rate lrM 10−3

Number of training episodes Ntr 20k
Act. function per layer, evaluator {t, t, i}1

Act. function per layer, actor {t, t, s}
Clipping value ψ 0.2

Generalization to TBLER. To study the performances deviation re-
lated to a different value of TBLER, in Fig. 4.5 we report the perfor-
mance in terms of total average number of dPDUs successfully delivered

1t = tanh function, i = identity function
2t = tanh function, s = softmax function
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when the evaluation is carried out with P = 10, N = 2, and TBLER ∈
[10−4, 10−3, 10−2, 10−1]. We notice that the degradation of performance
is contained for each method, and for each value of TBLER used in the
evaluation. This result is obtained thanks to the technique of parameter
sharing, that is used for each solution.
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Figure 4.5: Average total number of delivered dPDUs under different solutions. Train-
ing procedure with TBLER = 10−4 but the performance is evaluated with different
values of TBLER.

Generalization to number of UEs. Finally, in Fig. 4.6 we report
generalization in terms of number of simultaneous active UEs while set-
ting P = 10 and TBLER = 10−4. The UE arrivals are described by a
Poisson distribution with a mean arrival rate of λ, and the simulations
are carried out varying both the total number of UEs N in the simula-
tion time and λ. The MOφ method significantly outperforms the other
solutions in any condition in terms of average total number of dPDUs
successfully delivered. However, when the number of simultaneous ac-
tive UEs is high (i.e., λ = 1 and N ≥ 7), the performance starts to
saturate.
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and Poisson arrival rate (λ). P = 10 for each agent.
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CHAPTER5
Conclusions and Perspectives

5.1 Conclusions

In this thesis, we addressed the problem of studying and optimizing, by
means of innovative techniques, several aspects the 5G NR interface that
is facing services with very heterogeneous requirements. Specifically,
we presented three research activities.

In the first one, we focused on the coexistence among a wide vari-
ety of services inside the same OFDM grid. We proposed a two-levels
RRM framework that adaptively subdivides the band spectrum among
the numerologies and properly allocates the PRBs to each numerology.
Also, we implemented a new simulation environment constituted of the
defined framework and a physical level simulator. We conducted a sim-
ulation study under different traffic types and channel conditions.

In the second research activity, we proposed a joint control of the
dynamic resource allocation between access and transmission resources,
and a new random access procedure based on an adaptive ACB. Then, we
presented the idea of exploiting the unused PUSCH resources to serve an
additional part of MTC devices. Moreover, we proposed an accurate cur-
rent access attempts estimation method, based on DNN, which accepts
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as input only the information really available at the gNB. Finally, to im-
prove the transmission performance of SCMA in practical networks we
designed an end-to-end SCMA en/decoding structure robust to the chan-
nel noise. Simulation results for each one of these enhancements shown
improvements with respect to the state of the art solutions.

In the last research activity, we studied the problem of learning gen-
eralized MAC protocols that consider both user and control planes. To
do so, we proposed a novel wireless MAC protocol learning framework
for an uplink TDMA transmission scenario, based on abstraction. The
simulation results showed that the proposed solution learns generalized
MAC protocols that efficiently perform the transmission task, generaliz-
ing in terms of number of dPDUs to transmit, TBLER, and number of
UEs.

5.2 Works in progress and Future works

The work done in this Dissertation in the different areas of 5G cellular
networks can be considered as a step towards Beyond 5G (B5G) and 6G
cellular networks. In fact, although 5G wireless systems are not fully de-
ployed yet, B5G and 6G wireless systems are gaining more importance.
These system are expected to require artificial intelligence as an essential
component of their technology.

In fact, starting from the trend of 5G, the vision of B5G or 6G is to
use largely machine learning techniques as tools to further optimize the
performance of the wireless communication, to optimize communica-
tions building blocks or network function blocks. Inspired by the great
success of the typical AI technologies, especially ML and DL in areas
like computer vision, automatic speech recognition, and natural language
processing, many researchers are attempting to introduce AI into mobile
network systems with the capability to optimize a variety of wireless
network problems [118]. In this context, during my PhD course, I spent
abroad a period of 4 months and half at the Centre for Wireless Commu-
nications (CWC), Oulu, Finland. In this period, I deepened the knowl-
edge about RL and DRL. Moreover, I attended, inter alia, the "Huawei
Workshop on Intelligent IoT for 6G", and followed the "Machine Learn-
ing" course from the Department of Mathematics and Computer Sciences
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of the University of Catania.
As regards works in progress, inspired by the work [19], we are devel-

oping a flexible encoding/decoding procedures for 6G SCMA Wireless
Networks via adversarial machine learning techniques. Specifically, we
defined a procedure for jointly training and validating the model. This
procedure is used to avoid the overfitting problem, and also to provide a
flexible en/decoding procedure so that the trained model is robust to dif-
ferent channel conditions. In addition, we are now proposing an efficient
Next Generation Multiple Access (NGMA) scheme where several inno-
vative solutions combine and integrate. The first goal is to maximize
the spectral efficiency of the PUSCH by adopting the most appropri-
ate NOMA introducing an efficient contention-based approach for data
transmission in the unused PUSCH resources. Second, to set the uplink
radio resources dimensioning by searching the optimal tradeoff between
lowering the collision probability and providing enough radio resources
in the PUSCH to permit the data transmission to all the succeeded ac-
cess requests. Third, to make feasible the traffic load estimation, even
when the PRACH is in overload condition. Fourth, to exploit Artificial
Intelligence technologies to further optimize the performances obtained.
On the other hand, in the 6G vision, the traditional communication pro-
tocols should not be designed from the scratch and handcrafted for a
generic purpose, but tailored for the specific service and on-the-fly de-
signed. For this reason, we are now exploring new techniques for en-
hancing the emergence of generalized wireless MAC protocols.

As future works, in the context of 6G SCMA Wireless Networks, we
are also investigating an innovative procedure that detects a change in
the channel realization and permits to iteratively retrain the model with
the aim of further improving the decoding performances. As regards the
context of MAC protocol learning, we are considering the introduction
of meta-tuned RL algorithms to yield a faster training convergence in
unseen environments with a considerably low computation complexity
and energy saving.

The 6G network is seen as a revolutionary step to enable devices and
networks to be more autonomous, robust, resilient and sustainable. They
would be able to continuously adapt and generalize across different tasks,
environments, and types of communication. To do so, we should move
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away from machines that learn statistical models with no ability to un-
derstand what is happening, and move towards the ability to understand
and reason about data, being able to infer what is missing and fixing what
is incorrect.
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