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by Emanuele Murgano

ABSTRACT

Nowadays, Fractional Calculus is widely used for describing and modeling
complex behaviours such as viscoelasticity, thermal systems, economy and
finance, and so on, thanks to its extra degree of freedoms and long memory
effects. Additionally, one of its application that involves several researchers is
related to the electronics and automatic control fields. The possibility of hav-
ing more degree of freedoms, given by the non-integer-order operator, leads
to achieve better and more robust performances compared to the traditional
compensators. These controllers can be implemented both in a digital or in
an analog way. Related to this latter class, it is required that such electron-
ics components must have a different behaviour from the common standard
electronics. Researchers are developing several technologies to build compo-
nents whose behaviour is intrinsically of fractional order and such devices are
defined as “Fractional-Order Elements”.

The proposed work acts in the described framework: the possibility of re-
alizing new electronics components is investigated with the aim of employing
them for the development of fractional-order robust controllers. More specif-
ically, two different technologies have been deeply investigated for obtaining
fractional-order capacitors: the first one is based on diffusing Carbon Black
particles inside a polymeric matrix, while the second approach on employing
Bacterial Cellulose-based compounds as dielectrics in a parallel-plates con-
figuration. The modeling of the physical phenomena that occur inside the
components, the evidence of their fractional-order nature and their applica-
tion are provided and analyzed in details.
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1

Introduction

In the 1695, de L’Hopital asked to Leibniz what would happen if the n-
derivative of a function was of non-integer order, like n = 1

/
2, instead of an

integer value. The Leibniz’s answer was the following: “[...] This is an appar-
ent paradox from which, one day, useful consequences will be drawn [...]”.
It might say that the Fractional Calculus was born in that century.
Generally, n-derivative or n-integral calculus are commonly based on integer
numbers, i.e., n ∈ N0, but what do happen if n is not integer, i.e., n ∈ R?
Taking into account the standard algebraic set theory, the Integer Calculus
can be considered as a particular case of the fractional one. Since decades,
Fractional Calculus is widely used in several and different fields: model and
control of natural physical systems such as the human brain and its nervous
system, diffusive phenomena in chemical reactions, economy, finance and so
on. Furthermore, one of its most proficient research field is related to the real-
ization of the so-called “Fractional-Order Elements”(FOEs), i.e., components
whose behaviour can be described only by means of fractional-order differen-
tial equations. Their realization gives the chance to exploit more parameters
and, hence, more degrees of freedom for achieving better performances.
With this aim, the first proposed technology makes use of Carbon Black-based
polymeric dielectrics in order to obtain an intrinsically capacitive fractional-
order behaviour.

Concurrently with the aforementioned control benefits, it is also funda-
mental to analyze the drawbacks of such a technological progress and demand
for new electronics components. Several studies have demonstrated that more
than one thousand of electronics wastes (e-wastes) are produced every year.
They are difficult to dispose and this will lead to severe damages for the nat-
ural ecosystem and human health. For such reasons, a new research field is
becoming more and more relevant for overcoming this issue: green electron-
ics. Natural compounds are studied and exploited with the aim to obtain new
sensors or devices easy to dispose and with good performances compared to
the already available electronics. Taking into account these aspects, the sec-
ond technological procedures that has been investigated in this work employs
a natural compound, the Bacterial Cellulose, as possible main material for a
new and greener class of electronics.
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In details, the proposed work is divided as follows:

• Chapter 1: Fractional Calculus
Fractional Calculus is presented and its main properties are defined.
Fractional-Order lead compensators will be also presented, showing
their advantages compared to the common integer-order counterpart;

• Chapter 2: Fractional-Order Elements
The state of art for FOEs will be drawn and explanation of the physical
phenomena which occur inside them will be provided;

• Chapter 3: Carbon Black-based FOEs
The electronics components realized by means of Carbon Black are pre-
sented in this chapter. The overall technological procedure will be de-
scribed in details and the realized components will be tested in real
applications, starting from simple electronic circuits to a real imple-
mentation of fractional-order lead compensator;

• Chapter 4: Bacterial Cellulose-based FOEs
Bacterial Cellulose is used as dielectrics for a new class of electronics
devices. Evidence of its fractional-order nature is provided and its be-
haviour is modelled by means of Equivalent Electric Circuit Model. Fur-
thermore, its frequency response is investigated by changing its molec-
ular structures by means of Ionic Liquids;

• Chapter 5: Conclusions
In the final chapter, conclusions and possible future developments are
depicted.
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Chapter 1

Fractional Calculus

The Integer Calculus, established as golden standard method in every scien-
tific field since centuries, allows to evaluate the n − th-order derivative (or
integral) of a continuous function. Mathematical rules have been defined for
computing more easily the derivative of a polynomial functions, or the integral
of trigonometric ones. Obviously, these formulas and, more in general, the
Integer Calculus takes into account derivatives (or integrals) of Integer-Order
(IO), i.e., n ∈ N0: it is easy to think at a first-order derivative of a function or
a second-order integral. Unfortunately, such mathematical concepts become
more complex if the assumption n ∈ R holds. In this scenario, the Fractional
Calculus (FC) can be defined as a new mathematical framework able to deal
with a generic (and non integer) order of a derivative or integral. Besides,
from the algebraic set laws, it is well known that N0 ⊂ R: from this assump-
tion, and as it will be demonstrated in the next sections, it can be said that
the Fractional Calculus includes and generalizes the Integer Calculus.

The chapter will be organized as follows: firstly, a formal definition of
the Fractional-Order (FO) integrodifferential operator will be given, describ-
ing this framework by a mathematical point-of-view. Subsequently, the main
properties of Fractional-Order Systems (FOSs), such as stability, system rep-
resentation and step response, will be presented and, in conclusion, FO-
controllers will be discussed.

1.1 Fractional-order integrodifferential operator
As already said, the FC framework allows to compute the n-th-order deriva-
tive (or integral) of a function, with n ∈ R. To easily distinguish between an
integer-order and a fractional-order derivative, the n variable will represent an
integer number, i.e., n ∈ N, while the α variable will represent a real number,
i.e., α ∈ R and it will be defined as fractional-order.

The operator aDαt , where a, t ∈ R represent its operation limits, defines in
a compact way the possibility of computing the fractional-order derivative (if
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α > 0) or integral (if α < 0) of its argument. It can be noticed that if α = ±1
the canonical first-order derivative or integral are evaluated, respectively.

Formally, the fractional-order differential operator aDαt is defined as fol-
lows:

aDαt =


dα

dtα
: α > 0

1 : α = 0∫ t
a(dτ)−α : α < 0

(1.1)

The operator in (1.1) has been defined in several ways from different
scientists [1]–[3]. According to the performed numerical analysis, i.e., for
continuous-time or discrete-time domain, the operator can be properly for-
mulated. For the continuous-time domain analysis, the two main definitions
used are the Riemann-Liouville (RL) and the Caputo (CP) ones, while, for
the discrete-time case, the most used definition is the Gründwald-Letnikov
(GL) one.
Given a time-varying function f(t), the RL and CP definitions can be com-
puted as follows:

{aDαt }RL = 1
Γ(n− α)

dn

dtn

∫ t

a

f(τ)
(t− τ)α−n+1dτ (1.2)

and,

{aDαt }CP = 1
Γ(n− α)

∫ t

a

f (n)(τ)
(t− τ)α−n+1dτ. (1.3)

where n ∈ N : n− 1 < α ≤ n and Γ(·) is the Euler Gamma function [4]. Γ(·)
extends the concept of factorial number for the integer values, i.e., if n ∈ N
then Γ(n) = (n − 1)!. More in general, given α ∈ R, the Gamma function is
defined as:

Γ(α) =
∫ +∞

0
e−uuα−1du. (1.4)

Taking into account the consideration made for the Gamma function, a pre-
liminary result can be detected: (1.2) is similar to the repeated integral for-
mula established by Cauchy [5], if α ∈ N. This simple consideration demon-
strates that FC can be thought as a generalization of the Integer Calculus.

The GL definition is provided by the following equation:

{aDαt }GL = lim
h→0

h−r

[
t− a
h

]
∑
j=0

(−1)j
(
α

j

)
f(t− jh) (1.5)

where [·] evaluates the integer part of its argument. Also in this case, if the
well-known definition of integer-order derivative is computed and iteratively
derived α-times (with α ∈ N), the same definition of (1.5) is obtained [6].
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For each definition, it can be observed that the fractional-order operator
aDαt differs from its integer-order counterpart because it is a non-local opera-
tor with infinity memory, i.e., the future states depends on all the past state,
[6], [7].

Looking at the RL and CP definitions, even if they appear quite similar,
some important differences arise. As it will be demonstrated in the following
section, the initial conditions for the CP definition still maintain a physical
meaning, while this does not occur with the RL formulation. Furthermore,
most of the derivation rules (holding for integer-order derivatives) can be
extended to the fractional-order case. However, the following exceptions,
respectively called Leibniz and Chain rules, must be underlined in order to
avoid mistakes.

dα(f(t)g(t)
dtα

6=dαf(t)
dtα

g(t) + dαg(t)
dtα

f(t)

dα(f(g(t))
dtα

6= dαf

dgα
· d

αg(t)
dtα

1.1.1 Laplace transform

Considering α ∈ R, n ∈ N : n− 1 < α < n and a time-varying function f(t),
the Laplace transform for the RL [1] is defined as:

L
{
dα

dtαRL
f(t)

}
= sαL{f(t)} −

n−1∑
k=0

sk
[
dα−1−k

dtα−1−k f(t)
]
t=0

(1.6)

while for the CP definition, the Laplace transform can be evaluates as:

L
{
dα

dtαCP
f(t)

}
= sαL{f(t)} −

n−1∑
k=0

sα−k−1f (k)(0) (1.7)

Analysing (1.6) and (1.7), it can be noticed, as stated previously, that
only the Caputo definition still maintains a physical meaning for the system
initial conditions. For such a reason, generally, the Caputo definition is the
most used operator for continuous-time system.
Equations (1.6) and (1.7) can be easily simplified if all the n − 1 derivatives
are equal to zero. This leads to a simpler definition, represented by (1.8):

L
{
dα

dtα
f(t)

}
= sαL{f(t)}. (1.8)

This last expression allows to evaluate the inverse Laplace transform of ele-
mentary functions, like the fractional-order integrator 1/sα.
Applying the CP operator, the impulse response of a non-integer-order inte-
grator is given by the following equation,

L
{
tα−1

Γ(α)

}
= 1
sα

; L−1
{ 1
sα

}
= tα−1

Γ(α) (1.9)

if the following assumptions are true:

1. f(t) = δ(t), where δ(t) is the Dirac impulse;

2. α = −α, i.e., the opposite of α is evaluated.
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Considering the frequency translation operation, represented by L−1{F (s+
a)} = e−atL−1{F (s)}, the Laplace Transform of (1.9) can be applied:

L−1
{ 1

(s+ a)α
}

= tα−1e−at

Γ(α) . (1.10)

The result of (1.10) gives the opportunity to evaluate the impulse response
of a generic transfer function F (s) = 1/(s+ a)α and to derive a time domain
representation with a finite number of terms.

1.2 General proprieties
In this section the following general proprieties and definitions of a FOS will
be analysed.1

1. System representations;

2. Bode diagram;

3. Time domain response analysis;

4. Stability;

1.2.1 System representations

In general, a LTI dynamical system can be divided as follows:

• Integer

• Non integer

i. Commensurate
(a) Rational
(b) Irrational

ii. Non-commensurate

The equations for a generical MIMO dynamical fractional-order system
can be written as:

H(Dα0α1...αm)(y1, y2, ..., yl) = G(Dβ0β1...βn)(u1, u2, ..., uk). (1.11)

where yi, ui are function of time and H(·), G(·) are the fractional dynamical
laws that represent, respectively, the evolution of outputs and inputs.

Frequency domain

Considering a LTI SISO fractional-order system, (1.11) is reduced to:

H(Dα0α1...αn)y(t) = G(Dβ0β1...βm)u(t) (1.12)
1If not explicitally expressed, mathematical backgrounds are reported from [6] and [7].
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where H(Dα0α1...αn) =
n∑
k=0

akDαk and G(Dβ0β1...βm) =
m∑
k=0

bkDβk with

ak, bk ∈ R. Rearrangement of (1.12) gives:

anDαny(t) + an−1Dαn−1y(t) + ...+ a0Dα0y(t) =
bmD

βmu(t) + bm−1D
βm−1u(t) + ...+ b0D

β0u(t) (1.13)

From (1.13), if αk, βk = kα, α ∈ R+, i.e., if all the derivatives are integer
multiple of a common base α, the system will be defined as commensurate
order. In particular, if α = 1/q with q ∈ Z+, the system will be defined as
rational-order.

Under the assumption that all the derivatives have zero initial conditions,
the Laplace transform can be applied to (1.13) and the related transfer func-
tion definition is obtained as follows:

G(s) = Y (s)
U(s) = bms

βm + bm−1s
βm−1 + ...+ b0s

β0

ansαn + an−1sαn−1 + ...+ a0sα0
. (1.14)

Evaluating (1.13), as already noticed by the fractional-order derivative
definitions, it can be observed that, except for the case α ∈ Z+, FOSs have
infinity memory. Obviously, if the system is strictly proper (n > m), (1.14)
can be expressed as the sum of partial fractions considering the solutions of
the denominator of the transfer function (exactly like the integer-order case).
The case of commensurate-order systems is focused on and its transfer func-
tion is reported as follows:

G(s) =

m∑
k=0

bks
αk

n∑
k=0

aks
αk
. (1.15)

A pseudo-rational function from (1.15) can be obtained simply putting
λ = sα:

H(λ) =

m∑
k=0

bkλ
k

n∑
k=0

akλ
k

. (1.16)



Chapter 1. Fractional Calculus 8

State-space domain

Considering a LTI MIMO fractional-order system, a state-space realization
can be computed as follows,

Dαx = Ax + Bu (1.17)
y = Cx + Du (1.18)

where α = [α1, α2, ..., αn], A ∈ Rn×n is the state matrix, x ∈ Rn×1 is the
space state variables vector, B ∈ Rn×l is the input matrix, u ∈ Rl is the
input vector, y ∈ Rp×1 is the output variables vector, C ∈ Rp×n is the output
matrix and D ∈ Rp×l is the direct transition matrix. Considering that α is a
vector, each state variable xi is differentiated with the i-th element of α. If
αi = α, ∀i ∈ [1;n] the space-state equations can be rearranged as:

Dαx = Ax + Bu (1.19)

where now all the xi variables are differentiated by α, supposing 0 < α ≤ 1.
From the space-state equations, the transfer function can be evaluated by
applying the Laplace transform to them and evaluating the Caputo definition
(1.3):

sαX(s)− sα−1x(0) = AX(s) + BU(s)→
X(s) = (sαI− a)−1BU(s) + (sαI− a)−1sα−1x(0), (1.20)

Y(s) =CX(s) + DU(s). (1.21)

The CP definition is essential if the initial conditions have to be expressed
directly as state values at t = 0. However, if the initial condition at t =
t0 is x(t0) = x0, the fractional-order operator looses its properties of non-
locality and infinite memory. Therefore, some adjustments and considerations
have to be done for the initial conditions of CP definition in the state-space
representation. See [8] for further details.

Supposing to have zero initial conditions, the above equation becomes:

X(s) = (sαI− a)−1BU(s) (1.22)

The transfer function can be evaluated as: G(s) = Y(s)/U(s) → Y(s) =
G(s)U(s), so:

G(s) = C(sαI−A)−1B + D. (1.23)

Analysing (1.23), as a consequence of αi = α, the system becomes a commensurate-
order one.

1.2.2 Bode Diagram

The Bode Diagram is analysed due to its importance in systems and control
theory. Considering a generic function F (s) = k/(τs+ 1)α, with τ = 1/p and
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putting s = jω, the frequency response can be evaluated as follows:

F (jω) =
[

k1/α

(jω/p+ 1)

]α
=


∣∣∣∣∣ k1/α

(jω/p+ 1)

∣∣∣∣∣ e
j∠

[
k1/α

(jω/p+ 1)

]
α

=

=
∣∣∣∣∣ k1/α

(jω/p+ 1)

∣∣∣∣∣
α

e

jω∠

[
k1/α

(jω/p+ 1)

]
(1.24)

where ∠(·) evaluates the phase angle of its argument. From (1.24), the mag-
nitude response, in dB, can be evaluated:

|F (jω)|dB = 20 log10

[
k1/α√

(ω/p)2 + 1

]α
= 20 log10 k − 20α log10

√
(ω/p)2 + 1. (1.25)

If ω →∞, the module is equal to F (jω) ' −20α log10(ω/p) and evaluating in
a semi-logarithmic plane, the slope is equal to −20α dB/dec: it may say that
the difference in the Bode response between the integer-order system and a
FOS lays on the α factor. Easily, it can be demonstrated that the asymptotic
diagram error for a α-order fractional system is 3α dB, while in the integer
case it is 3 dB.
The phase displacement can be also evaluated from (1.24):

∠F (jω) = α∠

[
k1/α

(jω/p+ 1)

]
= −α arctan

(
ω

p

)
. (1.26)

Even in this case, the limit ω → ∞ can be evaluated and the phase angle
reaches the value of −απ2 .

In particular, starting from the definition of F (s), two different mathe-
matical formulation can be provided:

F1(s) = k

(τs+ 1)α (1.27)

F2(s) = k

τsα + 1 (1.28)

Taking into account F1(s) and F2(s), their Bode diagrams are depicted in
Fig. 1.1, imposing k = 1000, τ = 1× 10−2 s and α = 0.5.
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Figure 1.1: Bode diagrams for F1(s) and F2(s)

As it can be observed, the two transfer functions have a very similar be-
haviour: the magnitude slope is the same (i.e., -10 dB/dec), while the phase
responses achieve the same asymptotic value, i.e., -45 deg. The main differ-
ence relies on the pole position: F1(s) has the pole at 1/τ , while F2(s) at
(1/τ)1/α. In particular, the latter implementation can be obtained in analog
electronic circuits by exploiting fractional-order capacitors (see Sec. 1.3).

Among all the systems, it is well-established that the integrator is widely
investigated and exploited in the automatic control field. Therefore, its
fractional-order generalization can be stated as follows:

Z(s) = k

sα
(1.29)

where k is the FO-integrator gain. It can be noticed that, if α = 1 and
imposing k = 1/C, the impedance of a standard capacitor with a capacitance
C is obtained. Furthermore, if some different physical phenomena occur inside
a device and its behaviour can be governed by (1.29) with 0 < α < 1, a new
class of capacitors can be determined. This class of devices, also known
as Fractional-Order Elements (FOEs), will be deeply analyzed in the next
chapter.
A comparison between an integer-order integrator and its fractional-order
counterpart (with α = 0.5 and k = 1) is depicted in the next figure.
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Figure 1.2: Bode diagrams of IO- and FO-Integrators with α = 0.5 and k = 1

From Fig. 1.2, the magnitude and phase slopes of both the IO- and the
FO-integrators can be measured: the former has a slope of −20 db/dec and a
constant phase of −90 deg, the latter has a slope of −10 dB/dec and a phase
of −45 deg. Such a versatility can be achieved by changing the α order will
be further investigated in Sec. 1.3, showing the better performances of em-
ploying a FO-integrator in the control loop scheme.
Additionally, it must be pointed out that a FOS can be obtained as approx-
imation of integer-order poles and zeros due to its infinity memory. Several
approximation strategies have been developed, such as Charef [9], Oustaloup
[10] or Matsuda [11] techniques.

Taking into account the results provided in this section, the asymptotic
Bode Diagram of a generic transfer function with m zeros and n poles can be
obtained by exploiting for each of them the laws defined above ad summing
their slopes, as in the IO case.

1.2.3 Time domain response analysis

FOS response depends on the roots of the system characteristic polynomial
and, hence, six different cases have to be studied according to the real and
imaginary parts of the polynomial roots (e.g. damped oscillations response if
<(s) < 0, =(s) 6= 0; monotonically decreasing response if <(s) < 0, =(s) = 0
and so on).

Given a transfer functionG(s), its impulse response (i.e., its inverse Laplace
transform) can be computed by defining the so-called Mittag-Leffler function
Eα(·) of (1.30), and its behaviour can be analysed by changing the value of
α: anomalous relaxation for α < 1, exponential for α = 1, damped oscillation
for 1 < α < 2, maintained oscillations for α = 2.

Eα(x) =
∞∑
n=0

xn

Γ(nα+ 1) (1.30)

A particular case of (1.30) is the Mittag-Leffler in two parameters Eα,β(·),
expressed as:
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Eα,β(x) =
∞∑
k=0

xn

Γ(αk + β) (1.31)

Taking into account these preliminary statements, the mathematical pro-
cedure to evaluate the fractional-order transfer function impulse response will
be provided.
Considering a simple FOS, such as G(s) = b/(s+a)α, it can be rearranged in
time domain as:

dα

dtα
x(t) = −ax(t) + bu(t) (1.32)

Equation (1.32) can be thought as a relaxation or oscillation law if α ∈ N:
this parallelism allows to evaluate the response of a generic α-order fractional
system. The inverse Laplace transform of (1.32) is not analytically derivable,
but it does if G(s) is expressed as series expansion:

G(s) = b

sα + a
= b

sα

∞∑
n=0

(−a)n
sαn

(1.33)

Equation (1.33) recalls a fractional-order integrator expression, so using (1.10)
for each term of the sum, the impulse response is obtained:

g(t) = L−1
{
b

sα

∞∑
n=0

(−a)n
sαn

}
= btα−1

∞∑
n=0

(−a)ntnα
Γ(nα+ 1) (1.34)

Equation (1.34) can be rearranged using the Mittag-Leffler function in one
parameter defined above:

g(t) = d1−α

dt1−α
Eα(−atα) (1.35)

This last equation is fundamental for FOS transient analysis because it allows
to evaluate any kind of response like step or ramp response and so on.

In case of a commensurate-order system, starting from the pseudo-rational
transfer function H(λ) of (1.16), the impulse response can be evaluated as
follows:

L−1{H(λ)} = L−1



m∑
k=0

bkλ
k

n∑
k=0

akλ
k

 = L−1
{

n∑
k=0

rk
λ− λk

}
(1.36)

Equation (1.36) can be solved by evaluating the inverse Laplace transform of
(1.37) and putting α = β,

L−1
{

sα−β

sα − λk

}
= tβ−1Eα,α(λktα), (1.37)

Finally, the impulse response of the commensurate FOS is given by:

g(t) =
n∑
k=0

rkt
α−1Eα,α(λktα) (1.38)
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Evaluating (1.38) and the related step response, the latter can assume several
forms according to ∠(λk):

• monotonically decreasing if |∠(λk)| ≥ απ;

• oscillatory with decreasing amplitude if απ/2 < |∠(λk)| < απ

• oscillatory with constant amplitude if |∠(λk)| = απ/2;

• oscillatory with increasing amplitude if |∠(λk)| < απ/2, |∠(λk)| = 0;

• monotonically increasing if |∠(λk)| = 0.

Considering a SISO system expressed by (1.21),

X(s) = (sαI−A)−1BU(s) + (sαI−A)−1sα−1x(0),

the state evolution can be evaluated by computing the inverse Laplace trans-
form of the above expression:

x(t) = L−1{X(s)} =

= L−1
{

(sαI−A)−1BU(s) + (sαI−A)−1sα−1x(0)
}

(1.39)

Defining Φ̂(t) = L−1 {(sαI−A)−1} and Φ(t) = L−1 {(sαI−A)−1sα−1} both
for t ≥ 0 and applying the convolution Laplace property operator, the states
x(t) can be expressed as:

x(t) = Φ(t)x(0) + Φ̂(t) ∗ [Bu(t)] =

= Φ(t)x(0) +
∫ t

0
Φ̂(t− τ)Bu(τ)dτ (1.40)

From (1.40), it is easily deduced that Φ(t) can be defined as transition matrix.
The following reported calculations define a new methodology for evaluating
the transition matrix, according to the related expression used in the integer-
order counterpart.

Considering an autonomous system like Dαx(t) = Ax(t), x(0) = x0, using
the Caputo definition, according to the integer-order case, the states x(t) can
be rearranged as:

x(t) = A0 + A1t
α + A2t

2α + · · ·+ Akt
kα + · · · (1.41)

Obviously, for t = 0 → x(0) = A0. If the α-order derivative of (1.41) is
evaluated, taking also into account the following propriety:

Dαtγ = Γ(γ + 1)
Γ(γ + 1− α) t

γ−α, (1.42)
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the equation becomes:

Dαx(t) = 0 + A1Γ(1 + α) + A2
Γ(1 + 2α)
Γ(1 + α) t

α + · · ·+

+ Ak
Γ(1 + kα)

Γ(1 + (k − 1)α) t
(k−1)α + · · · = Ax(t) (1.43)

Setting t = 0 in the above equation, it follows that:

A1 = A x(0)
Γ(1 + α) (1.44)

Applying this iterative procedure for successive α-order derivative, i.e., 2α, 3α, ...,
matrices of coefficients Ak can be obtained and they are equal to:

Ak = Ak x(0)
Γ(1 + kα) (1.45)

Finally, the solution of (1.41) can be evaluated. Indeed, it is equal to the
following relationship:

x(t) = x(0) + A x(0)
Γ(1 + α) t

α + A2 x(0)
Γ(1 + 2α) t

2α + · · ·+ Ak x(0)
Γ(1 + kα) t

kα+

+ · · · =
( ∞∑
k=0

Ak x(0)
Γ(1 + kα) t

kα

)
x(0) = Eα,1(Atα)x(0) =

= Φx(0) (1.46)

From (1.46) it is quite evident that the Mittag-Leffler function Eα,1(Atα)
has the same role of the exponential matrix eAt: the integer-order transition
matrix is a particular case of the Mittag-Leffler function Eα,1(Atα), also called
Mittag–Leffler matrix function with α = 1.

1.2.4 Stability

An important topic to deal with is the stability of a FOS. The study of this ar-
gument can be introduced by looking at a simple fractional-order polynomial
with α ∈ R:

ans
αn + an−1s

αn−1 + ...+ a0s
α0 . (1.47)

The domain of the complex variable s can be seen as a Riemann surface
with finite sheets only if αi ∈ Q+, ∀i. In details, the principal Riemann sheet
is the one where −π < ∠(s) < π.
Imposing αi ∈ Q+ : α = 1/q, q ∈ N+ and the complex variable s = |s|ejφ,
the Riemann sheets will be:

(2k + 1)π < φ < (2k + 3)π with k ∈ [−1; q − 2]. (1.48)

From (1.48), the principal Riemann sheet is obtained for k = −1 and globally
q sheets are found. Mapping w = sα → w = |w|ejϑ, the sheets will be:

α(2k + 1)π < ϑ < α(2k + 3)π with k ∈ [−1; q − 2], (1.49)
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where the w-plane region is defined by −qπ/2 < ∠(w) < qπ/2 and corre-
sponds to the right half plane of the principal Riemann sheet.
It is important to analyse the Riemann sheets because a fractional-order poly-
nomial, like (1.47), has infinity roots but, at the same time, only the ones
which belong to the principal Riemann sheets determine several different dy-
namics (i.e., oscillations at constant amplitude, damped oscillations, increas-
ing oscillations and so on) and, therefore, its related stability; on the contrary,
roots belonging to secondary sheets are related to monotonically decreasing
functions.

In the following, several stability definitions will be declared.

Definition 1.1. BIBO stability
A general irrational fractional-order system G(s) = P (s)/Q(s) is BIBO stable
if and only if the following condition is verified:

∃M : |G(s)| ≤M ∀s <(s) > 0 (1.50)

The imposed condition implies that Q(s) must have all the roots in the
principal Riemann sheet.

Definition 1.2. Commensurate-order stability

Given a commensurate-order system H(λ) =

m∑
k=0

bkλ
k

n∑
k=0

akλ
k

, where λ = sα, it will

be stable if and only if:

∀i : |∠(λi)| > α
π

2 (1.51)

where λi are the denominator roots of H(λ).

Definition 1.3. State-space stability
Given a commensurate-FOS with state-space matrices {A,B,C,D}, it will
be stable if and only if:

|∠(eig(A))| > α
π

2 , (1.52)

where eig(A) are the solutions of the characteristic polynomial det (sαI−A),
i.e., the system poles.

A non-linear FOS is a incommensurate system represented with the fol-
lowing mathematical expression for a generic i-th space-state variable:

Dqi
t = fi (x1(t), x2(t), . . . , xn(t), t) , (1.53)

xi(0) = ci, ∀i : 1 < i < n, (1.54)

where ci are the initial conditions of the state variables. Considering q =
[q1 q2 . . . qn]T , qi ∈ ]0; 2[ ∀i : 1 < i < n, x ∈ Rn×1 and f = [f1 f2 . . . fn]T ,
(1.54) can be expressed in a vectorial form:

Dqx = f(x) (1.55)
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Equilibrium points of equation (1.55) can be evaluated by imposing f(x) = 0.
These equilibrium points are stable if the following definition is verified.

Definition 1.4. Non linear commensurate-FOS stability
Given a non linear FOS expressed by (1.55), supposing q1 = q2 = · · · = qn ≡ q
(i.e., the fractional-order is the same for all variables), the system linearisation
represented by the Jacobian matrix J = ∂f/∂x can be defined. Evaluating
the system linearisation in its equilibrium points, they will be asymptotically
stable if all the eigenvalues of J verify the following relationship:

|∠(eig(J))| = |∠(λi)| > q
π

2 ∀i : 1 < i < n (1.56)

Definition 1.5. Non linear incommensurate-FOS stability
Given a non linear FOS expressed by (1.55), supposing q1 6= q2 6= . . . 6= qn
(i.e., the fractional-order is not the same for all variables) and furthermore
qi = vi/ui, ui ∈ Z+∀i : 1 < i < n, the system linearisation represented
by the Jacobian matrix J = ∂f/∂x can be defined. Evaluating the system
linearisation in its equilibrium points, they will be asymptotically stable if:

|∠(λ)| > γ
π

2 (1.57)

where:

• γ = 1/m, being m the LCM of the denominators of qi;

• λ are the roots of the following equation:

det
(
diag

([
λmqi λmq2 . . . λmqn

]
− J

))
= 0. (1.58)

1.3 Fractional-Order Controllers
FC is widely used in several fields from the reduction of the transfer function
order of system [12] to the description of economic processes [13], from civil
engineering application [14] to medical applications [15]. See [16] for a detailed
state of art of FOS application.

Among its development fields, FC has been deeply investigated and stud-
ied for its employment in the automatic control domain. Indeed, it has
been widely proved that Fractional-Order Controllers provide better perfor-
mances compared to its integer-order counterpart, like the Fractional-Order
Proportional-Integral-Derivative (FO-PID) controller proposed by Podlubny
in 1999 [17] or the CRONE (Commande Robuste d’Ordre Non Entier) strategy
established by Oustaloup [18]. Application of Fractional-Order Controllers
can be found in [19]–[22]. In each of these works, the main advantage of the
FC is given by the integral (or derivative) fractional-order: it provides one
(or two) extra degree of freedoms, which can assure better and more robust
performances.

In general, by tuning properly a controller is possible to fulfill several
constraints related to the system performances [6]. Defining the controller
Transfer Function (TF) as C(s) and the plant to control as P (s), the con-
straints to satisfy are:
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Phase and Gain margins

Phase and gain margins for the crossover frequency of a plant are
the most fulfilled constraints for every controlled system. The
phase margin Mϕ provides useful information about the robust-
ness of the controlled plant, while the gain marginMG establishes
how much the gain can vary before destabilizing the closed-loop
system. Formally, defining ωc and ωπ as the crossover pulsation
and the one when the open-loop TF reaches a phase of −π, the
gain and phase margins can be computed as follows:

MG = 1
C(jω)P (jω)

∣∣∣∣
ω=ωπ

(1.59)

Mϕ = π + ∠ (C(jω)P (jω))|ω=ωc (1.60)

As a consequence of (1.60) and by the definition itself of the
ωc, the magnitude of C(s)P (s)|ω=ωc is equal to 0 dB.

Gain plant variation robustness

The gain variation condition can be expressed as follows:

d

dω
(C(jω)P (jω))

∣∣∣∣
ω=ωc

= 0 (1.61)

Defined G(s) = C(s)P (s) as the system open-loop transfer func-
tion, (1.61) represents a particular condition where the phase of
G(s) has to be flat in a surrounding of ωc. This result leads to
two important properties for the closed-loop transfer function:

• robustness to gain variation;
• constant overshoot of step response with respect to gain vari-

ation.

For such reasons, this constraint is also defined as isodamping
property.

Output disturbance rejection

Defining the sensitivity function S(s) as:

S(s) = 1
1 + C(s)P (s) , (1.62)

its maximum acceptable value Smax [dB] and its maximum pul-
sation band ωs, the output disturbance rejection constraint can
be defined as:

|S(jω)| ≤ Smax, ∀ω ≤ ωs → |S(jωs)| = Smax (1.63)
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High-frequency noise rejection

The high-frequency noise rejection constraint takes into account
the complementary sensitivity function T (s) as:

T (s) = C(s)P (s)
1 + C(s)P (s) (1.64)

Defining the minimum pulsation ωt starting from which the noise
should be rejected and its maximum acceptable value Tmax [dB],
this constraint can be established as:

|T (jω)| ≤ Tmax, ∀ω ≥ ωt → |T (jωt)| = Tmax (1.65)

Steady-state error removal

It is well-known that the steady-state error in time-domain re-
sponse can be removed by adding a proper realized integrator.
Applying the Final-Value Theorem for a FOS, it is possible to
demonstrate that it reaches a steady-state error equal to zero if
α > 0. Despite of it, a FOS requires more transient to cancel
this error. Taking into account this drawback, as reported in
[6], the fractional-order integrator (that is usually band-limited)
should be implemented by exploiting also an integer-order one,
i.e., 1/sα = s(1−α)/s. Similarly, if a fractional-order zero is used,
the same management should be taken into account.

Each of the discussed constraints can be fulfilled by exploiting one of
the available controller’s degree of freedom. Therefore, if the controller has
more degree of freedom due to its fractional-order implementation, the overall
closed-loop system can satisfy several constraints and be more robust com-
pared to its integer-order counterpart. Furthermore, the robust performances
can be achieved even if there are uncertainties on system parameters. Appli-
cation of FO-PID and tuning procedures can be found in [23]–[25] even if they
are still related to the academic field. In a recent study of 2021, Tepljakov
et al. [26] give a survey of all the FO-PID design procedures (both in digital
and analog implementations), describing their benefits and possible applica-
tions industrial processes. In particular, they have emphasized that FO-PID
controllers are now mature to be integrated in the industrial environment.

Besides FO-PID implementation, other controllers, like lead or (lag) compen-
sators, can be defined of fractional-order. In [6], chapter 8, Monje et al. show
the possibility of implementing a fractional-order lead or lag compensator.
Additionally, they demonstrate that a fractional-order lead compensator can
be considered as a FO-PD controller, while a FO-lag compensator as a FO-PI
realization. Such a statement allows to consider this other class of controller
as robust and more performing compared to their standard implementation.

In particular, it is possible to describe two different type of FO-lead com-
pensator (when α > 0) transfer function:

C(s) = k ·
(
τs+ 1
xτs+ 1

)α
, 0 < x < 1 (1.66)
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and

C(s) = k · τs
α + 1

xτsα + 1 , 0 < x < 1 (1.67)

Taking into account the active electronics implementation of a general
lead compensator, reported in Fig. 1.3, it is possible to notice that its
fractional-order realization can be obtained by using a FO-capacitor, whose
impedance is represented by (1.29). Therefore, the overall impedance of the
circuit is described by (1.67). As a consequence, for analog realizations of FO-
compensators, (1.66) should be avoided during the design procedure, even if
no particular differences, except the zero and pole positions, can be detected.

α

C

R1

R2

R3

R4

Figure 1.3: FO-lead compensator schematics

The time constants τp = xτ , τz = τ and the gain of the circuit can be
easily obtained as follows:

τz = (R1C)1/α

τp =
(
R1 ·R2
R1 +R2

· C
)1/α

k =
(

1 + R3
R4

)
· R2
R1 +R2

Exploiting the frequency response of the FO-lead compensator as ex-
plained in Sec. 1.2.2, it is possible to notice the benefits of the α order:
if α is small, the distance between the zero and pole is greater. This leads to
an enhanced phase maintenance and, more in general, gives the opportunity
of employing a more robust and versatile controller.
In this work, since the analog-implementation of the controller is realized,
the standard design procedure of a lead compensator is developed. Further-
more, this choice allows to highlight the flexibility and robustness of the FO-
controller, that includes by itself the isodaming property introduced before.
For sake of brevity, results and discussion are directly reported in Sec. 3.3.2,
where evidence of FO-controller benefits will be deeply provided.

In the next chapter, the study and different technological implementa-
tion of fractional-order capacitors, briefly introduced in Sec. 1.2.2, will be
described.
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Chapter 2

Fractional-Order Elements

As already mentioned in the previous chapter, one of the most proficient
research field of FC is related to the physical realization of devices whose
behaviour is intrinsically of fractional order, i.e., their governing differential
equations cannot be described by means of the common Integer Calculus.
Such devices are defined as Fractional-Order Elements (FOEs).

More specifically, among the class of FOEs, a lot of attention is paid to
the implementation of FO-capacitor. It has been demonstrated in Sec 1.2.2
that the impedance of this class of device is equivalent to deal with a FO-
integrator, giving, therefore, the possibility to realize more robust controllers,
as discussed in Sec. 1.3. By looking at their frequency response, it can be ob-
served that they, ideally, maintain a phase constant to a different value with
respect to the common −90 deg of the standard capacitors. For this reason,
FO-capacitors are also called Constant-Phase Elements (CPEs). In reality,
due to parasitic effects and technological limits, it is no possible to have a
constant phase in all the frequency domain and, hence, they act as CPEs
only in a limited range: this drawback limits their application fields and their
model cannot be generalized. On the other hand, such a disadvantage feeds
the research to improve and enhance their performances. Indeed, new and
promising technological realizations are spreading in literature.

The chapter of this work will cover the presented research field, starting
from describing the physical phenomena that occur inside a CPE, moving
towards an analysis of FO-capacitor and recalling the main technological im-
plementation that have been exploited for realizing this new class of devices.

2.1 Constant-Phase Element: an overview
In electrochemistry, systems are subjected to impedance measurements by
exploiting the so-called Electrochemical Impedance Spectroscopy (EIS) tech-
nique [27], where the dynamics of an electrochemical system is analyzed by
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applying a difference of potential. This measurement allows to study which
physical phenomena occur at the top of the surface of a metal, like corrosion
[28], transport process [29] and so on. The need of CPE arises every time that
an electrochemical system cannot be represented by the common equivalent
electric component [30] like resistors, capacitors or inductors. The most used
symbol for CPE is the following one:

Figure 2.1: Electronic symbol of a CPE.
Credits to lacey.se

Defining the CPE impedance as Zc(s), and exploiting the FO-integrator
impedance of (1.29) with k = 10−6, a comparison of a standard capacitor and
a CPE is reported in Fig. 2.2, where their Nyquist plots are depicted.
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Figure 2.2: Nyquist plots of Zc(s) with α = 1 and α = 0.5, respectively

It can be observed that the CPE has a completely different shape with respect
to the ideal capacitor: the Nyquist plot is a line whose angle with the real axis
is equal to απ/2. This result can be easily obtained by applying the Euler
formulas [31]. Considering the aforementioned statement, and, furthermore,
the frequency response depicted in Sec. 1.2.2, a device can be defined as CPE
only if, at high frequencies, its phase response is equal to −απ/2 [32].

Such an “imperfect” behaviour led Jean, in the 1997, to define the concept
of phasance [33] that includes imperfect electronic components behaviour.
Indeed, a CPE can be thought as a component that models a double layer
capacitor, also defined as imperfect capacitor.

2.1.1 Double-layer capacitor

In [34], Sudhakar et al. give a detailed explanation about the principle of a
Double-Layer Capacitor (DLC). Briefly, taking into account the electrochem-
ical cell depicted in Fig. 2.3, if the switch is closed and, hence, the current
flows inside the carbon rods, the charges starts to accumulate on the elec-
trode/electrolyte interface, where positive and negative charges are balanced

http://lacey.se/science/eis/constant-phase-element/


Chapter 2. Fractional-Order Elements 22

according to the polarization of the carbon rod. When the switch is open, it
is still possible to measure a voltage across the two carbon rods. The energy,
indeed, is stored thanks to the series of the double-layer capacitor.

Figure 2.3: Working principle of a Double-Layer Capacitor.
Credits: Sudhakar et al. [34]

Two different charge layers arise:
• the first layer is made of absorbed charges (positive or negative) in the

surface of the material due to chemical reactions;

• the second layer is made of ions that, due to the electric Coulomb forces,
are attracted towards the polarized surface.

More specifically, the second layer of a DLC depends on attracted ions and,
hence, they can move only if some further physical phenomena occur. For
this reason, it is also called diffuse layer [34], [35]. Taking into account two
parallel electrodes with a fluid dielectrics inside, the double-layer capacitor is
schematized in Fig. 2.4.

Figure 2.4: Parallel plate Double Layer Capacitor.
Credits: Sudhakar et al. [34]

Scientists have investigated the physical origin of the CPE, because an
unique explanation is not sufficient. Among the most recognize theories,
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a CPE can arise due to the roughness of the electrodes [36], [37], fractal
dimension [38], anomalous diffusion [39], time-constant distribution [40] or
porous electrodes [41]. In particular, this latter property has been widely
studied and applied with the aim to realize CPEs.

2.2 State of Art about CPE realizations
The CPE behaviour is represented by a fractional-order power law [42] and
its impedance can be formulated as follows:

Z(s)CPE = 1
Fsα

= Qs−α (2.1)

It is well-known that, for standard capacitors, their capacitance is mea-
sured in Farad [F], while some changes have to be done for CPEs. Indeed,
their capacitance measurement unit is [ F/s1-α] [43]. For such reason, in re-
ality, the capacitance of CPEs is defined as pseudo-capacitance, in order to
differentiate it from the standard one. In [44] a mathematical law that put in
relationship a pseudo-capacitance Cα with the corresponding real-capacitance
Ci has been defined, and it is equal to:

Ci = Cα · ω(α−1)

sin
(
α
π

2

) (2.2)

where ω is the pulsation at which the effective capacitance is computed.

Starting from the very first fractional-order capacitor realization by Cole
et al. in 1941 [45], several strategies have been studied for obtaining these
devices by changing the inner dielectrics, geometry, technological processes
and so on.
Based on the survey conducted by Shah et al. in [46], three main classes of
FOEs can be detected: multi-component, emulated fractional-order capacitors
and single-component. Each of this class, based on the detailed work of Shah
et al., will be described in the following.

2.2.1 Multi-component FOEs

The FOEs multi-component implementations are based on the work of Heav-
iside, in which he described the infinite RC networks the transmission line
by means of a fractional-order impedance whose order was equal to 0.5 [47].
Starting from the Heaviside’s work, several scientists have defined some strate-
gies to obtain a constant phase shifting by connecting in series or in parallel
RC groups, like Darlington [48], Douglas [49], Morrison [50] or Lerner [51].
However, none of the aforementioned works were focused on the implemen-
tation of fractional-order capacitor as components to exploit in electronic
circuit.
The first work that explicitly defined a strategy for implementing a fractional-
order integrator was of Carlson in the 1961 [52] while, he with Halijak in the
1964 defined a proper way to obtain a fractional-order capacitor by exploiting
the Newton process [53] by a proper connection of cascaded series RC groups,
with a final resistive load.
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In 1966 Dutta Roy et al. realized an infinite cross RC ladder network [54] by
using the Continued Fraction Expansion method for evaluating the impedance
of the uniform distributed RC networks. Furthermore, they stated that a non-
uniform RC network provides better results in approximating the order 0.5
at low frequencies.
In the 1973, Oldham realized a fractional-order capacitor of order 0.5 by
implementing a non-infinite ladder network of parallel RC groups [55]. In
particular, for obtaining fractional orders different from 0.5, resistance and
capacitance values were computed with a geometric progression, removing the
limit of random values of the previous methods.
Basing on this pioneering works, other strategies have been developed by ex-
ploiting RC ladder networks [56]–[59]. See Sec. 3.1 of Shah et al. work [46]
for further details about these methods.

In conclusion, all the presented strategies for multi-components FOEs are
restricted to academia because several components are required, making dif-
ficult their implementation in real circuits. Furthermore, all these works try
to reproduce an order of 0.5, without the possibility of tuning the parameters
in a different way.

2.2.2 Emulated fractional-order capacitors

Among the emulated fractional-order capacitors, the first proposed technol-
ogy is based on supercapacitors [60], i.e., capacitors with a greater capaci-
tance with respect to standard capacitor with a limit in the voltage appli-
cable. Supercapacitors are also modelled by exploiting RC groups, such as
the multi-component FOEs realizations [61], even if better modelling perfor-
mances were obtained by applying FC, as Allagui et al. showed in [44], where
fractional derivatives are used to avoid errors in their characterization, design
and performance evaluation (such as energy stored or power analysis). Other
FO-modelling of supercapacitors are reported in [62]–[64].

Another important strategy that arises a lot of interest in the realization
of FO-capacitor is the CMOS (Complementary Metal-Oxide Semiconductor)-
based emulation one. The first approach, proposed by Dimeas et al., makes
use of passive and active elements, as the Current Feedback Operational Am-
plfiers, for realizing fractional-order inductors or capacitors [65]. A further
possible realization is provided by Tsirimokou et al. in [66], [67] by exploiting
Operational Transconductance Amplifiers (OTAs). They realized a second-
order filter able to emulate a fractional-order capacitors or, more in general
a fractional-order filter. In particular, they discovered a mathematical law
between the FO-capacitor α order and the bias current that can be provided
to the circuit thanks to two external capacitors: values between 0.3 and 0.7
were obtained in a bandwidth of 10 Hz to 1000 Hz with a 0.35 µm CMOS
technology.

2.2.3 Single-component FOEs

Single-components FOEs are raising more and more interest in the academic
world thanks to their compactness and ease of use: they can be easily exploited
in implementation of fractional-order circuits, like the standard capacitors. In
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this section, based on the survey of Shah et al. [46], the main technologies
investigated in their fabrication are presented.

The first technology for single-component FOEs realization is based on
fractal structures, that have interested mathematicians first and then engi-
neers. Haba et al. in the 1997 [68] demonstrated, by exploiting fractal materi-
als made of silicon opportunely treated in MOS (Metal-Oxide Semiconductor)
technology, the possibility of obtaining a CPE with a phase angle of about
−36 deg. Influences of inner parameters, such as the series or parallel resistors
or the capacitor, and different pattern structures have been investigated [69].
Components have been also realized with Metal-Insulation-Semiconductors
fractal structures [70].
Also based on fractal structures, Jesus et al. [71] developed a fractional-order
capacitor in a electrolyte process, where: the electrodes exhibited a fractal
pattern in their surface, a sodium chloride solution was used as electrolyte
and sand has been used as porous material inside the solution. By varying
the fractal surface, they obtained an α order between 0.2 and 0.6.

Another approach has been proposed by Biswas et al. in 2006 [72]. They
realized electrochemical capacitors by exploiting Poly Methyl MethAcrylate
(PMMA), a porous material, for coating a copper clading. The obtained de-
vice was immersed in water at room temperature. They measured a constant-
phase between −15 deg and −60 deg in a wide frequency range and, above all,
they tested the reliability of the CPE by implementing a fractional-order dif-
ferentiator.
Subsequently, in the 2013 Mondal et al [61], using the same technology, imple-
mented copper and platinized silicon electrodes, put inside an agarose pow-
der (a bio-derived ionic gel). Exploiting several parameters, such as the ionic
medium, electrodes, or the amount of ionic gel, they tested the stability of the
realized CPEs, obtaining an α order between 0.1 and 0.9, with a maximum
longevity of 6.5 months.
It can be observed that, the aforementioned technologies make use of elec-
trolytes or ionic solutions.

Another important subset in the single-component FOEs realization is rep-
resented by the solid-state implementation. Generally, they exploit nanocom-
posite materials inside a polymeric matrix used as dielectrics, obtaining a
constant-phase for about 3 - 4 decades.

The first proposed technology [73] uses graphene-polymer composites in-
side a polymeric matrix. Such a polymer is then used as dielectric in a parallel
plate capacitor. The graphene particles create RC groups inside the dielectric
and, then, their different time constants determine the fractional order of the
entire device. These devices have an α order that varies from 0.3 to 0.7 by
changing the percentage of graphene inside the polymer.

A different implementation process is described by Buscarino et al. [74],
where particles of Carbon Black (CB) were diffused inside a polymeric ma-
trix made of Sylgard184, used as dielectrics in cylindrical capacitors. Several
FOEs have been realized by changing some construction parameters, such as
the percentage of CB or the curing temperature. An α order between 0.7 and
0.8 was obtained.

Exploiting also the carbon-based structures, Adhikary et. al developed a
new type of FOE by realizing a dielectrics made of Carbon-NanoTubes (CNTs)
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[75]. Nanotubes were used inside a polymeric composite coating and an av-
eraged α order of 0.34 was obtained. Starting from these results, Adhikary
in 2020 conducted a detailed study realizing a new type of FOE [76], where
the electrodes had been coated with a composite of CNTs and polyimide gels.
Some technological parameters (temperature and CNT variations) had been
investigated in order to understand how its fractional-order was influenced:
by varying the electrolyte’s conductivity or the electrodes length was possible
to achieve a phase lag between −11 deg and −42 deg. Therefore, the realized
device had been employed in some circuit applications, such as a fractional-
order parallel resonator and a fractional-order high pass filter, providing proof
of stability.
Similarly, Multi-Wallet CNTs (MWCNTs) were exploited by Agambayev et
al. [77] and John et al. [78] inside a polymeric composite without and with
epoxy resin composite, respectively. Furthermore, John et al. have provided
that the diffusion of charges carrier inside a dispersing medium is responsible
for the fractional-order behaviour. Both proposed technologies showed good
performances as CPEs in a wide frequency range: the former from −65 deg to
−7 deg in the range 150 kHz to 2000 kHz, the latter from −85 deg to −45 deg
in the ranges 110 Hz to 1100 Hz, 10 kHz to 118 kHz and 230 k Hz to 20 000 k Hz.
Other technologies, such as ferro-electric-based FOEs, metal-polymeric com-
posite devices or resistive-capacitive films-based FO-capacitors, and the com-
parison of all the discussed technologies are reported in the survey of Shah et
al. [46], see Sec. 3.2 for more details.

Basing on the reported solid-state technologies, their common feature is
the employment of a polymeric matrix and the diffusion of porous material
inside it. Such a scenario leads to a distribution of time-constants, as reported
in [34], that determines the fractional-order nature of the devices.
More specifically, this main concepts and the work realized by Buscarino et
al. [74] build the foundations for the realization of the Carbon Black-based
FOE described in the next chapter.

Additionally, none of the presented technologies, both multi-components,
single-components and emulation, focus on ecological drawbacks of these im-
plementations. For this reason, concurrently to the Carbon Black-based FOE
implementation, a new green material, the Bacterial Cellulose, is investigated
for the development of a green-based device, whose governing equations are
described by FC.



27

Chapter 3

Carbon Black-based FOEs

In this chapter, based on the work presented by Buscarino et al. [74], a
new FOE based on Carbon Black dielectrics is presented. FOEs are realized
with the same main technology but some fabrication process parameters are
studied more in details. Furthermore, the curing temperature of the devices
is analysed as possible technological parameters to determine the fractional
order of the developed devices.

More specifically, the proposed work starts with presenting the technolog-
ical implementation procedure, then the device characterization is performed
looking to both a wide frequency domain and to a restricted one where they
act as CPE. Finally, several circuit applications are reported, highlighting the
advantages of employing these devices. In conclusion, as stated in Sec. 1.3,
the possibility of achieving better control performances is proved by realizing
a Fractional-Order Controller.

3.1 Realization and characterization
As reported in Sec. 2.2.3, one of the most investigated technology is related
to the employment of a polymeric matrix, where some conductive particles
are dispersed inside. The proposed FOE [79] exploits a cylindrical shape, as
reported in Fig. 3.1, where the internal cylinder has a diameter of 6 mm and a
height of 120 mm, while the external cylinder has a diameter of 12 mm and its
height is 80 mm. Finally, the polymeric dielectrics is inserted between these
two concentric cylinders.
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Figure 3.1: Schematics of the CB-based FOE

3.1.1 Materials

The polymeric matrix is realized by exploiting the Sylgard184 as main mate-
rial. It is a silicon elastomer, purchased from Dow Corning, and consists of
two main parts, defined Part A and Part B, respectively. The former consists
of a vinyl-terminated PolyDiMethylSiloxane (PDMS) prepolymer, the latter
of a methylhydrosiloxane copolymer chains with a platinum catalyst and an
inhibitor. It must be noticed that Part B acts as crosslinking curing agent in
the dielectrics realization.
Accordingly to manufacturer suggestions, Part A is mixed with Part B in a
10:1 weighted ratio and then cured at room temperature for 48 h. The Cur-
ing Temperature (CT) has been chosen as technological parameter to realize
different devices and, furthermore, to verify if some mathematical trends can
be defined between the fractional order of the capacitors and the CT itself.
High CTs have been investigated considering both the manufacturer recom-
mendations and the propagation of heat through the mold. As a consequence
of the heat diffusion process, a stabilization period is required for the PDMS
curing temperature to approach the imposed CT.
In details, the following curing temperatures and the stabilization periods
(SPs) have been investigated:

• CT = 125 ◦C and SP = 38 min;

• CT = 140 ◦C and SP = 32 min;

• CT = 150 ◦C and SP = 28 min;

• CT = 160 ◦C and SP = 24 min.

Related to the CB, it is purchased from Alfa Aesar and used without
further modifications. More specifically, the main properties of CB are now
reported: acetylene, 100% compressed, 99.9+%, specific area 75 m2/g, bulk
density 170 g L−1 to 230 g L−1, average particle size 0.042 µm.

Taking into account the polymeric matrix and the CB particles described
above, the device implementation process is now presented.
The CB-based FOEs have been realized by mixing the PDMS and the crosslink-
ing agent in a ratio of 10:1 in a Teflon crucible. The obtained compound has
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been mixed for 10 min and, hence, the amount of CB required to achieve 8%
concentration in mass has been added. Additionally, the mixture has been
shuffled for further 10 min, with the aim of enhancing the CB dispersion inside
the matrix. In conclusion, the mixture has been transferred into the devices
and cured overnight. Once the devices have been stabilized, in each capacitor
two copper wires have been soldered in order to employ it as standard bipole.
In the Fig. 3.2A, the schematics of the polymeric dielectrics is drawn: it is
possible to notice that the CB particles define small capacitors among them,
defining a path through which the charges move from one electrode to the
other one. The overall equivalent electric circuit (parallel RC groups network)
is depicted in Fig. 3.2B. From the results of the previous chapter and taking
into account the fractional-order approximation described in Sec. 1.2.2, the
evidence of the fractional-order nature of this device is provided.

(a) Polymeric dielectrics (b) Equivalent Electric
Circuit Model

Figure 3.2: Schematics and EECM of the CB-based FOE

The list of the realized FOEs with a CB percentage of 8% is reported
in Tab. 3.1. However, it must be observed that other percentages and cur-
ing temperatures have been investigated without obtaining significant results.
Only one device with a CB percentage of 2% a (CT of 130 ◦C and curing time
of 36 min) exploits a fractional-order behaviour, as reported in Sec. 3.1.3. In
conclusion, in Fig. 3.3 one of the realized CB-based FOE is reported.

FOE CB percentage Curing Temperature Curing Time
C125 8% 125 ◦C 38 min
C140A 8% 140 ◦C 32 min
C140B 8% 140 ◦C 32 min
C150A 8% 150 ◦C 28 min
C150B 8% 150 ◦C 28 min
C160 8% 160 ◦C 24 min

Table 3.1: CB-based FOE with a CB percentage of 8%

Figure 3.3: CB-based FOE



Chapter 3. Carbon Black-based FOEs 30

In the next subsections, two different characterization procedure are de-
scribed. In the first subsection, the realized devices are modelled as FOE,
while in the second one, some of the CB-based devices are modelled as CPE
in a smaller frequency domain.

3.1.2 FOE characterization

The devices reported in Tab. 3.1 have been investigated by measuring their
impedance in a wide frequency range, from 0.01 Hz to 40 MHz with the Novo-
control Alpha-A high performance frequency analyzer. For each decade 10
points have been collected and measurements have been taken every 24 h.

The proposed impedance is reported in (3.1), where K is a gain, τ is the
device time-constant and α is the fractional order.

Z(s) = K

(1 + τs)α (3.1)

Taking into account the frequency response of (3.1) and the measurements,
the aforementioned unknown quantities have been identified by applying the
Genetic Algorithms (GAs) [80], [81] with the following parameters:

• Population size: 4000;

• Generation number: 150;

• Generation gap: 0.9;

• Number of bit: 8

The cost function (CF) to minimize, represented with the symbol J , takes
into account both the magnitude and the phase response errors, computed
between the real measurement Zreal and the simulated impedance Zsim. The
magnitude and phase errors, indicated as eM and eϕ, are evaluated as follows:

eM =
∑
i |20 log10 (Zreal,i)− 20 log10 (Zsim,i)|

N
(3.2)

eϕ =
∑
i |∠ (Zreal,i)− ∠ (Zsim,i)|

N
(3.3)

where N is the number of recorded samples, i is the generic sample and
∠ (·) evaluates the phase angle (in degree) of its argument. Hence, the CF is
represented by:

J = eM + eϕ (3.4)

For the sake of brevity, only the measured impedances for one device,
C140B, are reported. See [79] for further details. The performed measure-
ments and the simulated impedance are depicted in Fig. 3.4. It possible to
notice that the magnitude slope of the equivalent model fits well the mea-
surements, while some mismatch arises in the phase response, where a phase
ripple of ±5 deg can be observed up to 1 MHz. From that frequency, induc-
tive parasitic effects occur: looking at the phase response, it exhibits a slope
variation. The identified parameters (α; τ K) for each device are reported in
Tab. 3.2
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FOE α τ K Constant-phase range
C125 0.724 2.7× 10−3 s 0.163× 106 1× 102 Hz to 1× 107 Hz
C140A 0.912 4081× 10−3 s 3512× 106 1× 102 Hz to 1× 107 Hz
C140B 0.955 133 918× 10−3 s 60 117× 106 1× 102 Hz to 1× 104 Hz
C150A 0.854 97.8× 10−3 s 19.5× 106 1× 102 Hz to 1× 107 Hz
C150B 0.926 4887× 10−3 s 1979.5× 106 1× 101 Hz to 1× 107 Hz
C160B 0.898 745 845× 10−3 s 141 251× 106 1× 101 Hz to 1× 107 Hz

Table 3.2: Parameters of the transfer function obtained by using the Bode
diagram fitting
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Figure 3.4: Bode diagrams for C140B - Comparison between performed mea-
surements and simulated impedance

Finally, a comparison with the work conducted by Buscarino et al. [74] is
made by analyzing the dependency of the α order over the curing temperature.
Such a comparison is reported in Fig. 3.5. It seems that a transition between
the two classes occurs when the curing temperature is among 125 ◦C and
140 ◦C.

C100 C125 C140A C140B C150A C150B C150 C160B

FOE Sample

0.7

0.75

0.8

0.85

0.9

0.95

1

Class 1

Class 2

Figure 3.5: Comparison of α-order vs CT - Values with ‘*’ are related to [74]
devices, while ‘ˆ’ to [79].
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3.1.3 CPE characterization

From all the realized devices with the technology presented in the previous
section, two of them have been further investigated and modelled as CPEs
in the 2019. The first one has a CB percentage equal to 8% with a curing
temperature of 140 ◦C, while the other has a CB percentage of 2% and a
curing temperature of 130 ◦C with a curing time of 36 min. They are labeled
as C140B and C130B, respectively [82], [83].
Their magnitude and phase responses have been both measured with the
Keysight Network Analyser E5061B by exploiting the fixture 16047E (here
defined as “Gain-Phase port”), whose schematics is reported in Fig. 3.6. The
instrument setup used during the measurement is the following:

• Logarithmic sweep in the range 5 Hz to 30× 106 Hz;

• Intermediate Frequency Band Width (IFBW): 100 Hz;

• 201 points logarithmically distributed in the investigated domain;

• Averaging factor: 16.

Figure 3.6: Schematics of the measurement with E5061B.

If not explicitly specified, the measurements are then filtered up to 1 MHz
in order to avoid and exclude parasitic inductive effects. The screenshots
of the measurements for the two devices are depicted in the next figures.
Defining the range where their phase response is almost constant, both of
them have been modelled as a CPE, whose impedance can be written as:

Z(s)CPE = 1
Csα

(3.5)
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Figure 3.7: Impedance measurement of C140B. Credits: [84]

Figure 3.8: Impedance measurement of C130B. Credits: [83]

Measurements have been identified by applying the GAs with the same
setup parameters described in the previous section and the same CF (3.4), and
the Bode diagram comparisons are reported in Fig. 3.9 and in Fig. 3.10, while
their parameters are listed in Tab. 3.3. It can be observed that the devices
have an α order of 0.81 (C140B) and 0.82 (C130B), with a Constant-Phase
Zone of about 3 decades. They differ for the capacitance value, 2.7 nFsα− 1

for C140B, while 2.2 nFsα− 1 for C130B.
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CPE α C [Fsα− 1] Constant-phase range
C140B 0.81 2.7× 10−9 Fsα− 1 1 kHz to 1× 103 kHz

C130B [2019] 0.82 2.2× 10−9 Fsα− 1 1 kHz to 1× 103 kHz
C130B [2021] 0.85 1.2× 10−9 Fsα− 1 1 kHz to 1× 103 kHz

Table 3.3: Parameters of the investigated CPEs
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Figure 3.9: Comparison of Bode diagrams of measured impedance C140B and
simulated model in the range 1 kHz and 1000 kHz.
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Figure 3.10: Comparison of Bode diagrams of measured impedance C130B
and simulated model in the range 1 kHz and 1000 kHz.

Additionally, in Fig. 3.11 the error diagram (in absolute value) between
measurement and simulated model for the C140B device is computed and
reported. It can be detected a maximum magnitude error of about 1.5 dB,
while a phase error of about 7 deg. Furthermore, also for the C130B the
model error diagram is depicted in Fig. 3.12, where a maximum magnitude
error of less than 0.5 dB and a maximum phase error of about 4 deg can be
observed. The obtained errors, both for C140B and C130B, allow to validate
the performed identification procedure.



Chapter 3. Carbon Black-based FOEs 35

10
3

10
4

10
5

10
6

Frequency [Hz]

0

0.5

1

1.5

2

M
a
g
n
it
u
d
e
 [
d
B

]

10
3

10
4

10
5

10
6

Frequency [Hz]

0

2

4

6

8
P

h
a
s
e
 [
d
e
g
]

Figure 3.11: Bode diagram of C140B model error in the range 1 kHz and
1000 kHz.
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Figure 3.12: Bode diagram of C130B model error in the range 1 kHz and
1000 kHz.

Since their realizations, the devices have shown a robust stability. In par-
ticular, up to now in the 2021, the C140B does not show significant behaviour
changes both in magnitude and in phase responses, allowing to employ it in
several circuits without performing new identifications. On the other hand,
the C130B has shown a slightly difference in its frequency response from its
first application (RLCα circuit) to the realization of a Fractional-Order Lead
Compensator. The comparison of the Bode diagram from the response of
2019 and the one obtained in the 2021 are reported below. Identifying the
new measurement, the new parameters are the following: α = 0.85 and C =
1.2 nFsα− 1. Therefore, a difference in the order of about 0.03 and a capac-
itance decreasing of 1 nFsα− 1 are measured. With the new model, a phase
ripple of about ±1 deg and a magnitude error of 1 dB can be measured. These
parameters are also reported in Tab. 3.3.
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Figure 3.13: Comparison of Bode diagrams of C130B in the 2019 and 2021
and new simulated model in the range 5 Hz and 1× 106 Hz.

In this following, the collection of all the realized circuits is reported and
discussed in details. Each work is described in a proper subsection and the
specific CB-based FOE exploited in the implementation is specified.

3.2 C140B applications
In this section, all the realized circuit implementations with the C140B will
be presented. For each of them, none variations in the CPE parameters have
been observed. Therefore, the values reported in Tab. 3.3 will be taken into
account.

3.2.1 RCα Circuit

The implementation of a FO-RC circuit has been treated in [82], [84]. In
this application, both a passive and an active realization of the FO-filter are
realized, whose schematics are reported in Fig. 3.14.

R1

Cα
Vin Vout

(a) Passive realization

R1

R2

Cα

Vin Vout

(b) Active realization

Figure 3.14: Schematics of passive and active RCα circuits

The passive circuit has been realized with a resistor R = 100 kΩ and a
non-inverting buffer output stage, while the active filter has been realized
by exploiting the operational amplifier TL084 in an inverting integrator con-
figuration with R1 = R2 = 100 kΩ in order to have an unitary gain. This
latter circuit is shown in Fig. 3.15 and its response is than inverted in post-
processing, while in Fig. 3.16 the two responses are compared. The difference
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of few mV shown between the passive and active filter responses is due to an
offset of the operational amplifier.

Figure 3.15: FO-RC active circuit implementation. Credits: [84]
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Figure 3.16: Comparison between passive and active FO-RC circuit output

In details, the response of the active circuit has been compared with the
analytical solution of (3.6), which represents the differential equation of a
FO-RC circuit of order α:

dαy(t)
dtα

= − 1
RC

y(t) + 1
RC

u(t) (3.6)

The equation has been integrated in MATLAB by using the procedure in-
troduced in [85] with, as parameters, the C140B ones and R = 100 kΩ. The
aforementioned comparison is reported in Fig. 3.17. The response allows to
validate the identified parameters of the CPE, even if some steady-state er-
ror can be detected probably due to an operational amplifier attenuation or
non-modelled parasitic effects.

Finally, a further comparison an integer-order RC filter has been con-
ducted. A commercial capacitance of value C = 2 nF has been chosen in order
to be as comparable as possible with the pseudocapacitance of the C140B. In
Fig. 3.18 the two responses are drawn and it is possible to notice the effect
of fractional-order derivative both in the transient, as well as in the steady
state regime.
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Figure 3.17: Comparison of the step responses between passive, active circuit
implementations and the simulated one with (3.6).
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Figure 3.18: Step response comparison between IO-RC and FO-RC circuit
implementations

3.2.2 Wien Oscillator

Generally, a system can act as oscillator if its order is greater or equal than
two and if some nonlinearities are included in its governing equations. Such
properties can be easily implemented in an analog system realization: the
former by exploiting two state-space variables, i.e. two capacitors, the lat-
ter by implementing some nonlinearities, like the saturation of operational
amplifiers. In [86], Radwan et al. have defined the general fractional-order
Barkhausen oscillation conditions for systems with two or three state-space
variables. Starting from these results, the possibility of implementing an ana-
log FO-Wien oscillator has been treated in [84], [87].

Theoretical background

A general FO-Wien oscillator is depicted in Fig. 3.19, where both C1 and C2
are CPEs of orders α, β ∈ R, respectively.
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R1

C1
R3 R2

R4C2

α

β

Figure 3.19: Fractional order Wien oscillator schematics.
Credits: [84]

Applying the Kirchhoff Voltage Law, the circuit equations, expressed with
respect to the capacitor voltages VC1 and VC2 , are:

dαVC1

dtα
dβVC2

dtβ

 =


a− 1
R4C1

− 1
R3C1

− 1
R4C1

a− 1
R4C2

− 1
R4C2


[
VC1

VC2

]
+

+


b

R4C1
b

R4C2

 , (3.7)

where:

(a, b) =


(0, Vsat) KVC1 ≥ Vsat
(K, 0) −Vsat < KVC1 < Vsat

(0,−Vsat) −Vsat ≥ KVC1

(3.8)

Equation (3.8) represents the circuit nonlinearity, which exploits the satura-
tion of the operational amplifier: indeed, Vsat is the saturation voltage (i.e.,
the supply voltage). When the voltage across C1 multiplied by the gain of the
circuit (K = 1 +R1/R2) is greater than the saturation voltage, the values of
the inputs change in order to restabilize the circuit. In the general case, where
the passive components are different between each other and the Barkhausen
oscillation conditions are satisfied, the oscillation pulsation ω of the circuit is:

ω =
( 1
R3R4C1C2

) 1
α+ β (3.9)

Taking into account the standard integer-order implementation of the
Wien oscillator (i.e., by using same capacitors and same resistors), (3.9) can
be simplified as ω = 1/

√
RC. Observing the two expressions, it is easy to

understand that having more degree of freedoms leads to the possibility of
generate sinusoidal tones at very different frequencies covering, hence, a wide
frequency domain. Furthermore, as Radwan et al. have demonstrated in
[86], another important consequence is related to the stabilizing gain K. In
the IO-Wien oscillator implementation, oscillations can be produced only if
K ≥ 3, while, in the general implementation, they have proven that the gain
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Parameter Value
α 0.81
C1 2.7 nF/s1 - α

β 1
C2 1 nF
R1 14.05 kΩ
R2 33 kΩ
R3 4.17 kΩ
R4 0.78 kΩ
f 250 kHz
Vcc ± 7 V

Table 3.4: Component parameters for FO-Wien oscillator
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Figure 3.20: MATLAB simulation of FO-Wien oscillator state-space variables.

can assume also a smaller value.

Experimental setup

In this case study, both in simulation and real implementation design, the
C140B parameters are considered. More specifically, exploiting the design
procedure reported in [86], the circuit parameters of Fig. 3.19 are listed in
the next table, taking into account that the C140B will be used as C1 and
the resistor R2 has been arbitrary chosen. It must be observed that the
design procedure is performed with the aim of generating a sinusoidal wave
at 250 kHz: such a choice is led to the frequency domain where the C140B
acts as a CPE.

Evaluating the gain of the circuit, that is mounted in a non-inverting
configuration, it follows that K = 1 + R1/R2 = 1.42. As previously stated,
this outcome demonstrates the possibility of having a gain less than three
for a generic FO-Wien oscillator able to generate a sinusoidal tone. In the
following, results on the proposed implementation are provided: firstly. the
oscillator is completely simulated in MATLAB and, then, the circuit is phys-
ically realized and measurements are compared with the theoretical results.
Simulations of the reported circuit have been performed in MATLAB, inte-
grating (3.7) with the method proposed by Garrappa in [85]. Furthermore,
an initial condition of 5 V has been fixed for each capacitor.
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In Fig. 3.21, the discussed FO-Wien circuit is realized by exploiting a
standard capacitor and the C140B. Considering both the simulation and the
realized circuit, it can be observed that a FO-Wien oscillator can be imple-
mented by employing only one CPE.

Figure 3.21: Fractional-order Wien oscillator realization.
Credits: [84]

During the experiment, it has been necessary to change some of the cir-
cuit parameters reported in Tab. 3.4 for slightly modifying the gain of the
circuit to generate the oscillations. In particular, R2 has been increased up
to 35.8 kΩ in order to start the oscillations, obtaining a gain Kreal = 1.39.
Using the updated value of R2 a sinusoidal tone at the desired frequency has
been produced and reported in Fig. 3.22.

Figure 3.22: FO-Wien oscillator sinusoidal tone at 250 kHz measured across
C140B.

Credits: [84]

Finally, the comparison between simulation and real experiment is pro-
vided and depicted in Fig. 3.23, both in the time and in the frequency domain.
In the former, Fig. 3.23A, neglecting the phase-shift due to different starting
point, a discrepancy in the signal amplitude can be detected, probably due
to some non-modelled phenomena. In the latter, a Fast Fourier Transform
of the two responses has been evaluated. The result depicted in Fig. 3.23B
confirm that the implemented circuit oscillates at the desired frequency.
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Figure 3.23: Comparison between simulated and real measurements of FO-
Wien oscillator

3.2.3 Duffing Circuit

In this last C140B application, the possibility of exploiting chaotic behaviour
from a FOS is investigated [84]. In particular, the C140B is used for imple-
menting the governing equations of the Duffing system [88].

Theoretical background

The Duffing system is a second-order non linear system whose behaviour can
vary from a canonical second-order system to oscillator or chaotic system
accordingly to the provided input. Its governing equations are the following:

dx

dt
= y

dy

dt
= x− x3 − δy + γ cos (ωt)

(3.10)

Analysing (3.10), several considerations can be made. First of all, it is pos-
sible to realize them in an analog way by implementing a RLC circuit in
sinusoidal regime. More specifically, the non-linearity is provided by employ-
ing a capacitor whose characteristic in the q-v plane has a cubic shape, as
it can be noticed from the equation itself. Additionally, there are some free
parameters, like δ, γ and the pulsation ω that can be thought as bifurcation
parameters, i.e., those parameters that can change the dynamics of a system
(from stable to bistable behaviour up to a chaotic one). In particular, if δ
and γ are fixed and only the pulsation ω varies, it is possible to change the
Duffing system behaviour, from a limit cycle to a chaotic attractor.
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Strictly related to FOSs, several studies have been performed with the
aim of demonstrating the feasibility of obtaining and controlling fractional-
order chaotic systems, from Hartley et al. in the 1995 [89] to Petras in 2002
[90]. The two studies realized a FO-chaotic system by evaluating or the
fractional-order derivatives of all the state-space equation or simply one state-
space equation, respectively. In the reported study, only a fractional-order
derivative is calculated and, then, the system is implemented with analog
components.

Starting from (3.10), they can be rearranged in a fractional-order way by
computing the FO-derivative of the x variable with a generic order α ∈ R :
0 < α < 1. This choice allows to easily implement the system by exploiting a
CPE, because it represents the equation for a FO-integrator. In conclusion,
the general equations for the FO-Duffing system are the following:

dαx

dtα
= y

dy

dt
= x− x3 − δy + γ cos (ωt)

(3.11)

It can be observed that the new order of the system is equal to α+ 1 < 2.
Buscarino et al. [91] have already proved the possibility of obtaining a chaotic
system even if its order is less than two, under the assumption that the system
is properly excited. In details, they have implemented the FO-Duffing sys-
tem by exploiting the Charef’s approximation method, discussed in Sec. 1.2.2.

Experimental setup

In this study, the fractional-order integrator of the FO-Duffing system will be
realized by exploiting the C140B: evaluating its fractional order, α = 0.81,
the implemented system will have an overall order equal to 1.81.

The first equation is implemented by exploiting a simple inverting inte-
grator in series with an inverting configuration as reported in Fig. 3.24. In
particular, the following parameters have been used: R1 = R2 = 10 kΩ and
R3 is obtained with a trimmer, whose value has been fixed to 8.8 kΩ.

Figure 3.24: Implementation of FO-Duffing system first equation with the
C140B.

Credits: [84]

Defining y of Fig. 3.24 as output of the first equation, the overall FO-
Duffing system is reported in Fig. 3.25, where Rf = 100 kΩ, Ry = 80 kΩ, R
= 10 kΩ and C = 10 pF.
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Figure 3.25: Implementation of FO-Duffing system second equation.
Credits: [84]

Considering the two schematics depicted in the previous figures, the FO-
Duffing system has been implemented by using TL084 as operational ampli-
fiers. A picture of the circuit is reported in Fig. 3.26.

Figure 3.26: Circuit implementation of FO-Duffing System with C140B

In the first two breadboards, the schematics of Fig. 3.24 and Fig. 3.25 are
implemented, respectively. A further conditioning circuit has been developed
in the third breadboard in order to evaluate the cubic power of the first state-
space variable. Such a circuit has been realized with two AD-366 multipliers
and two TL084. The schematics is reported in Fig. 3.27, where the following
resistance have been used: R1 = R2 =10 kΩ, R2 = R4 =100 kΩ.
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Figure 3.27: Analog realization of cubic multiplier.
Credits: [84]
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The simulations have been performed by imposing, as input, a sinusoidal
tone with a peak-to-peak amplitude of 4 V, whereas the frequency has been
changed in order to investigate different system behaviour. Also in this case,
the analysed frequencies belong to the range in which the C140B acts as
CPE. In details, if the frequency is equal to 200 kHz a double-scroll-like shape
is obtained, see Fig. 3.28A, while if it is increased up to 300 kHz a torus
surrounding the attractor can be observed, Fig. 3.28B. Investigating higher
frequencies, the aforementioned torus collapses into an internal limit cycle
(frequency of 500 kHz) as reported in Fig. 3.29A. Finally, at a frequency of
800 kHz a stable attractor can be observed, Fig. 3.29B.

(a) 200 kHz

(b) 300 kHz

Figure 3.28: FO-Duffing system excited at 200 kHz and 300 kHz.
Credits: [84]
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(a) 500 kHz

(b) 800 kHz

Figure 3.29: FO-Duffing system excited at 500 kHz and 800 kHz.
Credits: [84]

3.3 C130B applications
In the following, the two circuit implementations with the C130B are de-
scribed. In particular, these two applications have been realized in the 2020
and 2021. Therefore, considering the analysis conducted during the CPE
characterization, the proper parameters have been used.

3.3.1 RLCα Circuit

In the study performed in the 2020 [83], the possibility of implementing an
analog FO-RLC has been investigated by employing the C130B. The discus-
sion of this study will be divided into two main steps: in the first one, some
theoretical aspects will be analyzed while, in the second stage, the experi-
mental results will be provided.
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Theoretical background

Several studies have been conducted for the realization of FO-RLC circuits,
like Gòmez et al. in 2013 [92] or Radwan et al. in 2013 [93]. In all these stud-
ies, different aspects are analyzed, such as optimization or design techniques,
but none of them exploits directly an analog CPE for the circuit implemen-
tation.

The schematic of a passive FO-RLC series circuit is reported in Fig. 3.30.
Easily, it can be observed that if α = β = 1, the standard RLC circuit is
obtained.

R L

β
α

CVin Vout

Figure 3.30: FO-RLC series schematics.
Credits: [83]

Generally, defining i(t) as the flowing current in the circuit, the fractional-
order inductor and capacitor equations can be formulated as follows:

VL(t) = L
dβ

dtβ
[i(t)] , i(t) = C

dα

dtα
[VC(t)] (3.12)

Therefore, the circuit voltage equation is:

LC
dβ

dtβ

(
dαVc(t)
dtα

)
+RC

dαVc(t)
dtα

+ Vc(t)− Vin(t) = 0 (3.13)

Applying the chain-rule presented in the first chapter, i.e. Dα
[
Dβf(t)

]
=

Dα+β [f(t)], (3.13) can be rearranged:

LC
dα+βVc(t)
dtα+β +RC

dαVc(t)
dtα

+ Vc(t)− Vin(t) = 0 (3.14)

In the time domain, the governing equations of the circuit can be defined as:

dαx1(t)
dtα

= x2(t)
dx2(t)
dt

= − 1
LC

x1(t)− R

L
x2(t) + 1

LC
Vin(t)

(3.15)

where x1 = Vc(t) and x2(t) = Dα [VC ].

Evaluating (3.14) and applying the Laplace transform, it is possible to
study the behaviour of the system in the frequency domain. Indeed, the
overall transfer function is:

G(s) = Vc(s)
Vin(s) = 1

LCsα+β +RCsα + 1 (3.16)
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According to Radwan et al. [93], it is possible to evaluate the resonance
pulsation ωr:

ωr =

 sin
(
απ
2
)

LC sin
(
βπ
2

)


1
α+ β

(3.17)

Also in this scenario, the standard integer-order resonance pulsation ωr =
1/
√
LC is obtained simply imposing α = β = 1.

Among the properties defined in the cited works, the asymptotic phase
value Φas has been computed. By putting s = jω, the general expression of
the asymptotic phase lag can be defined:

G(jω) = 1
LC · (jω)α+β +RC · (jω)α + 1

= N(jω)
D(jω) −→

∠ [G(jω)] = ∠ [N(jω)]− ∠ [D(jω)] = −∠ [D(jω)]

(3.18)

Using the Euler formula, i.e., (jω)α = ωα [cos (απ/2) + j sin (απ/2)], the fol-
lowing expression holds:

∠D(jω) =

= arctan
ωα
[
LCωβ sin

(
(α+ β)π2

)
+RC sin

(
α
π

2

)]
LCωα+β cos

(
(α+ β)π2

)
+RCωα cos

(
α
π

2

)
+ 1

(3.19)

The asymptotic phase value, Φas, can be evaluated from (3.19) by applying
the limit infinity order comparison:

Φas = − lim
ω→+∞

∠D(jω) = − (α+ β) π2 (3.20)

In the next subsection, both the simulated and real measurements are pre-
sented. In details, the simulations are performed by exploiting the FOMCON
toolbox developed by Tepljakov et al. [94].

FO-RLC model validation

The experimental circuit is reported in Fig. 3.31, where the resistance has
been fixed to 1 kΩ and the inductance to 47 mH. The C140B parameters used
in this experiment are: α = 0.82 and C = 2.2 nF/s1− α.
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Figure 3.31: FO-RLC circuit implementation.
Credits: [83]

Starting from the nominal FO-RLC model, a comparison between the
theoretical and the real frequency responses of the system under investigation
is performed in the range 1 kHz to 1× 103 kHz and reported in Fig. 3.32.
The frequency response of the real model has been taken with the already
presented network analyzer E5061B. It is possible to notice that some non-
modelled parasitic phenomena occur at high frequencies. For such a reason,
the passive components have been further investigated.
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Figure 3.32: Bode diagrams of the nominal FO-RLC model and the imple-
mented circuit.
Credits: [83]

Regarding the resistor, its real value has been measured with a multimeter
and a value of 997.8 Ω has been detected and considered in the following.
Instead, regarding the inductor, its frequency response has been evaluated
in the analysed range. From Fig. 3.33 a resonant peak at high frequencies
(about 250 kHz) is not modelled from the ideal model, reported with circular
markers. Hence, the complete model of the inductor, see Fig. 3.34, has
to be taken into account. The inductor Equivalent Electric Circuit Model
(EECM) parameters have been identified by applying the GAs with the same
CF described in (3.4) and their values are listed in Tab. 3.5.
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Figure 3.33: Bode diagrams of the inductor and its EECM

Rpar

Cpar

Rs Lreal

Figure 3.34: Inductor EECM.
Credits: [83]

Parameter Value
Rpar 15.874 GΩ
Cpar 12.707 pF
Rs 0.459 kΩ
Lreal 39.8 mH

Table 3.5: Parameters of the inductor EECM

Finally, in Fig. 3.35 the Bode diagrams comparison between the com-
plete FO-RLC model and the real implementation is drawn. It highlights the
completeness of the model, giving the possibility to perform more accurate
simulations. Furthermore, Fig. 3.35 allows to validate the identified order α
of the C130B because the asymptotic phase lag value is almost equal to the
one of the simulated model.
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Figure 3.35: Bode diagrams of the real FO-RLC circuit and the complete
equivalent model

Results

The realized FO-RLC circuit exhibits a resonance behaviour, as Fig. 3.35
confirms: indeed, the resonance peak occurs at about 50 kHz, while a pseudo-
anti-resonant peak occur at about 250 kHz due to the parasitic effects of the
inductor that has been modelled in previous section. All the acting parasitic
effects determine some discrepancies that can be observed both in module
and in phase responses. Their deviations have been computed and reported
in Tab. 3.6.

Deviation Value Frequency
Module 1.704 dB 51.286 kHz
Phase 8.289 deg 63.648 kHz

Table 3.6: Maximum deviation values

Taking into account these parasitic effects, the analysis of the implemented
circuit is restricted up to 100 kHz. Both the frequency and the time domain
responses are studied and discussed.

The sinusoidal regime has been studied by testing three different frequen-
cies in the second decade of the reported Bode diagram: 10 kHz for exploring
the circuit behaviour at low frequencies, 50 kHz for investigating the per-
formances near the resonance frequency, while 100 kHz for defining the high
frequencies behaviour. Both real and simulated responses at the aforemen-
tioned frequencies are reported in Fig. 3.36. The simulations at the lowest
and the highest investigated frequencies confirm the experimental frequency
response of the FO-RLC circuit and no difference can be detected. On the
other hand, the simulation and the real responses highlight a discrepancy at
50 kHz. Considering the Bode diagrams of Fig. 3.35 and the maximum de-
viations computed and reported in Tab. 3.6, a module error of about 2 dB
is measured. Therefore, the variation of about 0.2 V detected in Fig. 3.36C
justifies such a discrepancy.
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Figure 3.36: Sinusoidal simulations of FO-RLC at different frequencies.
Credits: [83]

Regarding the time-domain analysis, the step response has been also in-
vestigated and depicted in Fig. 3.37. The pseudo-period of both real and
simulated responses are almost equal, even if the real response is less dumped
than the simulated one. Also in this case, this discrepancy can be justified by
the deviation in the module response between the real circuit implementation
and the corresponding model.
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Bode diagram

Estimated for
IO FO-S FO-R

Resonance peak 10.1 dB 8.4 dB 9.9 dB
Resonance frequency 15.2 kHz 46.7 kHz 51.3 kHz
Module slope -40 dB/dec -38 dB/dec //
Asymptotic phase value -180 deg -163.8 deg -163 deg
Sine response
Amplitude peak-to-peak @ 10 kHz 1.462 V 0.975 V 1 V
Amplitude peak-to-peak @ 50 kHz 0.122 V 2.195 V 2.64 V
Amplitude peak-to-peak @ 100 kHz 0.024 V 0.313 V 0.3 V
Step response
Rise time 1.128× 10−5 s 4.3× 10−6 s 4.3× 10−5 s
98% Settling time 2.138× 10−4 s 1.032× 10−4 s 1.104× 10−4 s
Overshoot 58% 37% 50%

Table 3.7: Parameters for different computed responses
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Figure 3.37: FO-RLC step response.
Credits: [83]

In conclusion, different response features (both in the sinusoidal regime
and in the time domain) are listed in Tab. 3.7 for the FO-RLC circuit im-
plementation and the equivalent model. Furthermore, the aforementioned
parameters are also computed for the integer-order RLC circuit counterpart
by exploiting the same resistance, inductance and capacitance values with
α = 1. It must be highlighted that, in this final comparison, the parasitic ef-
fects of the inductor are neglected. The following notation has been adopted:
IO indicates the integer-order RLC circuit, FO-S is used for the simulated
FO-RLC circuit, and FO-R for the implemented FO-RLC circuit.

Results reported in the table give evidence of the fractional-order nature
of the implemented circuit. Furthermore, the values for the real FO-RLC
implementation are in agreement with the analytical model, confirming the
applied model goodness of fitting in the investigated frequency range.
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3.3.2 Fractional-Order Lead Compensator

In this application, a Fractional-Order Lead Compensator (FOLC) is physi-
cally realized by means of the C130B. As mentioned in the previous section,
the CPE parameters are changed from its original characterization. The fol-
lowing parameters will be used in this experiment: α = 0.85, C = 1.2 nFsα− 1.

The objective of this study is to design and implement a robust controller
for the following second-order system:

P (s) = k

(1 + τ1s)(1 + τ2s)
(3.21)

where k = 1000, τ1 = 2.4× 10−3 s and τ2 = 0.8× 10−3 s. The constraints for
the controller design are:

• desired crossover pulsation ωt,des = 2π · 4 · 103 rad s−1;

• required phase margin Mϕ = 60 deg;

• gain and pole variation rejection in the frequency range 1 kHz to 10 kHz.

The synthesis of the controller will be performed in the frequency domain.
Its corresponding Bode diagram is reported in Fig. 3.38.
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Figure 3.38: Bode response of the system plant to be controlled

It can be observed that the pulsation of the system is more or less the
same, while it is required a phase lead of about 60 deg. According to Sec.
1.3, in order to avoid gain or pole variation rejection, it is required that the
controller should be of fractional order because it is able to provide a flat
phase in the desired crossover frequency neighbourhood.

Design procedure

The FOLC transfer function that will be considered in the following is:

C(s) = KC
τzs

α + 1
τpsα + 1 (3.22)

As stated in Sec. 1.3, (3.22) is the transfer function for the active realiza-
tion of a FOLC. The regulator parameters have been defined by a frequency
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domain design procedure. In particular, the FO α has been put equal to the
α-order of the C130B device. On the other hand, the pole and zero of the
controller have been chosen in order to fulfill both the crossover frequency
ωt,des and the phase margin Mϕ specifications. Furthermore, the tuning pro-
cedure has been performed by finding the values of τz and τp such that the
phase response of the open-loop system (i.e., C(s)P (s)) is constant for all the
frequencies of the decade in which the crossover frequency belongs. In partic-
ular, the exploited parameters are listed in Tab. 3.8, while the Bode diagrams
of the plant and the overall open-loop system are depicted in Fig. 3.39. With
these identified parameters, it is possible to notice that the phase response is
constant at about −120 deg from 1 kHz to 10 kHz, providing a phase margin
of ∼60 deg while, looking at the magnitude response, it can be noticed that
the desired crossover frequency is at about 4 kHz, satisfying both the imposed
constraints.
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Figure 3.39: Bode diagrams of the plant and the open-loop system

Parameter Value
KC 0.25

τz [s1/α] 0.0889× 10−2

τp [s1/α] 0.2667× 10−4

Table 3.8: Parameters of C(s)

To test the validity of the proposed controller, the open-loop system is
closed with an unitary feedback. Therefore, its robustness towards pole and
gain variations are investigated. Furthermore, the comparison with the IO-
compensator is performed by taking into account the parameters of Tab. 3.8
and setting α = 1 in order to understand the main role of the fractional-order
α.

Gain variation: To provide significant proofs for the isodamping property,
the gain k of the plant has been varied from its nominal value in order to test
the controller robustness. In particular, the gain has been changed from 800
up to 2000 with a step of 100. The nominal gain, both for the FO- and the
IO-compensator, has been marked with circles. For each variation, the step
response has been computed and results are reported in Fig. 3.40, where on
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the left side the FO-closed-loop system responses are depicted, while on the
right side the IO ones.
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Figure 3.40: FO- (left) and IO-closed-loop systems (right) responses for dif-
ferent gain

Employing the FO-compensator, the closed-loop system maintains the
same overshoot despite of the gain variation, even when the plant gain has
been doubled from its nominal value. Additionally, the bigger the gain, the
smaller the rising time: increasing the gain of the plant, the crossover fre-
quency of the plant increases as well. Therefore, the system is faster.

On the other hand, the IO-regulator determines a less dumped response
and, besides, the overshoot increases when the gain increases too. In conclu-
sion, the IO-compensator is not able to maintain the same overshoot if the
gain varies, while this property is easily achieved by the FO-controller.

τ1 variation: In this paragraph, the variation of the first pole will be in-
vestigated. More specifically, the first time constant τ1, whose nominal value
is equal to 2.4× 10−3 s1/α, has been varied with a step of 0.1× 10−3 from
1× 10−3 s1/α to 4× 10−3 s1/α: by changing this value, the crossover frequency
of the open-loop system decreases from 7 kHz to about 2 kHz, covering, hence,
a greater frequency variation. In this way, the pole variation moves the
crossover frequency inside the constant-phase zone. The comparison of the
responses are reported in Fig. 3.41.
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Figure 3.41: FO- (left) and IO-closed-loop systems (right) responses for dif-
ferent τ1

Also in this case, the FO-closed-system responses are more stable and less
affected by the pole variation: there is an increasing of the rising time when
τ1 increases, but the overshoot changes of about ± 1% for the minimum and
maximum investigated τ1 values, respectively. On the contrary, the IO-closed-
loop system responses are less robust, as it can be noticed by the overshoot
variation and also by the pseudo-period of the oscillations.

τ2 variation: In this last paragraph, the variation of τ2 will be studied. The
time constant, whose nominal value is 0.8× 10−3 s1/α, has been varied from
0.4× 10−3 s1/α to 1.6× 10−3 s1/α. Obtained step responses are drawn in Fig.
3.42.
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Figure 3.42: FO- (left) and IO-closed-loop systems (right) responses for dif-
ferent τ2

Although the crossover frequency is in the constant-phase zone of the
open-loop system, due to the position of τ1, the system seems less robust to-
wards τ2 changes: an overshoot variation of about ±4% can be detected. Nev-
ertheless, the FO-response does not show significant variations from the nom-
inal one and, additionally, none pseudo-oscillations like the IO-counterpart
arise.
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Experimental setup

In this section, the experimental setup of the entire control loop will be de-
scribed. In each paragraph, the tuning procedure of the analog configuration
will be compared with its simulated counterpart, in order to check if there
any mismatched with the reported simulation analyzed before.

Controller: The controller has been implemented taking into account the
schematics of Fig. 1.3, tuning the resistor values in order to have the param-
eters reported in Tab. 3.8 according to the following expressions,

τz = (R1C)1/α

τp =
(
R1 ·R2
R1 +R2

· C
)1/α

k =
(

1 + R3
R4

)
· R2
R1 +R2

The related parameters are, then, listed in Tab. 3.9, while the obtained
transfer function, labelled as Ca(s), is evaluated in (3.23).

Parameter Value
R1 [kΩ] 748
R2 [kΩ] 22
R3 [kΩ] 1
R4 [kΩ] 7

Table 3.9: Resistance values for the analog implementation of C(s)

Ca(s) = 8s0.85 + 8912.7
s0.85 + 38993 (3.23)

The controller has been implemented by using a LT1007 operational am-
plifier, as shown in the red shape inside Fig. 3.43A . Furthermore, to assure
the fairness circuit implementation, its frequency response has been mea-
sured with the E5061B from 5 Hz to 1× 105 Hz, whose electrical connections
are shown in Fig. 3.43B.

The frequency responses of the nominal controller C(s), the tuned one
Ca(s) and the real circuit implementation are show in in Fig. 3.44. The
tuned controller is slightly different in the magnitude response of less 1 dB
with respect to the nominal one, while no significant difference can be detect
in the phase response. The real controller Bode diagram is almost identical
to the tuned one up to 10 kHz, validating the implementation of the regu-
lator. Furthermore, the real compensator suffers of parasitic effects at high
frequencies, as the phase response slope changes from 10 kHz: probably, a
parasitic pole acts beyond the investigated frequency range, limiting its em-
ployment. To give further evidence of the FO-controller benefits, in the figure
the integer-order compensator CI(s) counterpart has been also presented. It
has been obtained with the identical gain and time constants but fixing α = 1.
Both the magnitude and the phase responses are completely different from
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the fractional-order one.

In the following, all the simulation results of the controller will be done
by considering Ca(s), in order to match with the real compensator described
in Fig. 3.43A.

(a) Controller implementation

(b) Frequency response measurement

Figure 3.43: Implementation and frequency measurement setup for the FOLC
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Figure 3.44: Bode diagrams of the nominal, tuned, real and integer-order
controllers
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Plant: The plant of (3.21) has been implemented by using two inverting
Miller’s integrators according to the schematics of Fig. 3.45, exploiting two
LT1007 opamps.

Rf1

Rm1

C1

Rf2

Rm2

C2

Vin
Vout

Figure 3.45: Electronics schematics of P (s)

The gain and the two time constants of P (s) can be computed by the
following relationships, while in Tab. 3.10 the obtained capacitance and re-
sistance values are reported.

τ1 = Rf1C1

τ2 = Rf2C2

k =
(
−Rf1
Rm1

)
·
(
−Rf2
Rm2

)

Parameter Value
Rf1 [kΩ] 100
Rm1 [kΩ] 1
Rf2 [kΩ] 33
Rm2 [kΩ] 3.3
C1 [nF] 24
C2 [nF] 25

Table 3.10: Resistance and capacitance values for the analog implementation
of P (s)

Also in this case, the comparison between the nominal plant and the tuned
one are compared in Fig. 3.46. Unfortunately, the real frequency response has
not been taken due to the high gain of the process that cannot be investigated
by the network analyzer.



Chapter 3. Carbon Black-based FOEs 61

10
1

10
2

10
3

10
4

10
5

Frequency [Hz]

-50

0

50

M
a

g
n
it
u
d

e
 [
d

B
]

P(s)

Tuned P(s)

10
1

10
2

10
3

10
4

10
5

Frequency [Hz]

-200

-100

0

P
h
a

s
e

 [
d
e
g

]

Figure 3.46: Bode diagrams of the nominal and tuned plants

Open-loop system: Once both the controller and the plant have been
implemented, a first analysis on the open-loop system has been performed.
In particular, taking into account the real controller frequency response, the
Bode diagram of the open-loop TF (i.e., simulated plant and real controller)
has been evaluated in order to understand if the real implementation fits the
nominal behaviour of the system. In addition, also the IO-open-loop system
is depicted with the aim of highlighting the difference with the proposed
compensator.
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Figure 3.47: Bode diagrams of simulated, real and integer-order open-loop
system

The IO-open-loop system does not have any constant-phase zone and,
therefore, the required constraints are not satisfied. On the other hand, the
real open-loop system implemented with the C130B fits almost well the nom-
inal open-loop system response, both in the magnitude and in the phase.

Closed-loop system: Finally, the unitary feedback action has been real-
ized by implementing a differential amplifier with R = 1 kΩ and a LT1007
as opamp. The overall system is schematized in Fig. 3.48, where the first
opamp implements the feedback action, the second one takes into account
the FOLC and the last two opamps are related to the plant implementation.
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In particular, y represents the system output, Vin the signal reference and
Ve the closed-loop error.

Rf1

Rm1

C1

Rf2

Rm2

C2

α

C

R1

R2

R3

R4

R

R

R

R

y
y

Vin

Ve

u

Figure 3.48: Electronics schematics of the full analog closed-loop system

However, in the real circuit implementation, two non-inverting voltage
buffers have been mounted before and after the FOLC to avoid any further
influence or impedance coupling.

The overall circuit is shown in Fig. 3.49, where in the first breadboard the
feedback action is implemented (top) and the input buffer for the controller
(bottom), the second and third ones are related to the FOLC realization and
the regulator output buffer, respectively, while, in the fourth, the plant has
been mounted with the two Miller’s integrators.

Figure 3.49: Real implementation of the overall closed-loop system

Results

Taking into account all the considerations made above, the simulations of the
whole system have been performed by changing, once at time, the resistance
values related to the gain k and the time constants τ1 and τ2. In details, the
comparison with the simulated system will be always reported to highlight
any difference with the real circuit.

The nominal system response has been performed by providing a square
wave as input and it has been measured with a standard oscilloscope, whose
screenshot is reported in Fig. 3.50.
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Figure 3.50: Screenshot of the nominal closed-loop system response

The comparison of the acquired response with the simulated closed-loop
system is depicted in Fig. 3.51. It can be noticed that some mismatches
arise with the simulated response: the real system is more damped than
the simulated one (about 8% smaller). This phenomenon probably is due
to leakage of energy caused by the breadboards and wires of the all four
breadboards used during the experiment. Moreover, the two responses show
a different rising time. These values have been measured and their difference
is about 46.4 µs: such a small discrepancy can be accepted considering that
the entire circuit is mounted in the breadboards.
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Figure 3.51: Input, acquired and simulated closed-loop system responses in
the nominal conditions

In the last three paragraphs, the three parameters variations will be in-
vestigated, providing the lists of resistance values used and the related plots
for the comparison with the simulated system.

Gain variation: The real circuit gain k has been changed from 800 to 1200
with a step of 100, according to the different Rm2 values of the analog circuit
of Fig. 3.48. In particular, the different values are listed in Tab. 3.11.
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Gain Rm2 [kΩ]
800 4.09
900 3.61
1000 3.3
1100 3
1200 2.73

Table 3.11: Values of Rm2 for the tested plant gains

The resistance values have been obtained with a trimmer, which has been
measured with a bench multimeter. The measurements have been performed
in the same working conditions, and they are depicted in Fig. 3.52, where on
the left the simulated responses are shown, while on the right the acquired
ones. More specifically, a zoom of the transient response have been taken in
Fig. 3.52B. From these two figures, it can be observed that the real system
follows the same behaviour of the simulated one, as the gain varies. In par-
ticular, the time difference between the first response (i.e., k = 800) and the
last one (i.e., k = 1200) of both real and simulated systems are comparable,
about 28.8 µs and 25.6 µs, respectively.
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Figure 3.52: Comparison between simulated and acquired FO-closed-loop sys-
tems for different plant gain
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τ1 variation: After the gain, also τ1 has been varied in order to understand
if the real circuit follows the nominal behaviour. More specifically, the time
constant has been varied from 2.2× 10−3 s1/α to 2.6× 10−3 s1/α with a step
size of 0.1× 10−3. In this case, according to the plant implementation of Fig.
3.45, both Rm1 and Rf1 have been changed, and their values are defined in
Tab. 3.12. Also in this case, the two resistance values are obtained with a
trimmer and, then, measurements have been performed. Results are reported
in Fig. 3.53, where on the left the simulated responses are evaluated and on
the right the acquired ones.

τ1 Rm1 [kΩ] Rf1 [kΩ]
2.2× 10−3 s1/α 0.915 91.680
2.3× 10−3 s1/α 0.963 95.815
2.4× 10−3 s1/α 1 100
2.5× 10−3 s1/α 1.02 104.12
2.6× 10−3 s1/α 1.073 108.38

Table 3.12: Values of Rm1 and Rf1 for the tested time constant τ1
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Figure 3.53: Comparison between simulated and acquired FO-closed-loop sys-
tems for different τ1
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Despite of the aforementioned mismatches in the overshoot and rising time
that have been justified, the acquired responses maintain the same overshoot
and also the dynamics are comparable with the simulated ones, as the zoom
of Fig. 3.53B highlights.

τ2 variation: In the last analysis, τ2 has been varied from 0.6× 10−3 s1/α to
1× 10−3 s1/α with a step size of 0.1× 10−3 s1/α. Also in this case, taking into
account the Miller’s integrators implementation, both Rm2 and Rf2 values are
computed to match with the interested time constants and they are reported
in Tab. 3.13.

τ1 Rm2 [kΩ] Rf2 [kΩ]
0.6× 10−3 s1/α 2.467 23.980
0.7× 10−3 s1/α 2.813 27.990
0.8× 10−3 s1/α 3.3 33
0.9× 10−3 s1/α 3.690 36.030
1× 10−3 s1/α 4.054 39.975

Table 3.13: Values of Rm2 and Rf2 for the tested time constant τ2

The comparison between the acquired measurements and the simulated
step responses is depicted in Fig. 3.54. As reported in the paragraph 3.3.2,
the overshoot increases when the time-constant τ2 increases as well. More in
details, the percentage of overshoot increasing is comparable (almost 3% in
both cases). Besides, the rising time increases with τ2.

In conclusion, all these results allow to validate the usage of the C130B as
CPE for control applications: indeed, its robustness has been proved by vary-
ing all the parameters of the plant to be controlled and the device stability
has been also demonstrated considering the several tests that have been per-
formed with this experimental setup. Furthermore, the comparison with the
IO-lead compensator counterpart has allowed to give evidence of the efficiency
of the Fractional Calculus in the automatic control field.
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Figure 3.54: Comparison between simulated and acquired FO-closed-loop sys-
tems for different τ2
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Chapter 4

Bacterial Cellulose-based
FOEs

As stated in the Introduction, one of the most important problem in the mod-
ern technology is strictly related to the amount of non renewable materials,
energy and the quantity of produced electronics. Due to the low-cost of com-
mercial electronics, their utilization life is reduced compared to the products
of fifty years ago. The huge quantity of unused electronics, also defined as
electronics wastes (e-wastes), determines significant issues in their correct dis-
posal.
Actually, it has been estimated that 44.7× 109 kg of e-wastes have been pro-
duced in the 2016, an equivalent of about 4500 Eiffel towers [95], and the
amount of e-wastes increase every year: WEEE forum estimates that every
person will produced in the 2021 an average of e-wasteS of about 7.6 kg - so,
overall, 57.4× 109 kg [96]. Indeed, the COVID-19 outbrake has highlighted
the increasing demand of electronics, from wireless headphones to computers
for smart working or e-learning. The main drawback of such a demand is
that only a small percentage of discarded devices are correctly disposed [97].
Obviously, this might lead to the release of dangerous chemical matter in the
environment that can affect our health. For this reason, the most important
companies are working on new technologies to recover components and ma-
terials to reduce the amount of e-wastes [98], [99].
Considering all these aspects, a new greener and ecological technology should
be realized. In particular, in the electronics field, a new class of electronics has
to be proposed with the aim of maintaining (or improving) the already exist-
ing performances and, above all, respecting and protecting the environment.
The aforementioned objectives can be fulfilled by exploiting new materials,
produced in an eco-friendly way with small energy quantities and ease of dis-
posing.

In such a context, the proposed work introduces a new possible technology
for realizing a new class of green capacitors by exploiting the cellulose, which
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is the most common biopolymer on Earth. In details, the cellulose produced
by bacteria will be employed due to its eco-friendly production and ease of
disposing. As demonstrated in the previous chapters, the possibility of having
more degree of freedoms allows to achieve more robust performances. There-
fore, the realized capacitor is always described inside the Fractional Calculus
framework: in this way, the possibility of realizing a green device with en-
hanced performances is investigated.

The chapter will be divided as follows: in the first section, a brief overview
of the Bacterial Cellulose will be provided; then, the FOE realization and
characterization will be described. Finally, some further investigations on the
Bacterial Cellulose-based FOE are conducted.

4.1 Overview
Bacterial cellulose (BC) is an organic compound with the formula (C6H10O5)n
generated by some bacteria species, likeAcetobacter, Agrobacterium or Sarcina.
Although BC has the same chemical formula of the pulp-based counterpart,
the former shows very different macromolecular structure and unique propri-
eties, as demonstrated in the next section.

The BC production has been studied from different scientists evaluat-
ing the type of bacteria or the necessary biochemical reactions [100], [101].
Furthermore, it has also been proven that BC can be produced in typical
laboratory conditions [102], without excessive use of water, energy, or other
non-eco-friendly procedures, which are required by the pulp industry. BC can
be obtained by commercial tea bags, sucrose, bacteria and yeast strain. A
catalyst like acetic acid can be employed to increase the yield, control the
pH or the temperature, while sodium hydroxide is used for the final product
purification. The final BC pellicle is shown in Fig. 4.1.

Figure 4.1: BC pellicle.
Credits: Wikipedia.

4.1.1 Proprieties and applications

As said before, the BC and pulp-based cellulose are represented by the same
chemical formula showing, however, different properties. Due to BC funda-
mental components, it is classified as polysaccharide and shows polymeric
characteristics.
The main BC proprieties are [103], [104]: more chemically pure, high water

https://en.wikipedia.org/wiki/Bacterial_cellulose


Chapter 4. Bacterial Cellulose-based FOEs 70

capability holding, greater polymerization and, so, a greater tensile strength,
more crystalline structure and it shows an ultrafine network architecture.
These two last proprieties allow BC to have a greater moldability and the BC
chains can aggregate to form ribbon-like micro-fibrils with a width of some
nm, which are smaller than the plant cellulose ones and make the BC more
porous. These fibrils are insoluble and inelastic and create a dense retic-
ulated structure which is stabilized by the presence of hydrogen, having a
tensile strength comparable to the steel [105].
The Young’s modulus, which expresses the relationship among stress and
strain in linear elasticity regime, is in the order of GPa in any polymeric
sheet and is maximum across the plane of the sheet. This behaviour is in
accordance to what said before and allows to define the BC structure as a
“super-molecular” one.

Related to BC applications, the compound is employed in several different
fields such as medical application, electro-active polymers, magnetic sensors
and electronics industry. In the next subsections, a brief description of the
aforementioned applications is provided.

Electro-active polymers

This application here reported is based on the study of Kim et al. [105].
Electro-Active Polymers (EAPs) are particular structures that exhibit a de-
formation if they are subjected to an electric field. They find a lot of appli-
cations in bio-inspired sensors, biomedical devices, artificial muscles, photo-
voltaic cells, chemical sensors, organic light-emitting diodes and touch panels.
A great challenge is to exploit BC for its peculiar proprieties (like its high
tensile strength or dense reticulated structure) with the aim of producing an
eco-friendly electro-active actuator.
However, two main problems arise due to the BC utilization:

• interface between BC and metallic electrode;

• performance enhancement in dry air.

The first problem arises when a long utilization of BC is made: indeed,
electrodes come loose from the BC. This problem can be solved using more
flexible and conducting polymers: in this way BC can still be used as EAP.
As solution, this study proposes a particular approach where a tri-layered
structure is developed: in the middle there is the BC properly treated (as it
will be explained below), while layers (i.e., electrodes) made up with poly(3,4-
ethylenedioxythiophene)poly(styrenesulfonate) PEDOT:PSS are used as ex-
ternal face sheets.

The second issue is strictly related to the deteriorating system perfor-
mances because, in hydrate conditions, BC swells up. To overcome such a
drawback, Kim et al. proposed to employ Ionic Liquids (ILs). ILs are or-
ganic solvents and they can be chosen according to the BC application. They
exhibit a lot of advantages like high ionic conductivity, high thermal stabil-
ity, non-volatile and non-flammable properties. They can also be used as
electrolytes for electrochemical capacitors and EAP actuators. Example of



Chapter 4. Bacterial Cellulose-based FOEs 71

the most common ILs used are 1-ethyl-3-methylimidazolium tetrafluorobo-
rate (EMIM-BF4) and 1-butyl-3-methylimidazolium chloride (BMIM-Cl).

To make sure that BC absorbs a great quantity of ILs, it has been properly
prepared. A simple freeze-dry method at −50 ◦C for 24 h is applied, showing
good results: the treated BC has a more porous structure and able to hold
more ILs.

Finally, the overall sandwich structure reported in Fig. 4.2 can be tested
as EAP.

Figure 4.2: BC EPA structure.
Credits: Kim et al. (2013)[105].

If an external voltage is applied, two main electrochemical reactions will
occur: at the anode there will be an electrochemical reduction, while at the
cathode an oxidation, thanks to the PEDOT:PSS layers that absorb ions
(cations or anions) and re-eject counter-ions from the other layer. Cations
and anions generate an ions migration in different size (anions molecular size
is smaller than the cations one) and, hence, the applied external voltage
determines a large bending deformation, as Fig. 4.3 highlights.

Figure 4.3: BC EPA deformation.
Credits: Kim et al. (2013) [105].

As the figure shows, BC acts as electro-active actuator and the ILs pres-
ence allows to have a more porous structure and better electrochemical reac-
tions in the external layers (i.e., electrodes).
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Experiments reported in [105] use both EMIM-BF4 and BMIM-Cl, guaran-
teeing different performances.

Magnetic sensors

This application here reported is based on the study of Zheng et al. [106]. BC
is used to create a flexible magnetic membrane and synthesize in situ FeO4
particles. Due to their nature, magnetic nanoparticles tend to aggregate and
change the mechanical proprieties of the matrix in which they are diffused.
This study, using the particular dense reticular structure of the BC, tries to
diffuse homogeneously nanoparticles using an ultrasonic irradiation. Consid-
ering the appropriately treated BC reticular structure and iron ions diffused
inside, the aforementioned nanoparticles are able to anchored on some BC
fibers (in which there are polar hydroxyl groups) and synthesize FeO4 parti-
cles according to this simple chemical reaction:

Fe2+ + 2Fe3+ + 8OH− → Fe3O4 + 4H2O. (4.1)

From (4.1), it can be detected that also water molecules are produced and
kept by the BC due to its water absorption propriety. The general process
and the obtained reticular structure are reported in Fig. 4.4.

Figure 4.4: BC-based magnetic membrane formation process.
Credits: Zheng et al. (2013) [106].

The BC membrane is prepared according to these following steps:

• BC membrane is boiled in NaOH solution and then washed into distilled
water (nytrogen was bubbled to prevent oxidation) until it becomes
neutral;

• Solutions with Fe are prepared and dissolved in the above-mentioned
distilled water;

• BC membrane is then immersed for 12 hours in the prepared solutions;

• At the end, BC membrane is then immersed into the distilled water
differently treated: simple aqueous solution of NaOH (indicated as “b.”),
aqueous solution of NaOH with ultrasound irradiation (indicated as
“c.”), and again this last one with ethylene glycol (indicated as “d.”)
This particular solution is represented in the last part of Fig. 4.4.



Chapter 4. Bacterial Cellulose-based FOEs 73

The untreated BC and the different membranes are shown in the next
figure using the Field Emission Scanning Electron Microscope according to
the above discussed legend (the untreated BC membrane is indicated as “a.”).

Figure 4.5: BC structure with FeO4 particles.
Credits: Zheng et al. (2013) [106].

Looking at the figure, different reticular structures are defined. In any
case, these membranes show a small hysteresis loop with low remaining mag-
netization, allowing to define them as “super-paramagnetic material”. In par-
ticular, the ultrasonic irradiation provides a lower saturation magnetization
(the ethylene glycol surround each magnetic particles) and gives the possibil-
ity to magnetically actuate the treated membranes, as Fig. 4.6 reveals.

Figure 4.6: BC membrane actuated by a magnet.
Credits: Zheng et al. (2013) [106].

Fig. 4.6 highlights the flexible nature of the membrane and, in particular,
neither thermal nor mechanical proprieties have got worse: the presence of
FeO4 improves both thermal stability (it is also higher in those membranes
treated with ultrasound irradiation) and Young’s module due to a more dense
structure and in particular the maximum value is obtained for the membrane
treated with ethylene glycol.
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4.2 Bacterial Cellulose-based capacitor
The presented applications have highlighted the possibility of using BC as
a green material in the electronics field. The feasibility of obtaining a new
type of capacitor, where BC is employed as dielectrics in a parallel plate
configuration, has been realized in the 2019 [107] and will be presented in
this section. In details, the features of the materials will be described and the
evidence of the fractional-order nature will be demonstrated.

4.2.1 Materials

The BC employed for the device realization, has been purchased from Bio-
Faber s.r.l.s. and used without any further manipulation. It has been obtained
by a culture of Acetobacter xylinum, see [102] for further details on the pro-
duction procedure, as dehydrated sheets of about (230× 280× 0.04) mm3.
A square of roughly 5 mm has been cut and it has been used as dielectrics.
Finally, the parallel plates have been realized by exploiting conventional sin-
gle side Fr4 Copper laminated card. The overall device, during its assembling
phases, is depicted in Fig. 4.7. The final size of the assembled device is 11 mm
× 31 mm × 4 mm.

(a) BC dielectrics (b) BC dielectrics and Fr4 cop-
per electrodes

(c) Assembled device (d) General schematics

Figure 4.7: BC-based device
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4.2.2 FOE characterization

The electrical characterization has been performed by means of the Keysight
Network Analyzer E5061B, whose general schematics is drawn in Fig. 4.8.

Figure 4.8: Schematics of the measurement with E5061B

The instrument setup used during the measurement is the following:

• Logarithmic sweep in the range 100 Hz to 30× 106 Hz;

• Intermediate Frequency BandWidth (IFBW): 100 Hz;

• 201 points logarithmically distributed in the investigated domain;

• Averaging factor: 64.

More specifically, three different samples, labeled as #1, #2 and #3 have
been realized. As example, the screenshot of a performed measurement is
reported in the next figure.

Figure 4.9: Frequency measurement of the BC-based FOE.
Credits: [107]

The frequency response of the BC-based FOE exhibits a constant phase-
lag of about −80 deg in the high frequency range, more specifically from
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1 kHz to 1000 kHz. For such a reason, the proposed EECM of Fig. 4.10
takes into account a FO-capacitor. Furthermore, the resistor R1 models the
electrodes/contact resistance and it has been directly measured and set ap-
proximately to 0.5 Ω, while the parallel FO-R2C describes the BC electrical
behaviour. The overall impedance of the proposed model is reported in (4.2)

Z(s)BC = R1 + 1
1 +R2Csα

(4.2)

Figure 4.10: BC-based FOE EECM.
Credits: [107]

The realized devices have been tested in typical lab conditions and, for
each of them, ten different measurements have been performed and identi-
fied. More specifically, the system parameters of (4.2) have been identified
by applying the GAs with the following parameters:

• Number of individuals: 300;

• Maximum number of iteration: 1000;

• Generation gap: 0.90;

• Precision: 10;

• Number of variable: 3.

Related to the objective function, the same cost function J defined in
(3.4) has been exploited to find out the best parameter values. As example,
a comparison of the Bode diagrams between a performed measurement and
its equivalent simulated impedance for the sample #3 is shown in Fig. 4.11.
More specifically, the error diagram (in absolute value) between measurement
and correspondence model is depicted in Fig. 4.12. It can be noticed a
maximum magnitude error of 1 dB and a phase error of less than 20 deg. Such
a discrepancy is caused by measurement noise due to the employed network.



Chapter 4. Bacterial Cellulose-based FOEs 77

10
3

10
4

10
5

10
6

Frequency [Hz]

90

100

110

120

130

M
o
d
u
le

 [
d
B

]

Measurement

BC-based FOE EECM

10
3

10
4

10
5

10
6

Frequency [Hz]

-80

-70

-60

-50
P

h
a
s
e
 [
d
e
g
]

Figure 4.11: Bode diagram comparison for #3 sample
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Figure 4.12: Bode diagram for #3 sample model error

It can be detected that the BC-based device can be modeled as a FOE in
the investigated frequency domain with a phase-angle ripple of about ±5 deg
in 1× 104 kHz to 1× 106 kHz. The overall parameters for each sample and
its corresponding measurements are reported in Fig. 4.13, while in Tab. 4.1
the averaged parameters and their standard deviations are listed. From these
results, the BC-based device can be defined as a FOE with a fractional-order
of about 0.8.
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Figure 4.13: EECM parameters for each performed measurement
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Sample R2 [MΩ] σR2 [MΩ] C [nF/s1 - α] σC [nF/s1 - α] α σα
#1 3.205× 101 2.832× 101 0.1632 2.737× 10−2 0.816 0.009
#2 9.790 2.953 0.2014 5.148× 10−2 0.793 0.017
#3 3.813× 101 2.124× 101 0.1754 2.922× 10−2 0.799 0.009

Table 4.1: EECM averaged parameters and standard deviations

4.2.3 Model validation

In this subsection, the proposed model will be validate both providing some
possible explanations of its internal physical phenomena and analysing the re-
lationship between the pseudocapacitance and the integer-order counterpart.

Physical phenomena

The diffusion of charges carrier inside a dispersing medium has been reported
in Sec. 2.2.3 as possible explanation of solid-state capacitor fractional-order
behaviour. Gea et al. in the 2011 have investigated the structure of the BC,
and they discovered a three dimensional network of ultra-fine ribbon-shape
bundles of cellulose microfibrils [108]. To verify the BC employed nature,
a SEM (Scanning Electrone Microscope) analysis has been realized and re-
ported in Fig. 4.14. SEM micrograph has been obtained using a Cambridge
90 instrument and the sample has been fractured in liquid nitrogen. The
shattered surface has been sputter-coated with gold before the SEM micro-
graphs have been taken. Looking at the figure, it can be stated that even the
investigated BC in this study has a porous nature.
Furthermore, an XPS (X-ray Photoelectron Spectroscopy) analysis has been
performed in order to investigate the presence of species that can justify the
diffusion of mobile charges inside the network. The measurements have been
carried out on a VG Instrument electron spectrometer using a Mg Kα1,2 X-
ray source with an energy of 1253.6 eV. In details, the standard X-ray source
working conditions are: 300 W, 15 kV and 20 mA. The base pressure of the
instrument has been set tp 5× 10−10 Torr, while an operating pressure of
2× 10−8 Torr has been exploited. Pass energy values of 100 eV and 20 eV
have been used for widescans and narrowscans, respectively. The semiquan-
titative surface analyses have been performed by the determination of the
photoelectron peak areas, which are computed by multiplying the experimen-
tal values with the appropriate sensitivity factor. For acquiring the spectra,
a take-off angle of 80 deg has been chosen. Finally, the binding energies have
been referred to the C-H level at 285 eV.
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Figure 4.14: SEM micrograph of the BC section sample.
Credits: [107]

Figure 4.15: XPS widescan of BC sample.
Credits: [107]

From the XPS analysis of Fig. 4.15, the presence of different species can
be observed. More specifically, the presence of Carbon has been observed
with an atomic abundance of 64%, Oxygen 31%, Silicon contamination 3%,
and Sodium 2%. The sodium presence can be due to a residual of NaOH
deriving from the mercerization process, where the following reaction occurs:

(C6H10O5)n + NaOH→ (C6H9O4ONa)n + nH2O (4.3)

The sodium ions can interact with water, forming a solvation shell [109].
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In particular, the amount of water detected after drying of the BC samples
under investigation is about 4% by weight. Therefore, these solvated ions can
diffuse into the BC pores, being their transport facilitated when humidity
intake is higher. From this first analysis, the diffusion of positive charges,
i.e., Na+ according to the phenomena and hypotheses described before, is a
reasonable explanation of the fractional-order nature of the realized device.

Another investigation has been performed with the aim of understanding
how the water inside the BC-based FOE characterizes the “fractionality”of
the device.
The comparison has been conducted by extracting the water contained inside
one of the investigated BC sample and drying it overnight in a oven at 60 ◦C.
Subsequently, impedance measurements with the same experimental setup
defined before have been taken. Results of this investigation are given in Fig.
4.16. The values of C, R2 and α, identified for the dried sample, are reported
as straight lines. The (C, R2, α) mean values and corresponding 2σ intervals
are also drawn for the samples described in the previous section. Studying
the box plot, the capacitance values obtained for the dry device are outside
the corresponding 2σ intervals, while for the α-order there is an overlapping
with device #1. In conclusion, the performed analysis provides an indirect
evidence of how mobile charges and water play a role in the BC-based FOE
behaviour.
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Figure 4.16: Box plot diagram for parameters of the three investigated devices.
The corresponding values obtained for the dried device are reported as blue

straight lines

Sensitivity to external agents

Brunetto et al. [110], [111] have studied the influence on environmental agents,
such as humidity or temperature, in polymeric-based devices. Due to the
presence of water in the BC, a further investigation on the humidity and
temperature effects has been conducted in order to understand how they can
change the device behaviour and, hence, its fractionality. The first analysis
has been realized by sealing the device under investigation with a polyethy-
lene sheet: with this new setup, the BC-based FOE is insulated from external
humidity variations. Additionally, another sealed sample has been placed in-
side a polystyrene foam in order to avoid the device characteristics variation
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due to external temperature changes. The temperature has been maintained
constant when the device has not been used. The new setup is depicted in
Fig. 4.17.

(a) Unsealed and sealed devices (b) Sealed device inside
polystyrene foam

Figure 4.17: Sealed device to avoid humidity effects (left) and polystyrene box
to avoid external temperature effects (right)

For these two experiments, more attention has been focused on the α order
of the realized devices. The identified orders for the aforementioned analysis
have been compared with a previous nominal sample and reported in Fig.
4.18, where: ‘A’ represents the sample analysed in the nominal working con-
ditions, ‘B’ stands for the sample with the polyethylene sheet (i.e., subjected
only to temperature variations), and ‘C’ is the sample insulated from both
humidity and temperature changes. Neglecting the differences of the mean
values due to three different investigated devices, it can be observed that the
variability of α is reduced when the sample is not subjected to relative hu-
midity and the variability decreases further when the sample is completely
insulated from external environmental agents.
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Figure 4.18: Humidity and temperature effects on the α order.
A: typical lab working conditions; B: polyethylene sheet sealed sample; C.

polyethylene sheet sealed sample inside polystyrene foam box
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Effective and nominal capacitances comparison

A further evidence of the BC-based device fractional-order nature is provided
by analyzing the relationship between the pseudocapacitance and the effective
integer-order one, as already described in (2.2). The obtained values of Ci
are then compared with the nominal capacitances Cn, whose values have been
estimated by evaluating the materials properties of the dielectrics and devices
geometry:

Cn = ε · S
d
, (4.4)

where ε = ε0 ·εr is the dielectrics constant, S the electrodes surface, and d the
dielectrics thickness. In details, ε0 is the vacuum dielectrics constant and εr
the relative one, which is computed by analyzing the type of material placed
inside the parallel plates. Related to the BC relative dielectrics constant, it
has been evaluated considering its main components: water in a percentage of
4% (εr,w ≈ 80) and paper cellulose for the remaining part (εr,c ≈ 2). There-
fore: εr,BC = 0.96 · εr,c + 0.04 · εr,w ' 5.12.
Defining the parameters of the BC geometry, i.e., S = (6×5) mm2 = 3× 10−5 m2,
the dielectrics thickness d = 170 µm and the BC dielectrics constant εr,BC ,
the nominal capacitances Cn are computed and the comparison with C and
Ci is listed in Tab. 4.2. Looking at the values of Ci and Cn, it can be con-
cluded that the two capacitances are comparable, providing evidence of the
proposed EECM.

Sample C [nF/s1 - α] Ci [nF] Cn [nF]
#1 1.632× 10−1 1.796× 10−2 7.966× 10−3

#2 2.014× 10−1 1.693× 10−2 7.966× 10−3

#3 1.754× 10−1 1.600× 10−2 7.966× 10−3

Table 4.2: Comparison between pseudo-, equivalent integer-order and nominal
capacitances for the investigated samples

4.2.4 Application

The proposed BC-based FOE has been exploited for realizing a passive low-
pass filter, whose schematics is reported below, with a resistance equal to R
= 100 kΩ. This resistance value has been chosen in order to use the device
under investigation in the region where it acts as FOE.

Vin Vout

R

BC-based

FOE

Figure 4.19: Passive BC-based RC schematics.
Credits: [107]

The FO-low-pass filter frequency response has been measured with the
network analyzer E5061B. A screenshot of the performed experiment is de-
picted in Fig. 4.20. The evidence of the FO-nature has been highlighted by
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comparing the obtained response with a standard low-pass filter. In details,
the same resistor and a commercial integer-order capacitor of Ci = 22 pF have
been employed as main components. The capacitance value has been defined
in order to be as close as possible to effective capacitance of the investigated
FOEs at the cut-off frequency value. The Bode diagrams of the realized filters
are shown in Fig. 4.21, where it is quite evidence the difference both in the
magnitude slope response and in the asymptotic phase-lag value, confirming
the fractional-order nature of the proposed device.

Figure 4.20: BC-based FOE low-pass filter frequency response.
Credits: [107]
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Figure 4.21: Frequency response comparison between the FO- and IO- RC
filter implementations

4.3 Bacterial Cellulose with Ionic Liquids
A deeper analysis on the BC-based FOE has been conducted by exploiting
the Ionic Liquids (ILs). As already shown, the presence of ILs inside the
porous structure of the BC allows to enhance its performances thanks to
the increased ionic conductivity. In this work, several ILs (made of different
cations and/or anions) have been tested. However, only one of them has
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provided encouraging results. Therefore, in this chapter only the promising
ones will be provided, while in Appendix A the results for the other tested
ILs are reported.

4.3.1 EMIM-TFMS

In the conducted studies during the 2020 and 2021, see [112]–[114] the 1-Ethyl-
3-Methylimidazolium Trifluoromethanesulfonate (EMIM-TFMS) has been ex-
ploited as ILs to modify the BC characteristics. It has been purchased from
Alfa Aesar, and its main properties can be found in [115]. In the following,
the material preparation and the capacitor realizations are described.

Realization

The BC membrane employed during this experiment has been produced al-
ways by BioFaber s.r.l.s., with the same properties and characteristics of the
one presented in Sec. 4.2.1. Additionally to the BC preparation, the mem-
brane has been properly treated to remove the water contained inside it by
drying in an oven overnight. Therefore, the membrane has been soaked with
EMIM-TFMS for 24 h and then dried in a vacuum oven for 2 h with a fixed
temperature of 65 ◦C. The ILs uptake has been evaluated by comparing the
weights of the ILs-treated sample with the dried one and it was about 34%. It
has been demonstrated that anion component of the ILs strongly coordinates
to the carbohydrates’ hydroxyl groups with consequent disruption of inter-
and intramolecular hydrogen bonding between cellulose fibrils [116]. Such a
consequence allows to justify the high percentage of ILs inside the membrane.
Furthermore, due to this strong interaction, cellulose fibrils are easy wetted
by diffused ILs at room temperature, determining its swelling and the partial
hydrolysis on surface. The BC membrane immersed inside the EMIM-TFMS
is shown in Fig. 4.22.

Figure 4.22: BC membrane soaked inside the EMIM-TFMS.
Credits: [112]

From the sheet, a square of about 6 mm has been cut and put as di-
electrics between two rigid Fr4 copper electrodes (as already presented in
Sec. 4.2.1). Furthermore, taking into account the results of Sec. 4.2.3, the
realized capacitor has been sealed in a polyethylene sheet and, then, inserted
in a polystyrene foam to avoid influences of external agents. The device has
been stored in a controlled-temperature chamber at 10 ◦C. The unassembled
device is reported in Fig. 4.23A, while the final setup in Fig. 4.23B.
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(a) Frontal (b) Perspective

Figure 4.24: Picture of a typical measurement with E5061B

(a) Unassem-
bled device

(b) Final setup

Figure 4.23: BC-ILs-based FOE setup.
Credits: [112]

The frequency characterization has been performed by using the network
analyzer E5061B, with the following setup parameters:

The instrument setup used during the measurement is the following:

• Logarithmic sweep in the range 5 Hz to 30× 106 Hz;

• Intermediate Frequency Band Width (IFBW): 100 Hz;

• 201 points logarithmically distributed in the investigated domain;

• Averaging factor: 16.

It must be pointed out that starting from 1 MHz inductive parasitic ef-
fects occur and so, if it is not explicitly expressed, the identification or the
measurement itself are limited to that frequency bound. Each investigation,
during the three different campaigns described in the next subsections, has
been performed in the same working conditions by removing the sample from
the controlled-temperature chamber, exploiting its characteristics with the
E5061B and restoring the device again in the chamber. In details, two differ-
ent perspectives during a typical measurement are shown in Fig. 4.24.

Before going into the details of the aforementioned characterizations, the
comparison between the BC-based device and the BC-ILs-based FOE is de-
picted in Fig. 4.25. It can be easily observed that the presence of ILs de-
creases the magnitude response of about 40 dB, while the two phase responses
are completely different.
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In conclusion, it must be pointed out that all the considerations and re-
sults presented in the next subsection are related to the same sample, whose
investigation started in the end of 2019. This allows also to define a trend in
the physical phenomena that occur inside the membrane.
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Figure 4.25: Bode diagram BC-based device and BC-ILs-based sample

Low frequency range characterization

The first characterization has been realized between the 2019 and the 2020.
Starting from the measurement reported in Fig. 4.26 from 5 Hz to 1× 106 Hz,
the sample behaves as a CPE in the low frequency range.

For such a reason, a deeper analysis is restricted to the range 5 Hz to
1000 Hz by performing nineteen different measurements in the same nominal
conditions. The obtained magnitude and phase responses are collected in Fig.
4.27.

Analyzing the Bode diagrams, and in particular the phase responses, the
BC-IL-based sample exhibits an almost constant-phase response (different
from the standard −90 deg) at very low-frequency values. Furthermore, the
phase response starts to increase from 100 Hz, requiring also another com-
ponent besides a fractional-order capacitor. The proposed EECM is made
of a FO-RC group, whose configuration is schematized in Fig. 4.28. Such a
model has been chosen looking at the device frequency response: at very low
frequencies the phase response is almost flat and then it starts to increase.
This behaviour, therefore, requires a pole and a zero.
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Figure 4.26: Screenshot of a BC-ILs-based device frequency response measure-
ment.

Credits: [112]
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Figure 4.27: Bode diagram of the BC-ILs-based FOE restricted to the low
frequency range

R1 C

α

Figure 4.28: Proposed EECM

The impedance of the proposed model is represented by (4.5), which is
characterized by three different parameters.

Z(s) = R1 + 1
sαC

(4.5)

R1, C and the α order are identified by means of GAs (whose setup have
been defined in Sec. 4.2.2), while the cost function to minimize is described
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in (3.4), see Sec. 3.1.2. The box plot of the parameters for all the performed
measurements and the averaged ones (in black lines) are shown in Fig. 4.29.
In particular, the mean parameters values are listed in Tab. 4.3.
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Figure 4.29: Box plot and averaged values of the identified parameters for
each measurement

Parameter Value
R1 [kΩ] 6.1
C [nF/s1 - α] 200
α 0.70

Table 4.3: Averaged parameter values for the proposed EECM in the low
frequency range

To validate the proposed model, both module and phase errors, for each
measurement, have been computed with respect to the averaged model. The
corresponding maximum errors and their standard deviations have been there-
fore estimated. As far as the error module concerns, its maximum error and
standard deviation are eM = 3.6 dB and σM = 0.8 dB, respectively. Instead,
for the phase response error, the maximum error and the related standard
deviation are eϕ = 9 deg and σϕ = 2.2 deg.

A further proof of the FC requirement has been performed by trying to
model the averaged measurement of the conducted acquisition campaign with
a standard capacitor. This simulation has exploited the same GAs optimiza-
tion procedure and the same cost function, maintaining the same nominal
conditions used in the identification of the parameters. Results of such a
comparison are depicted in Fig. 4.30, where the measurements are compared
with the averaged integer-order model and the fractional-order one, obtained
with the parameter of Tab. 4.3. From the figure, it is quite evident that the
integer-order model is not able to fit the behaviour of the BC-ILs-based de-
vice, while the proposed EECM with the averaged parameters exhibits good
approximation capabilities.
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Figure 4.30: Bode diagram of each measurement, averaged integer-order model
(orange solid line) and averaged fractional-order one (black solid line)

Low and high frequency range characterization

After the low frequency range characterization, a deeper analysis has been
executed with the aim of defining a EECM in all the investigated frequency
domain, i.e., from 5 Hz to 1× 106 Hz. Two different measurement campaigns
have been conducted, covering a wide interval of time, from September 2019 to
March 2020, for an overall period of about 160 days (3900 h). Twenty different
observations have been performed in the same nominal conditions. The Bode
diagrams are reported in Fig. 4.31 where two clusters can be identified, G1 and
G2, for the first and the second campaign, respectively. G1 takes into account
the first ten measurement performed in the first month (700 h), while G2 the
remaining ones. Analyzing both the magnitude and the phase responses, a
drift effect can be detected: the device has an higher magnitude value and its
phase is shifted towards the low frequencies, maintaining the same bell-like
shape. Furthermore, although this group has been modeled with the same
procedure of G1, some parameters are not stable with respect to the analysed
measurement. For what stated before, even if the entire campaign will be
processed and identified, only the observations belonging to G1 will be deeply
investigated.
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Figure 4.31: Bode diagrams of the twenty performed measurements
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Additionally, in order to understand the physical phenomena that occur
in the BC-ILs-based device, the Nyquist plot has been obtained, see Fig.
4.32. In particular, the circular-like behaviour is due to high-frequency phe-
nomena, while the straight line corresponds to the low-frequencies [117]. The
BC-ILs-based device deviates from the nominal behaviour, where a semicircle
should be obtained at high frequencies, and a vertical line at the low frequency
range. The difference from the nominal case could be addressed to the dif-
fusion process of the mobile charges inside the composite. For this reason, a
deeper investigation about the physical phenomena that occur in a polymeric
electrolytes has been performed.
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Figure 4.32: Nyquist plot of a performed measurement belonging to G1

A possible model to explain all the diffusive phenomena for polymeric
electrolytes has been proposed by Qian et al. [118] and reported in Fig.
4.33. R1 represents the bulk resistance, C1 is an IO capacitor that models the
geometry of the BC membrane, C3 is a CPE of order β used for describing the
phenomena inside the BC membrane, and C2, of order α, denotes the double-
layer capacitance between the electrodes and the dielectrics. The parallel
block made of C3, C1 and R1 determine the high-frequencies behaviour of the
device, while the C2 capacitances the low-frequencies one.

R1

C1

C3

C2 C2

αα

β

Figure 4.33: Proposed EECM for modelling the BC-ILs-based device.
Credits: [114]

Evaluating the impedance of Fig. 4.33, its six parameters have been iden-
tified by applying the GAs, exploiting the same cost function of the previous
case, (3.4). The results of the identification for the two clusters are reported
in Fig. 4.34, where the vertical lines divide the G1 and G2 groups, respec-
tively. For sake of comparison, one single identified measurement for cluster
will be reported in Fig. 4.35. Looking at these diagrams, the model is able
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to reproduce correctly the behaviour of the cluster G1, while some evident
mismatches can be detected for the G2 cluster.
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Figure 4.34: Parameter trends for the proposed EECM.
Credits: [114]

Furthermore, a quantitative index has been computed for each measure-
ment in order to evaluate the goodness of fit of the performed procedure. The
Normalized Root-Mean-Square Error (NRMSE) has been evaluated for both
magnitude and phase responses: defining the acquired signal (i.e., measure-
ment) as xacq, and the corresponding estimaned one (i.e., EECM) as xest, the
goodness of fit F is equal to:

F = 1− |xacq − xest|
|xacq − xacq|

(4.6)

where · evaluates the averaged value of its argument. Equation (4.6) is the
one’s complement of NRMSE and, hence, it provides a value between [−∞; 1]:
the smaller the error, the better the quality of fitting. The F index has been
computed both for magnitude and phase responses and they are labelled as
FM and Fϕ, respectively. Their values are listed in Tab. 4.4. As stated
before, for the measurements belonging to G1, the fitting capabilities of the
proposed EECM are satisfactory, providing results of about 95 % for both FM
and Fϕ. On the other hand, the EECM performance for G2 are worst: despite
of a well-identified magnitude response, the phase response of the device is
not correctly fitted. Therefore, the derive effect in G2 is the cause for which
the proposed EECM is not capable to represent correctly the BC-ILs-based
device dynamics.
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(a) Fitting measurement beloning to G1
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(b) Fitting measurement beloning to G2

Figure 4.35: Comparison between proposed EECM and measurement Bode
diagrams for G1 and G2
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Measurement FM Fϕ
1 - 0 h 0.9641 0.9578
2 - 17 h 0.9850 0.9514
3 - 90 h 0.9920 0.9390
4 - 94 h 0.9914 0.9582
5 - 112 h 0.9922 0.9538
6 - 143 h 0.9928 0.9486
7 - 167 h 0.9855 0.9505
8 - 352 h 0.9916 0.9554
9 - 427 h 0.9885 0.9265
10 - 639 h 0.9347 0.9587
11 - 1654 h 0.9888 0.8785
12 - 1770 h 0.9749 0.8890
13 - 1798 h 0.9860 0.8604
14 - 1817 h 0.9773 0.8514
15 - 1935 h 0.9766 0.8449
16 - 3808 h 0.9868 0.8020
17 - 3809 h 0.9839 0.8383
18 - 3814 h 0.9875 0.7843
19 - 3831 h 0.9902 0.7997
20 - 3832 h 0.9838 0.7702

Table 4.4: Goodness of fit values for the two clusters G1 and G2

A final analysis has been performed to understand the role of the em-
ployed components in the EECM schematized in Fig. 4.33. For this purpose,
three different reduced models have been studied by removing, once at time,
the three different capacitors. They are labelled as EECM-1, EECM-2, and
EECM-3, where C1, C2 and C3 are not inserted in the model, respectively.
In details, in EECM-1 and EECM-3, the eliminated capacitors have been re-
placed by open circuits, while in EECM-2 by a short circuit. The impedances
of the three reduced circuits have been computed and their parameters have
been identified with the same procedure for the complete EECM. Results of
this comparison are shown in Fig. 4.36, where, as reference, the first mea-
surement of G1 has been considered.
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Figure 4.36: Comparison of reduced EECMs for a G1 measurement
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Although EECM-1 is capable to reproduce correctly the magnitude re-
sponse of the device, its phase response exhibits an increasing error with
respect to the frequency, up to a maximum error of about 20 deg. Worst
results are obtained with EECM-2, both in the magnitude and in the phase
responses. Finally, the comparison with EECM-3 can be discussed. Also in
this case, the magnitude response is almost fit well, while the phase one is
completely different from the real measurement.

In conclusion, the conducted analysis allows to validate the proposed
model, highlighting that none of the capacitors can be removed without loos-
ing good fitting capabilities, although the device behaviour derives over time.

BC-ILs-based device as CPE

From the characterizations described until now, it emerges that the device acts
as FOE because it cannot be modeled properly by means of IO-capacitors.
However, except for a limited frequency domain, it does not exhibit a CPE
behaviour.

The same sample, whose first observation has been performed in the 2019,
has been further subjected to a third measurement campaign from September
2020 to November 2020, covering an overall investigation period greater than
a year. The gap of six months is due to the outbreak of COVID-19 that has
not allowed to access to the university laboratories. Therefore, the device has
been stored in the controlled-temperature chamber for six months without
any external disturbances or influences. When the access to the laboratories
has been guaranteed, in September 2020 another measurement of the same
sample was performed (with the same experimental setup) with the aim to
verify if the device had found an electrical stability. The screenshot of the
measurement is reported in Fig. 4.37. Although the magnitude response has
almost maintained the same shape of the previous observations, the phase
response is completely different, showing a constant phase for about four
decades, starting from the low frequencies. For these preliminary results, it
seems that the material requires a cooling period to achieve this behaviour.
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Figure 4.37: Screenshot of BC-ILs-based device measurement performed on
09/2020.

Credits: [113]

A comparison of the Bode diagram for the three different campaigns is
shown in Fig. 4.38. G1 takes into account the measurements performed from
September 2019 to October 2019, G2 the observations from December 2019
to March 2020, while G3 from September 2020 to November 2020. From the
diagrams, it can be observed that G3 has an higher phase-lag from the other
two clusters. Furthermore, no magnitude slope changes can be detected in
G3, while it occurs both in G1 and G2. For this reasons, the measurement
campaign has been conducted for about three months in order to understand
the stability of this new behaviour.
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Figure 4.38: Bode diagrams for the three measurement campaigns G1 (2019/09
to 2019/10), G2 (2019/12 to 2020/03) and G3 (2020/09 to 2020/11)

More specifically, thirty-two measurements have been performed in the
same nominal conditions with the same experimental setup. The obtained
observations from 5 Hz to 1× 106 Hz are drawn in Fig. 4.39: in all of them it
is possible to detect a flat phase zone of about−35 deg from 5 Hz to 1× 104 Hz.
Additionally, no significant dispersion can be detect both in the magnitude
and in the phase responses. The former has a maximum difference of about
7 dB, while the latter of about 7 deg.
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Figure 4.39: Bode diagrams for the thirty-two measurements of the BC-ILs-
based device

The identification procedure has been restricted to the frequency range
where the device acts as a CPE in the same working conditions. In this case,
the GAs have to identify only two parameters. Furthermore, in this measure-
ment campaign, the objective function J has been computed by taking into
account the NRMSE for both the magnitude and phase responses that have
been already defined as FM and Fϕ. Hence, by putting w1 = w2 = 0.5, the
cost function can be evaluated as follows:

J = w1FM + w2Fϕ (4.7)

The parameters of the whole dataset have been computed and reported,
as boxplot, in Fig. 4.40, while in solid black lines the averaged values (i.e.,
C = 266.8 nF/s1− α and α = 0.378) are drawn. Therefore, in Fig. 4.41
a comparison between a performed measurement and its equivalent model
response is depicted, where a phase ripple of about ±2 deg can be observed.
Such a value is in accordance with the phase ripple of other CPEs realized
and discussed in the previous chapter, giving validity to define the sample as
CPE.
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Figure 4.40: Box plot of BC-ILs-based device for the G3 dataset
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Figure 4.41: Bode diagrams of a G3 measurement and related simulated re-
sponse

With the aim of validating the proposed model, the averaged parameters
have been exploited and compared with the entire G3 cluster (reported as
dotted markers), see Fig. 4.42. From the averaged model, the maximum
errors have been computed for both the magnitude and the phase responses.
As far as the magnitude response error concerns, the maximum residual is eM
= 4.763 dB with a standard deviation of σM of 1.013 dB, while the maximum
phase error is equal to eϕ = 5.399 deg with σϕ = 1.325 deg.
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Figure 4.42: Bode diagrams of obtained CPE model (solid line) and a G3
measurements (dotted marked)

As final study, the device has been used in a RC filter implementation
furnishing, as input, a square wave between 0 V and 1 V. However, the filter
response has not been in accordance with its EECM. Probably, when the
input has been provided, the charges motion has abruptly changed the device
internal thermal equilibrium, determining a different response. For such a
reason, some new observations of the device have been taken and compared
with the nominal behaviour. Therefore, the sample has been stored again
in the temperature-controlled chamber and three measurements have been
performed in order to verify its recover capabilities. The results of this study
are represented in Fig. 4.43
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Figure 4.43: Bode diagrams of the BC-ILs-based device before, during and
after the external temperature variation

Looking at the figure, the device has a different magnitude response with
a lower intensity after its employment in the filter implementation. This new
performance can be justified by a variation in the dielectrics viscosity that,
due to the provided energy and, hence, to an higher internal temperature,
allows the mobile charges to move easily. Furthermore, also a decreasing of
the phase response can be observed, loosing the flat zone in the low frequency
range. It must be pointed out that the device has not shown a fast recov-
ery capability. Indeed, the asterisk-marked responses have been taken after
8 h and 48 h that the device has been restored in the temperature-controlled
chamber, and no significant difference can be detected. For such a reason, the
next measurement (reported as green solid line) has been performed one week
later the implementation test, and it can be stated that the device has almost
restored its previous behaviour. Therefore, two up to seven days are necessary
to restore the BC-ILs-based sample conditions from temperature variations:
the diffusive phenomena which determine its fractional-order nature have a
very slow dynamics. In addition, the realized device cannot be used in real
circuit implementation with typical laboratory conditions.

Among the performance variation explanations and, hence, to propose a
proper device engineerization, a possible phenomenon to study can be due the
membrane degradation process, see Fig. 4.44. The contact between the mem-
brane and the copper electrodes determines some chemical reactions where,
due to the presence of ions inside, copper (or carbonates) salts are created
and deposited in the membrane itself, giving it a blueish colour. This phe-
nomenon has been retrieved both using the EMIM-TFMS, see Fig. 4.44, and
other ILs, as reported in App. A. In particular, the device represented in
Fig. 4.44 is another sample of BC imbibed with EMIM-TFMS, mounted in a
parallel-plate configuration and kept at room temperature.

Another important aspect to consider is related to the low temperature at
which the device is stored. Indeed, the temperature is responsible for slowing
down the described reaction between the electrodes and the membrane, as
the analysis performed in the entire year have demonstrated. On the other
hand, the temperature limits the possible applications of the BC-ILs-based
FOE.
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(a) Unused
BC

(b) Mounted
BC

Figure 4.44: Comparison between the unused BC (left) and the mounted
membrane inside the copper cards
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Chapter 5

Conclusions

The proposed thesis analyses the possibility of exploiting the Fractional Cal-
culus as a new framework in the automatic control field. In particular, its
advantages have been widely described in the first chapter, highlighting the
differences with the standard Integer Calculus.

Two main purposes for the conducted research can be detected: the real-
ization of new capacitors (integrators) with new functionalities and the pos-
sibility of developing such capacitors also in an eco-friendly way. Starting
from an overview of the state of art about the physical phenomena and possi-
ble realization of Fractional-Order Capacitors (or Constant-Phase Elements),
the attention has been paid in the CPE realization by means of a solid-state
technology.

The CB-based devices, presented in the third chapter, employ the Carbon
Black particles which are diffused inside a polymeric dielectrics matrix. The
capacitors have been realized by varying some technological parameters with
the aim to find out a well-described relationship between the fractional-order
α and the investigated parameters. Even if not significant trend has been
detected, a group classification, discriminated by the Curing Temperature,
has been discovered. Among the realized devices, two capacitors with dif-
ferent CB percentage and Curing Temperatures have been modeled as CPEs
and deeply studied in several applications, from simple RC circuit to a real
fractional-order controller.
Thanks to the fractional-order of the capacitor, it has been possible to realize
a full analog closed-loop system robust towards gain and pole plant variations
(see Ch. 3), providing a constant overshoot and a constant open-loop phase
response in an entire decade. Results of the possible implementation of this
technology are very encouraging, also due to their long-time stability. They
can be thought as a starting point for future research developments, such as
the packaging miniaturization or the investigation of other technological pa-
rameters that can determine the device fractional-order behaviour.
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The other proposed technology deals with Bacterial Cellulose, an organic
compound widely studied in different application fields. The choice of this
material allows to realize a eco-friendly device compared to the Carbon Black-
based ones. Thanks to the BC porous structure, the parallel-plate capacitor
exploits a fractional-order behaviour, broadly characterized both in typical
laboratory conditions and in controlled environment (i.e., avoiding temper-
ature and relative humidity influences). Furthermore, its characteristics has
been changed by imbibing the membrane with several Ionic Liquids, providing
different frequency responses. More specifically, among the analysed ILs, the
EMIM-TFMS has shown very interesting frequency responses. Although the
device lacks of stability, after the COVID-19 lockdown (March 2020) it has
shown a constant-phase response from the low frequency, covering about four
decades and maintaining this behaviour for more than three months. Also
in this case, results are very encouraging because this class of devices can
be realized without wasting too much energy and employing less pollutant
compared to the standard electronics. Future possible developments of the
conducted research could be the possibility of substituting the copper elec-
trodes, exploiting other eco-friendly ILs, studying a possible engineerization
process for the physical phenomena that have make the device a CPE, trying
also to overcame the stability issues and the sensitivity to external agents.



102

Appendix A

Investigated Ionic Liquids

In this Appendix, the other Ionic Liquids in which the BC membrane has
been immersed will be presented. Several proofs have been done by changing
the cation or the anion of the investigated ILs in order to understand how the
frequency response of the realized device varies. Unfortunately, no significant
results have been achieved.

For each presented device, the same realization procedure described in
the Ch. 4 has been fulfilled. Furthermore, they have been stored inside
the temperature-controlled chamber at 10 ◦C and investigated in the same
working conditions. After the measurement, they have been restored inside
the chamber.

A.1 EMIM-BF4
The first tested ILs is made of 1-Ethyl-3-Methylimidazolium tetrafluoroborate
(EMIM-BF4). These ILs have been chosen in order to analyze how the BC-
based device changes its frequency response by varying the anion (BF4 instead
of TFMS) of the already studied EMIM-TFMS. Twenty-eight measurements
have been performed from September 2019 to September 2020 for the same
device. For sake of clarity, only one measurement for each campaign will be
reported. Also in this case, the frequency response that derives over time,
without obtaining any flat phase zone. Furthermore, also the degradation
process has been observed for this device, as depicted in Fig. A.2.
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Figure A.1: Bode diagrams of the BC-EMIM-BF4-based device

Figure A.2: BC-EMIM-BF4 degraded membrane

A.2 EMIM-BF4-TFMS
Another device has been realized by a proper mixture of the EMIM-TFMS and
EMIM-BF4. Twenty-two measurements have been performed from October
2019 to September 2020 for the same device. For sake of clarity, only one
measurement for each campaign will be reported. As for the EMIM-BF4,
the device response derives over time, without obtaining any flat phase zone.
Furthermore, also the degradation process can be detected after its opening
one year after its assembly, as depicted in Fig. A.4.
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Figure A.3: Bode diagrams of the BC-EMIM-TFMS-BF4-based device
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Figure A.4: BC-EMIM-TFMS-BF4 degraded membrane

A.3 HEXYL-CL
With the aim of testing other ILS, the Hexyl chloroformate (HEXYL-CL) has
been diffused inside the BC membrane. In particular, the employed membrane
(cut as roughly square of about 6 mm) has a thickness slightly higher than
the one employed in Ch. 4 (∼ 0.51 µm). The device has been mounted in
September 2019 and only seven measurements have been taken because, as re-
ported in Fig. A.5, it shows a more resistive behaviour (the phase approaches
the zero value). Therefore, one month after it has been opened, showing a
degradation process, see Fig. A.6. In this case, the greenish colour is due to
the different nature of the diffused ILs.
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Figure A.5: Bode diagrams of the BC-HEXYL-CL-based device

Figure A.6: BC-HEXYL-CL degraded membrane
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A.4 EMIM-CL
The 1-Ethyl-3-Methylimidazolium Chloroformate (EMIM-CL) has been tested
in order to understand how a different cation (i.e., EMIM or HEXYL) can in-
fluence the BC-based device behaviour. So, from the same BC matrix, a part
of the membrane has been imbibed with the EMIM-CL. The obtained Bode
diagrams are depicted in Fig. A.7, after sixteen performed measurements
from September 2020 to November 2020. It can be noticed that the high fre-
quencies behaviour of the BC-HEXYL-CL and BC-EMIM-CL is qualitative
quite similar (although the magnitude intensities assume different values),
while in the low frequencies the two phase responses are different.
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Figure A.7: Bode diagrams of the BC-EMIM-CL-based device

A.5 CHMAL
The last tested ILs are based on Carboxydothermus hydrogenoforomans 3-
methylaspartate ammonia lyase (ChMal). Seven measurements have been
tested from September to October 2020. Due to its complete different nature
with respect to the other ILs, all the seven measurements are depicted in Fig.
A.8. It can be obseverd that the device was not stable in the first month.
After, a stability has been reached, even if the response does not belong to the
CPEs cluster. After the month of investigation, the device has been opened
and, also in this case, a degradation of the membrane can be identified (a
region of the membrane is more glossy).
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Figure A.8: Bode diagrams of the BC-Ch-Mal-based device

Figure A.9: BC-Ch-Mal degraded membrane
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