
 

 

 

Self- assembly of 

soft matter under 

2D nanoconfinement 

University 

of Catania 

Ph.D. in 

“Materials Science and Nanotechnologies” 

XXXIV cycle 

Roberta Ruffino 

Tutor: Prof. G. Marletta 

Ph.D. Coordinator: Prof. G. Compagnini 





 

 

TABLE OF CONTENTS 

Abstract ...................................................................................................................... 1 

1)  Introduction to nanostructure .......................................................................................... 3 

1.1) Self-assembly of soft matter at interface ....................................................................... 9 

References ........................................................................................................................... 16 

First Section: Static Interfaces ...................................................................... 23 

Nanostructured surfaces - conjugated polymers: State of Art ....................................... 24 

2) Introduction to surface nano-confinement ..................................................................... 24 

2.1) Conjugated polymer thin films ..................................................................................... 25 

2.2) Wettability of nanostructured surfaces........................................................................ 30 

Results and Discussions ............................................................................................. 33 

3) Polymer crystallization on nanostructured interfaces .................................................... 33 

3.1) Randomization of lamellar orientation ........................................................................ 33 

3.2) Distortion of P3HT lamellae .......................................................................................... 43 

4) SFE Modulation ................................................................................................................ 54 

4.1) SFE modulation with constant curvature ..................................................................... 54 

4.1.1) Study of surface wettability ....................................................................................... 55 

4.1.2) P3HT crystallization on substrates with controlled nano-curvature and SFE ............ 58 

4.2) Combined effect: SFE and curvature modulation ......................................................... 61 

5) Summary and outlook ..................................................................................................... 64 

References ........................................................................................................................... 66 

Dynamic Interfaces: Second Section: .......................................................... 73 

Nanostructured liquid interfaces: State of Art .............................................................. 74 

6) The charm of liquid interfaces ......................................................................................... 74 

6.1) Energy factors and interactions involved ..................................................................... 77 

file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763761
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763761
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763777
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763778
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763778


 

 
 

6.2) Additives in solution: surfactants and salts .................................................................. 82 

6.3) Model system: in situ structural and morphological characterization at liquid/air 

interface ............................................................................................................................... 86 

Results and discussion ............................................................................................... 88 

7) Interfacial nano-structuring by NPs/surfactant complexes ............................................. 88 

8) In situ structural characterization.................................................................................. 100 

8.1) Interfacial nanostructuring: effect of NP size ............................................................. 109 

9) Summary and outlook ................................................................................................... 114 

References ......................................................................................................................... 116 

Appendix: First Section ................................................................................ 117 

Appendix: Second Section ............................................................................ 117 

Appendix: Instrumentation ........................................................................ 117 

 

file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763790
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763790
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763791
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763791
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763792
file:///D:/Università/Dottorato/Tesi/Tesi_rivista_GLD.docx%23_Toc96763792




1 
 

Abstract 
 

The possibility of creating 2D confined nano and microstructures that can be 

integrated on a large scale, was for many years one of the central interests in 

nanotechnology and nanoscience. The main goal is to control and manipulate the 

assembly of building blocks in order to obtain structures with the desired 

characteristics and unique properties. However, there are still different unknowns 

about the interactions and forces that come into play at the nanoscale and how they 

can affect the final structure. With this in mind, in order to shed more light into the 

processes involved and the resulting structures, the self-assembly of soft matter at 

two different interfaces was investigated, i.e. solid/air and liquid/air. 

In particular, a new approach was developed to prepare, at the solid/air interface, 

substrates with controlled nano-curvature and surface free energy (SFE), to be used 

to investigate how geometric and energetic factors affect self-assembly of polymeric 

thin films. The results obtained suggest that, for a semi-crystalline model polymer, 

namely poly-3-hexyltiphen (P3HT), polymeric crystals follow the curvature of 

surfaces only in the presence of an energy gain. The effects induced by the geometric 

and energetic conditions of the substrate on the crystalline structure were studied 

using grazing incidence X-ray diffraction (GIXRD) and atomic force microscopy 

(AFM). It has been revealed that the substrate curvature influences the process of 

nucleation and growth of polymeric lamellae and consequently, the resulting 

lamellar orientation, with differences in the resulting structures before and after 

thermal annealing of the film. In particular, a randomization that increases with the 

surface curvature is observed before the annealing, while, following the treatment, 

there is an increase of the crystalline quality which is a function of the surface 

curvature. It is then hypothesized a dual mechanism of nucleation and growth, 

assuming a favoured nucleation in the curved portions of the surface, resulting in the 

formation of shorter lamellae, while the growth is instead favoured in the interstices 

between the particles, thus obtaining the formation of longer lamellae. At the same 

time, in-situ GIXRD analysis during the annealing allow to observe how the 

curvature and the energy associated affect the crystallization temperature. In 

particular, we observed a reduction of the crystallization temperature under 

conditions of high SFE, diagnostics of the growth of distorted crystals, while the 

reduction of SFE is accompanied by an increase of the crystallization temperature, 

which appears identical to that recorded on flat surfaces. Therefore, a new and easy 

method is provided to modulate the structure of polymer films by exploiting 

geometric distortion and interfacial interactions with possible effects on the 

functional properties of the polymer film.  
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The self-assembly of soft matter at the water-air interface was investigated by 

studying the spontaneous adsorption of negatively charged silica nanoparticles, 

decorated with cationic surfactant, which allow the creation of nanostructures in 

which the particle interactions along the asymmetrical interfacial environment 

determine their structure and stability. The variation of the hydrophobic chain length 

of the surfactant and of the ionic strength, allows to shed more light into the energetic 

landscape of the nanoparticles confined in an 2D asymmetric environment. The 

compression isotherms carried out in a Langmuir trough allow to suppose a two - 

fold nature of the repulsive interfacial interactions, that is steric and electrostatic, 

given the dependence of the isotherm on both the surfactant chain length and the 

ionic strength. The structural characterization of the interface, by means of 

synchrotron radiation grazing incidence small-angle X-Ray scattering (GISAXS) 

measurement, allows to determine the interactions, by simply compressing the 

surface and by acquiring simultaneously the GISAXS patterns; this represents the 

main innovation of this study. In particular, given the homogeneity of the monolayer, 

compression can be considered as the work done by the system to approach the 

particles. Therefore, once the work is known and, from the recorded diffractograms, 

the interparticle distance is determined, by taking into account the hexagonal 

packing, for small variations of distances it is possible to determine the interparticle 

forces acting in a strongly confined environment. Thus, long-range forces are 

detected with a dependence on the inverse power law with lateral separation, which 

suggests an electrostatic nature, and short-range forces, in which the surfactant 

molecules decorating the NPs are in contact with each other and can interpenetrate. 

The short-range forces have a steric nature and they depend on the chain length and 

on the surfactant concentration, with a variation of the repulsions and slope probably 

related to the flexibility of the chains. It is therefore presented a new methodology 

that allows to determine simultaneously the average interparticle distance and the 

repulsive forces that come into play between the particles, by performing simple 

compression isotherms. In this way, by understanding the interactions involved, this 

approach provides the ability to design and synthesize NPs monolayers and 

functional membranes with customized structures and properties. 
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1) Introduction to nanostructure 
 

The origins of nanostructures date back to very ancient times. Already in the 

thirteenth-fourteenth centuries BCE, working with glass, unconsciously, the 

Egyptians used copper nanoparticles that allowed to confer red colour to the glass.1 

However, the origins of these structures are even more ancient, comparable to the 

origin of the Earth and involved in important processes in the dynamic evolution of 

the Planet.2  

The chemical identity related to the structure of natural materials, as shape and 

dimensions, give them unique characteristics which can be appreciated also at the 

macroscale, as a result of interaction with light, water and other materials.2,3 

An example is the fine structure of the butterfly wings (Figure 1.1a), whose unique 

colours are due to the nanostructured multilayer that acts as a diffraction gratings 

and induces phenomena of interference and consequently iridescence.1,4  

More generally, natural nanostructures confer to living tissues properties which are 

essential for the thriving of organisms in their living environment. 

The patterned structure on the shark skin, shown in Figure 1.1b, allows it to move 

with agility in the water,5 while the one on the gecko’s feet (Figure 1.1c) allows it to 

walk upside down thanks to the strong adhesion due to Van der Waals interactions. 

The gecko feet structure is an outstanding example of the relationship between 

nanostructure and functions. In particular, such nanostructure, consisting of flexible 

spatulae, allows gecko’s feet to adapt to any surface structures, thanks to the strong 

adhesion generated by weak force acting on high surface areas. Furthermore, these 

spatulae are capable to self-cleaning, as the adhesion of dirty particles on them is not 

energetically favoured.1,3,4,6 

This self-cleaning ability is known as “Lotus Effect”, resulting from the super-

hydrophobicity that mainly characterizes lotus flowers. The hydrophobic nature of 

leaves, connected to the surface nanostructure (Figure 1.1d), leads the water to slip 

away into drops picking up dirt particles, given the greater adhesion with the water 

drops than with the leaf surface.1,3,7,8 Moreover, the super-hydrophobicity and 

chemical composition protects the plant from fungi and germs, increases the 

resistance to climate changing and provide, at the same times, unique aspect like 

orchids surface, shown in Figure 1.1e, which appears glossy even to the naked eye.4 
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Figure 1.1. Nanostructure of butterfly wings9 which, following interactions with light, 

provides unique colours at the macroscale (a); patterned shark skin5 (b) and gecko feet6 with 

their adhesive lamellae made by flexible spatulae. Superhydrophobic leaves7 on lotus flower 

(d) and glossy petals of orchids4 (e). 

The charm of nature inspires scientists in engineering new materials with advanced 

properties, just by learning the secrets of nature at the nanoscale.1  

Although nanomaterials have assisted the evolution of man, especially following the 

industrial revolution, the exploration of the nano-world begins only in the 900s. In 

1925 the term "nanometre" was used for the first time to describe the size of colloidal 

gold particles observed at the microscope.10 Since then, a new era begun, an era 

where small artificial devices meet atoms and molecules at the nanometre scale with 

the idea of carrying out manipulation at progressively smaller size ranges down to 

the atomic level (Feynman 1959, to which is attributed the concept of  

nanotechnology).10,11,12  In 1974 Taniguchi hypothesized the potential exploitation of 

nanotechnology into the semiconductor technology in order to obtain with high 

precision ordered structures with sizes down to 1 nm.1,10 Only in the 1980s, with the 

invention of Scanning Tunneling Microscope (STM) and atomic force microscope 

(AFM), the actual development on nanotechnology took place. These tools provide 

scientists the possibility to characterize structures and manipulate objects at the 

nanoscale, making real the Feynman prediction, i.e. to write at the nanometric scale 

(Figure 1.2a, b).1,13 It was thus paved the way towards the nanoworld, enchanted by 

the idea of being able to control and reorganize matter at the atomic and molecular 

level, with dimensions from 1 to 100 nm.14  
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Figure 1.2. Atomic scale resolution of Si (111) surface (a) and creation of IBM logo with 

atoms positioned on substrates (b) by STM.12 (c) Parallel self-assembly process of different 

component with a reduction of number of sequential steps and a high level of performance.15 

Individual molecules are used to design functional structures where properties are 

related to structure, morphology and resulting interfacial interactions.13 The 

possibility to create nano and microstructures that can then be integrated over a large 

area, was the central interest in electronics for many years.1,16 Initially, the surface 

nanostructuring was performed via the deposition of thin films, followed by 

lithography and etching processes, achieving resolutions of the order of tens of 

nanometers.16 Driven by the desire to obtain increasingly smaller devices, the 

attention of scientists moved to the self-assembly of nano-objects that, as a result of 

local weak interactions, allows the formation of ordered structure, with nanoscale 

resolutions, the so-called bottom-up approach was born (Figure 1.2.c).16,17,18  

When focusing on the spontaneous self-assembly, soft-matter, whose constituents 

are sensitive to mechanical stress and self-organize under the influence of thermal 

energy, appears the most promising class of materials to generate controlled meso 

and nano-structures. Moreover, as soft matter self-assembly is driven by the system 

free energy minimization,19 the so-obtained structures are stable. 

The flexibility of soft matter, which is related to its ability to respond to external 

stimuli, allows to obtain structures with different conformations according to the 

interactions between its constituents and the enthalpic and entropic factors involved.  
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Figure 1.3. Schematic representation of functional structures as a results of self-assembly of 

soft materials like block co-polymers (BCP), semicrystalline polymers and nanoparticles20 

(NPs). Thermal annealing allows polymeric domains to reorganize into orderly structures 

useful in different nanotechnology applications. It becomes possible to align the morphology 

of BCPs to discontinuous films21 (a), to generate cylinder patterns embedded in a matrix 22(b) 

and even to obtain ion conducting membranes16 (c). In the same way, even the self-assembly 

of semi-crystalline polymers allows to obtain structures with applications in photovoltaics 

for the production of new semi-flexible modules23(d), in fluidics for the creation of area 

lighting modules24(e) as well as in electronics with the formation of patterned structures25(f). 

Colloidal nanoparticles are also promising, their adsorption at the liquid interface creates 

nanostructures (g), they provide the possibility of making pores in polymer matrices26 (h) and 

at the same time, their ordered arrays can be used to produce specific sensors for ions, gas or 

humidity27 (i). 

 

Therefore, it is possible to obtain different functional structures depending on size, 

shape, surface functionalization of the building blocks involved as well as on the 

adopted environmental conditions.18,19,28 Soft matter includes a wide variety of 

systems, from polymers to colloids, from liquid crystals to surfactants.  

Polymeric materials, in particular polymeric thin films, have attracted increasing 

interest due to their ability to assemble in different structures as a function of 

geometric constrains, interfacial interaction, as well as film thickness. 28,29 It is, 

therefore, possible to obtain the desired functional structures by tuning 

intermolecular and polymer-substrate interactions.28,29 Conductive polymers have 
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attracted great interest, since they are characterized by electrical and optical 

properties close to the ones of metals and semiconductors but, at the same time, they 

show the mechanical properties and ease processability typical of polymers, which 

make them promising to achieve the desired functions by tuning their structures 

(Figure 1.3 d-f).30 Also, the interfacial nature of the surface allows modulating the 

polymeric structure with more evident effects in block copolymers, where the 

morphology achieved is a function of individual blocks-surface interactions. This 

ability makes them promising for the production of models and scaffolds for the 

fabrication of nanostructured materials with nanoscopic periodic matrices to be used 

for applications with nanostructured networks, membranes with nanoscale pores and 

lithographic masks (Figure 1.3 a-c).18,29,31  

With the marked development of organic and inorganic synthesis and the possibility 

to synthesize nanoscale objects, the interest of scientist raised toward colloidal 

particles and, in particular, nanoparticles which seem to bridge the gap between bulk 

materials and molecular structures. The uniqueness of nanoparticles is the possibility 

to tune their electrical, optical and magnetic properties by simply acting on their size 

and shape, with direct effects on interactions and collective behaviour that allow 

obtaining properties and functions never observed before. Therefore, they appear to 

be versatile building blocks for the production of ordered nanostructures with 

application ranging from medicine to electronics to water treatment processes32 

(Figure 1.3 g-i).1,12,33,34,35,36, 37 

Given the wide variety of tools and systems available for the creation of 

nanostructures, the next step toward the development of nanotechnology is the 

integration of nanoscale in multi-functional platforms, by extending the unique 

effects that characterize the nano-world to the macroscale.38  

The research focused on the design, from building blocks and interactions involved, 

the final structure having the required function, is increasingly growing.39 The 

complex dependence of inter-molecular (or inter-particle) interactions on both 

distance and environmental conditions lead to nanostructures characterized by 

complex and delicate energy landscapes, sensitive to defects, which determine the 

conditions for each assembly process.40,41 Obviously,  the main scientific goal is to 

predict the energy path leading to the spontaneous assembly into a single, defect-free 

specific structure.28 Several efforts were made to understand the factors that guide 

the creation of these superstructures. Among them, it is known that a significant role 

is played by surface and interfacial energetic factors however, the prediction of their 

effect is still beyond our capabilities. Indeed, although the final structure is in 

thermodynamic equilibrium, the simultaneous involvement of multiple factors into 

the self-assembly of soft matter does not allow to predict, through classical models 

based on the minimization of free energy, the behaviour arising from the contribution 

of individual constituents and the environmental conditions.39 
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Soft matter is organized into mesoscopic or nanoscopic structures according to the 

delicate balance between entropic and energetic contribution to free energy. The 

surface energy, as well as the morphology of the surface, are intimately related to 

the size of the system. Therefore the intrinsic reactivity of the surface, as well as the 

tendency of soft matter constituents to aggregate,   are significantly influenced by 

composition and surface area.11 

Thus in order to extend the soft matter meso-scale or nano-scale behaviour to the 

macroscale, it is important to understand how the interactions involved with different 

surfaces nature affects the soft matter assembly and the resulting properties.42 

By taking inspiration from the flexibility of soft materials and from the unique 

structures they can generate, the purpose of this thesis is to study the self-assembly 

of soft matter thin films and monolayers as a function of energy factors and 

interfacial and surface interactions. The following chapter gives a brief overview of 

the main self-assembly mechanisms of soft matter and of the related driving forces 

and on the exploitation of these phenomena for the nanostructuring of surfaces and 

interfaces; by taking into account the different ways in which the interface nature 

affects the assembly.  

Based on that, two different kinds of interfaces were investigated: 

- Solid/air interface, assimilable to a static system in which the surface and 

interfacial energy are the driving force of self-assembly of soft matter 

- Liquid/air interface, which acts as a dynamic system characterized by 

continuous interaction with bulk. The interface can act as a scaffold to 

colloidal self-assembly, affecting their structure and properties. 
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1.1) Self-assembly of soft matter at interface 
 

Despite considerable progress in recent years, some issues still remain, including the 

effect of interfacial geometric factors on self-assembly processes. Indeed, spatial 

constraints, induced by such factors, are expected to strongly alter the processes of 

self-assembly of soft matter and, consequently, the nanostructures and properties 

related to them. As proof of this, there are already examples in the literature of self-

assembly under nanometric confinement, where the presence of barriers along one 

or more directions leads to super-unique behaviours and structures, generally not 

obtainable in the absence of confinement.43  

However, up to now these studies have focused almost exclusively on the simplest 

case, namely on monomolecular or ultrathin films, where the confinement can be 

modulated by varying the thickness of the film and  the interface free energy plays a 

prominent role in determining the final super-structure.44,45 This effect was 

particularly studied on ultra-thin or monomolecular polymer films,46 given the wide 

variety of structures and behaviours that such systems offer and, consequently, the 

vastness of technologies in which polymer thin films are applied.47,48,49 In particular, 

the two main investigated self-assembly phenomena are: crystallization, for semi-

crystalline polymers, and micro-separation phase for block copolymers (BCPs).  

The studies carried out on the self-assembly of polymer thin-films mainly concerned 

the phenomena of micro-phase separation of BCPs. They can be seen as amphiphilic 

macromolecular made by homo-polymeric blocks, chemically distinct and end-to-

end linked to each other. Their assembly is driven by the separation of chemically 

different polymer segments forming different domains called microdomains or 

microphases, where the volume fraction of the constituent blocks ultimately 

determines the structure of the system. In particular, the increase of the volume 

fraction of one of the two blocks allows to obtain different structures ranging from 

cubes with spheres packed to hexagonally packed cylinders, to gyroids and lamellae, 

as is shown in Figure 1.4.50,51 In order to obtain customized models from the BCP 

self-assembly it is important to know the interfacial interactions. Depending on the 

length ratio of the blocks, the Flory-Huggins parameter and the degree of 

polymerization, the BCPs are separated into arrays of different blocks, obtaining 

versatile structures at the nanoscale.52 The interaction between the polymer and the 

substrate surface  may also influence, in the case of BCP thin films, the morphology 

equilibrium nanostructure. Consideration should therefore be given to polymer 

wettability,53,54 the orientation and uniformity of the nanopattern through thin 

film,55,56,57,58,59 and the density of defects.60,61  
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Figure 1.4. Various nanostructures that can be obtained from the self-assembly of BCPs, 

where “f” is the fractions in volume of a component of the two blocks.31 

  

A crucial parameter is the understanding of the interactions between BCP thin films 

and the solid substrate. Furthermore, dewetting of the BCP film from the surface, 

which is crucial in the morphology and topography of the film at the microscale, and 

micro-phase separation of the BCP in ordered models, contribute to the formation of 

the pattern, driven by interfacial energy. The interdependence of the two mechanisms 

complicates the understanding of the interactions involved. In particular, dewetting 

leads to the formation of holes and islands, as well as the formation of drops that 

allow to shape the morphology (Figure 1.5).52 In addition, the film thickness can also 

influence the nanostructure and, in particular, its orientation. 

Figure 1.5. Micro and nanoscale events during dewetting and micro-phase separation of 

BCPs driven by interfacial energy.52 
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Figure 1.6. Phase separation pattern: spinodal decomposition, bicontinue structures (b). 

Nucleation and growth with Block A (a) and Block B (c) islands.62  

 

The resulting morphology will be a function of the surface wettability, as one of the 

two blocks constituting the BCP may show a greater affinity towards the substrate, 

resulting in stable films even at low thicknesses.16,63,64 The stability of the polymer 

film can be determined by the spreading parameter, S, which establishes a 

relationship between the surface tension of the substrate, γs, and the liquid, γl, and 

their interfacial energy γs-l.65,66 

𝑆 =  𝛾𝑠 − ( 𝛾𝑠−𝑙 +  𝛾𝑙)      Equation 1.1 

The polymer film will be stable for S>0, otherwise dewetting will be observed, 

resulting in the formation of drops. The driving force of the process is energy 

minimization; therefore, polymer chains will try to assume the energy configurations 

that will correspond to minimum energies. A correlation between thickness stability 

and the intrinsic property of the structure was also observed. In particular, a local 

variation in thickness can be observed after annealing of the polymer film, 

suggesting the formation of superficial holes.67,68 For thicknesses below a critical 

value, the annealing of the film leads to dewetting, depending on polymer-substrate 

interactions such as, long-range forces, polar interactions and molecular forces.69,70,71 

Dewetting occurs mainly by two mechanisms: spinodal decomposition and 

nucleation and growth (Figure 1.6). Spinodal decomposition occurs mainly in thin 

films and it is caused by fluctuations in the film’s thickness forming capillary waves 

that can amplify spontaneously. 23 At greater thicknesses, dewetting follows the 

mechanism of nucleation and growth, with formation of holes in the points of defects 

to be nucleated. 23 The BCP micro-phase separation in the bulk is determined by the 

mixing energy Fmix of the copolymer blocks A and B; described by the mixing free 

energy of Gibbs ΔGmix, mainly dependent on the Flory-Huggins parameter, χAB  
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Figure 1.7. Cross-section of a BCP micro-phase separation, with increasing thickness 

gradient, on a planar substrate (a)6  and scanning force microscope images in tapping mode 

(TM – SFM) (b)69. 

(consisting of an entropic and an enthalpic part) of the BCP species and the degree 

of polymerisation.72,73  

Δ𝐺𝑚𝑖𝑥 = 𝑅𝑇(𝑛𝐴 ln(𝜑𝐴) + 𝑛𝐵 ln(𝜑𝐵) + 𝑛𝐴𝜑𝐵𝜒𝐴𝐵)  Equation 1.2 

In addition, the interfaces that are formed during the micro-phase separation has a 

considerable extension. In particular, if the self-assembly of BCPs takes place in a 

thin film on a solid surface, it is necessary to consider also the interfacial energy, 

Finterface, and the elastic energy, Felastic, connected to polymer deformation, where the 

surface is rough58 or where the film thickness does not correspond to the periodicity, 

L0. It follows that the surface free energy will be equal to:74,58 

𝐹 = 𝐹𝑚𝑖𝑥 + 𝐹𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 + 𝐹𝑒𝑙𝑎𝑠𝑡𝑖𝑐   Equation 1.3 

where the interfacial energy is given by the sum of the interfacial energies of the 

species involved. The balancing of interfacial energies, therefore, allows to guide the 

morphology on a nanometric scale. In order to minimise surface free energy, 

polymeric domains may assume different orientations to the substrate, i.e. parallel or 

perpendicular to the substrate (Figure 1.7) minimizing or maximizing the interface 

area, in order to achieve conformation with minimum total free energy. Due to the 

different geometries, the interface areas change depending on the thickness of the 

polymer film, therefore, the individual contributions of the different interfacial 

energy vary the total energy with the thickness of the polymer film.58,53,75,76 

As is evident in Figure 1.7, the increase of polymer thickness leads to a change of 

the structure. The system can be driven towards the minimum energy acting, for 

example, on free surface energy at the polymer/substrate interface. Since the 

interfacial area changes greatly, depending on whether the domains orient parallel or 

perpendicular to the surface, controlling the interfacial energy between the polymeric 

species and the substrate allows to control the orientation. The correlation between 

interfacial energy and polymeric orientation is classified in terms of surface 

wettability, depending on the affinity of each polymeric species with the substrate.68  
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Different studies have reported that the modification of the substrate support, by 

reducing, for instance, the preferential wettability, can favour perpendicular 

orientation.77,78,79 This orientation suffers from the parallel orientation induced by the 

preferential segregation of a block to the free surface.80 Therefore, it was initially 

assumed that the perpendicular orientation propagated up to a certain distance from 

the substrate, subsequently a specific thickness range was identified, that is,                 

(𝑛 +
1

2
)𝐿0, with 𝐿0  spacing of the domain of a given block and n integer number.40,55 

In proximity of commensurate thicknesses a parallel orientation is obtained; the 

substrate will be closer to a block. Moving from such thickness, it is possible to 

obtain perpendicular orientation; free energy, as well as surface area are increased. 

It follows that the formation of islands, holes and bicontinue structures takes place 

for thicknesses different from that commensurates.81 Recently it was tried to 

understand and predict how substrates with different surface energy, by considering 

also the influence of surface roughness, may influence polymer assembly and 

crystallization phenomena.82  However, these studies mainly concern BCP. It is 

therefore interesting to extend the study to thin films of semi-crystalline polymers, 

for which less is known about the distortive effects that can be induced on the film 

structure due to the substrate roughness, as well as how the energy effects associated 

with the substrate can affect the polymeric assembly. 

It is in this perspective that the first section of my thesis, entitled "Static interfaces", 

develops. After a brief scientific report on superficial nanoconfinement and on 

conjugated crystalline polymers, it is shown how non-planar surfaces influence the 

process of self-assembly of semi-crystalline polymer thin films, in particular poly-

3-hexyltophene thin film (P3HT) and how the modulation of the surface free energy 

(SFE) together with the geometric factors can affect the structure and morphology 

of the thin films. 

Polymer systems, and BCPs in particular, were used for a long time to create 

nanostructures at the liquid interface. Using the Langmuir-Blodgett (LB) technique, 

polymeric films could be created at the liquid interface with different morphologies. 

Assembly of polymeric systems at fluid interfaces is more complex than in bulk or 

at solid interfaces, as the influence of dynamic factors as well as the soft interface of 

the water on which the film is formed must be considered; complex factor that 

influence the resulting morphology, highlighting the important role played by 

interfacial energies in determining the final structure83,84,85 Of course the composition 

of blocks is a key factor in determining the morphology that is obtained.86,87 In 

particular, with the variation of the percentage of the hydrophilic block, different 

morphologies can be obtained (Figure 1.8): planar aggregates are obtained at low 

percentage of the hydrophilic block; increasing the amount of hydrophilic block  
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Figure 1.8. Schematic representation of the different morphology of the BCP obtained at the 

liquid interface, according to the % of hydrophilic block (green part in figure).88 

 

leads to the formation of stripes, characterized by constant width but variable length, 

while further increase leads to the formation of uniform size dots, which tend to pack 

in 2D arrays.86,87 Additionally, different morphologies of the same film were 

observed under different experimental conditions, such as nanofoams89 nanoring90, 

which can be attributed to kinetic effects. They affect the assembly of the film, with 

formation of frozen morphologies, resulting from a dewetting process of a film 

initially uniform in solution.89,90,91,92 Moreover, it can also be the diffusion of the 

film, before dewetting, to develop particular structures that influence the final 

morphology.93 It follows that understanding and underlining the factors that govern 

the morphology soft matter monolayers at liquid interfaces is complex.  

Recently, the formation of nanostructures at the liquid interface involved the use of 

colloidal particles, whose assembly appears a versatile tool to prepare monolayers 

with custom structure and properties.91,92,94 Typically, the assembly of nanoparticles 

on surfaces and liquid interfaces can take place through direct spreading of insoluble 

nanoparticles at the interface and formation of a diffuse monolayer,91,92 or by 

spontaneous migration and adsorption of homogeneously dispersed nanoparticles in 

one of the two fluid phases, with formation of an adsorbed monolayer.95,96,97 The 

interfacial density of the particles is controlled, in the first case, by the volume of 

nanoparticles that spreads to the interface, while in the second case by the affinity of 

the particles to the fluid interface.  

Until now, the most used method in the preparation of functional monolayers was 

the spreading, as it allows to easily modulate the structure of the monolayer through 

an accurate control of the experimental parameters.98,99 However, due to the intrinsic 

hydrophobicity of spread particles, spreading generally leads to the formation of 

islands rather than homogeneous monolayers on a macro-scale.100 Conversely, the 

adsorption of amphiphilic particles from bulk dispersions, at the liquid interface, may 

lead to the formation of homogeneous monolayers where the equilibrium between 

the adsorption energy and the inter-particle interactions at the interface regulate the 
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interparticle distance.95 In particular, if the particle size is greater than 10 nm, they 

are irreversibly adsorbed to the interface, since the desorption energy significantly 

exceeds the KBT.101 It follows that the functionalization of the particles with suitable 

dispersed molecules, leads to the formation of nanostructured monolayers in which 

particles can be treated as 2D colloids, whose structures and properties are 

determined by interparticle interactions in an asymmetrical environment.102 

Therefore, understanding interparticle interactions is of fundamental importance to 

modulate and adapt the structure of the nanoparticle monolayer, with a view to 

optimising properties.103  

Hence, the second section of my thesis entitled "Dynamic interfaces", in which the 

nanostructuring at the water/air interface is investigated, after a brief theoretical 

background about the confinement to the interface between two different fluids, as 

well as the interactions involved and the formation of the corresponding 

nanostructures. Nanostructuring process occurs via adsorption at the interface of 

negatively charged silica nanoparticles, decorated with cationic surfactant. In 

particular, it is studied how the hydrophobic chain length of the surfactant and the 

ionic strength affect the interfacial interactions and the interparticle forces involved. 
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Nanostructured surfaces - conjugated polymers: 

State of Art 

2) Introduction to surface nano-confinement 

The possibility to create self-assembled nanostructured thin films with potential 

application in technology,  has attracted increasing interest.1 Surface nano-

structuring with typical dimensions of the order of one hundred nanometres and 

dimensional confinement provides materials with physical and chemical properties 

that are different from those they possess in bulk.2,3 When the dimensions of the 

material approach those of the constituent elements, confinement effects emerge that 

can persist even on larger scales, with consequent effects in the kinetics and 

thermodynamics of assembly, due to geometric constraints and specific interactions 

with the host medium.3 In this case, the simultaneous effect played by the interfacial 

interactions and the spatial confinement can act a key role in the design of materials 

with appropriate physical and chemical properties at the nanoscale.3,4 Among the 

phenomena where interfacial interactions and nano-confinement can be 

simultaneously exploited to obtain tailored nanostructures,  the self-assembly of soft 

matter under spatial confinement at the nanometre scale is one of the most sensitive. 

In particular, polymeric thin films are one of the more extensively investigated soft 

materials at both liquid and solid interface, as it is possible to finely modulate several 

key parameters such as composition, molecular weight and film thickness.4,5,6,7  As a 

matter of fact, several reports have shown that the geometric constraints imposed by 

the nanometre thickness and the interfacial interactions affect the self-assembly 

process and the polymer films exhibit unique behaviours.8,9,10,11,12,13 For instance,  

with the proper interactions between the polymer chains and the substrate, it is 

possible to induce anisotropic conformations and, in turn, the formation of super-

structures which are not obtainable in the absence of confinement.4,9  Among the 

parameters that affect the nano-structuring, the nature of the substrate on which the 

thin films are deposited must be considered. In fact, due to the high area/volume 

ratio, the polymer/substrate interactions play a fundamental role in self-organization 

processes.14 Several studies were conducted on the polymer structures obtained by 

modulating the thickness of the film,15 the polymer/substrate affinity16 and the nature 

of the substrate.17 Among the many polymer self-assembly processes, block-

copolymer microphase separation and polymer crystallization were thoroughly 

investigated, showing a broad range of obtainable nanostructures with the proper 

control of confinement degree and interfacial interactions1,18,19,20,21 More recently, 

another parameter affecting the self-assembly was investigated by preparing non-

planar substrates able to induce nanoscale distortion to the polymer thin film.22,23 
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Experimental evidence has shown how nano-curved substrates, consisting of particle 

monolayers which, due to the nanoscale curvature of the particle involved, can 

induce periodic distortion on polymer films deposited on them, can influence the 

microphase separation of block copolymer thin films.24,25 The effect of surface 

curvature on the distortion of the polymeric crystals, as well as on the crystallization 

and consequently on the assembly has not been studied yet. Moreover, the 

combination of the geometric effects, i.e. the surface curvature, with the SFE may 

give the possibility to observe more complex behaviours and, in turn, to more finely 

control the self-assembly. This is due to the fact that the coating of the substrate by 

the polymer and the eventual distorting effects induced by the curvature are 

influenced by the polymer/substrate interactions as well as by the wettability of the 

nanostructure. As a result, the combined effect of substrate nano-curvature and SFE 

need to be systematically investigated.  

In order to investigate how these two important factors, affect the assembly of 

polymeric films, in this work soft lithography methods were used to create 

nanostructured surfaces composed of hexagonally packed silica particles, with a 

controlled periodic curvature determined by the diameter of the particles. The so-

obtained nanostructured surfaces were subsequently chemically functionalized, in 

order to modulate the SFE. Given the complexity of the system, to better understand 

the role played by geometric and energetic factors in the self-assembly of thin films 

of semi-crystalline polymers, the first part of this study will only describe the effect 

of substrate curvature under constant SFE conditions. Then, the SFE effect under 

constant nano-curvature will be reported and, finally, results of the combination of 

the two effects will be discussed. 

2.1) Conjugated polymer thin films  

 The low cost as well as the functionality, flexibility and ease of processing have 

made conjugated polymers a promising material for making electronic devices.26,27   

It was observed that the performances of these devices are not only connected to the 

intrinsic materials properties, but they also depend on the process conditions, 

influenced by the conformational freedom of the polymer chains and by the weak 

interactions that govern the structure. Therefore, it is possible to improve the 

performance of devices based on conjugated polymers by acting on the design, 

interactions, as well as on the improvement of the process conditions.28 This is due 

to the fact that the polymeric active layer of the electronic devices is a thin film with 

a thickness of the order of one hundred of the nanometre, in which the weak 

molecular interactions with the substrate affect its structure, while the morphology 

and the orientations of the polymeric crystals influence the charge transport 

properties.29,30,31,32 



Chapter 2  

26 

 

Figure 2.1. Schematic representation of the polymer lamellar structure.36 

Therefore, the modulation of the polymer film thickness and of the resulting 

polymer/substrate interactions allow to obtain different structures, with a direct 

impact on the charge transport within the active layer of electronic devices.33 

Many conjugated polymers are semi-crystalline. The crystallization involves a 

transition from a random coil to an ordered state; polymer chains fold, forming 

crystalline structures known as polymer lamellae (Figure 2.1), characterized by a 

period of constant folding and with dimensions of the order of tens of nanometres; 

the base unit of crystalline polymeric substances.14 The lamellar thickness is a 

function of the molecular weight and the crystallization temperature.34  It follows 

that the lamellar structure is not at the thermodynamic equilibrium that would be 

reached if the crystals were formed by chains completely extended and parallel to 

each other,34 but has a kinetic origin. They are therefore non-equilibrium structures, 

trapped in metastable states with a high degree of disorder, characterized by the 

folding of the chain.35 However, unlike other soft systems, polymer crystallization 

involves only a fraction of the polymer chains, resulting in the formation of small 

crystals immersed in an amorphous matrix; hence the term semi-crystalline.34 The 

main reasons for this partial crystallinity are the slowness of the crystallization 

kinetics and the intrinsic disorder of the polymer chains.34 Therefore, for 

crystallization temperatures below the melting temperature, lamellae characterized 

by a certain thickness will be created, while thicker lamellae will be kinetically 

disadvantaged, due to the slow growth, and thinner lamellae will be 

thermodynamically disadvantaged, due to the high interfacial free energy. The 

increase in the crystallization temperature leads to an increase in the lamellar 

thickness, following the increase in molecular mobility and the subsequent increase 

of growth velocity.34 In the case  the crystallization process involves a thin film, the 

interfacial interactions play an important role in controlling the crystallites 

orientation.37 This, when dealing with conductive polymer films, allows to modify 

the conduction properties by acting on the confinement and interfaces.38 It is known 

that the crystallization of polymer thin films leads to characteristic nanostructures.14 

In particular, the orientation and mobility of the chains, as well as the interface free 

energy become dominant factors. It should be also considered that the degree of 
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confinement  is related to the thickness of the polymeric film; it follows that the 

substrate and film thickness are two important parameters in controlling the 

interaction strength of the substrate/polymer interface.13  Although the dimensional 

effect associated with the thickness of the polymer film was studied extensively in 

the literature, less is known about the effect induced by the substrate, even if the 

importance of substrate-polymer interactions in crystallization is known.14  

In addition, nanostructure substrate may induce structural distortion which should 

significantly vary the functional properties of the devices as the polymer assembly 

sees the formation of nanoscale crystals in which disordered and amorphous regions 

coexist, resulting in an anisotropic structure with a critical structure-electrical 

property relationship.39,40,41 It was observed that the improvement in charge transport 

is not related to the increase in crystallinity, but to the extension of the conjugation 

and consequently, to the increase in interactions between the polymer chains. This 

happens because the deflection of the polymeric backbone allows the connection of 

the various crystalline domains, with a consequent overlap of the orbitals and an 

improvement in the efficiency of the charge conjugation.27,39,41,42,43,44,45 Hence the 

hypothesis that charge transport is promoted by the ability to adapt to disorder,26 

underlining the importance of control the morphology. 

Given the many studies conducted on the semi-crystalline behaviour, as well as on 

the structure/property relationship of P3HT, it appears, among the conjugated 

polymers, to be the ideal candidate for investigating how the different surface 

geometry associated with surface energy factors can induce distortions in the 

crystalline structure with effects on the charge transport properties. 

The P3HT is a p-type semiconductor widely studied for its stability, high crystallinity 

and optoelectronic properties that favour its use in sensors, field effect transistors 

(FETs), memory and photovoltaic devices.46,42,47,32 The interest in conducting 

polymers such as P3HT lies in their tendency to crystallize, with efficient charge 

transport pathways in the ordered crystalline domains.44 Charge transport occurs 

mainly along the π-stacking direction and along the chain  backbone, therefore, 

understanding the crystallization process and controlling crystal size and orientation 

could improve both the device performance and the design of new semiconductors 

with high charge mobility.48 The rigidity of the polymeric backbone and the presence 

of side chains make crystallization complex; the side chains can increase steric 

hindrance or favour crystallization of the main chain or similarly, it can be the main 

chain that causes the crystallization of the side chains.44,49 The fast kinetics of the 

processes involved make it difficult to fully understand the mechanism of nucleation 

and growth.49 Despite the morphological differences, it was observed that the P3HT 

is characterizes by a crystallization process similar to polyethylene (PE),40 a semi-  

crystalline polymer. Through crystals studies from polymer solution, it was found 

that PE crystallizes into single and lamellar crystals in solutions. Following the 

folding of the chain, lamellar crystals are formed, and the period of the chain folding 



Chapter 2  

28 

 

is function of the crystallization temperature. This leads to the formation of 

fundamental and complex crystalline structures in the presence of high polymer 

concentrations.49  Through scanning tunnelling microscopy, STM, the folding of the 

individual chains of P3HT was observed, a typical feature of the semi-crystalline 

polymers such as polyolefins.50 This should involve periodic alternation, of the order 

of tens of nanometres, in which the polymer chains are arranged in an order and 

disordered inter-lamellar regions, containing the folds and ends of the chains. 50  The 

thermal annealing of the polymer film, associated with slow cooling, could promote 

the fraction of micro-crystals having a conformation ordered which results in an 

increase in conjugation, as well as an increase in π interactions.51 Morphological 

variations were also identified as a function of molecular weight (MW), observing 

the presence of extended chains, nanoroads, at low MW while the increase in MW is 

accompanied by the folding of the chains, attributable to the increase in length with 

a consequent increase in interconnections.44,48  At high MW, P3HT film is made by 

heterogeneous microstructures in which the crystalline domains, characterized by 

high charge mobility, are immersed in an amorphous matrix.52,53 It has been observed 

that if the distance between the crystalline domains is a few nanometres, the polymer 

chains are able to deflect; this allows the crystalline regions to be connected, 

bypassing the amorphous ones with a consequent increase in charge transport. 

Contrary to what is observed at low MW, where the nanoroads are weakly 

interconnected and the grain boundaries between the nanocrystals trap the 

charge.44,54 The distribution of the in-plane orientations of crystalline domains 

significantly influences the film properties. In particular, it is known that P3HT can 

assume two preferential orientations, edge-on and face-on (Figure 2.2) characterized 

by two opposite directions of the polymer chains folding. That is, while in the case 

of the edge-on the polymer chain folds perpendicularly to the surface, with the π-

stacking parallel to the substrate plane, vice versa in the face-on the folding direction 

of the chain will be parallel to the substrate. In particular, while the edge-on 

orientation seems to be energetically favoured, as it is obtained in close to 

equilibrium conditions, the face-on is a kinetically trapped orientation.44 The 

orientation of the crystalline domains influences the charge transport, since change 

the direction along which the charge mobility is greater. 
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Figure 2.2. Schematic illustration of the two crystalline orientations: Face-on orientation 

with lamellar stacking (100) parallel to the substrate plane and π-stacking (020) perpendicular 

to the substrate plane. While in the edge-on orientation, the lamellar stacking is perpendicular 

to the substrate plane and π-stacking (020) parallel to the substrate plane. 

 

Therefore, depending on whether you want to use the P3HT in OFETs or solar cells, 

you need to favour one orientation rather than another. In the case of OFETs, the 

charge transport occurs parallel to the surface, which favours the edge-on orientation, 

as the π-stacking lies along the substrate plane. Conversely, to increase the 

performance of solar cells, in which the direction of the charge transport must be 

maximized perpendicularly to the substrate plane, it is necessary to favour the face-

on orientation, where the π-stacking is perpendicular to the plane.44,48 

The thickness of the polymeric film and the nature of the substrate, i.e, of the 

involved interfacial interactions, also influence the orientations of the micro-crystals. 

In particular, it is possible to observe preferential orientations for polymeric films 

having thicknesses comparable to the dimensions of the crystals, < 25 nm, since it 

increases the affinity of the chains at the film-substrate interface.44 Furthermore, it is 

possible to improve the performance of semiconductors with post-deposition 

process, thus improving the intra and inter-molecular orientation.48 In particular, an 

increase of crystalline quality was observed by annealing the polymeric film near the 

melting point, followed by slow cooling.48 This provides the possibility to explore 

the anisotropic crystallization behaviour, along the different crystallographic 

orientations, and to characterize the different structural orientations by X-ray 

diffraction based on synchrotron radiation. In this way it is possible to monitor the 

lamellar and π-stacking in real time even during the annealing of the polymeric film, 

thus providing the possibility of better understanding the crystallization behaviour 

of semiconductor conjugated polymers.55 The need to use synchrotron sources lies 

in the fact that conventional X-rays cannot resolve the weak signals related to π-

stacking.55 In particular, in this work we used grazing incidence X-ray diffraction 

synchrotron radiation (GIXRD) to characterize the influence of both geometric 

factors induced by substrates with controlled nanometric curvature and energy 
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factors involved in the P3HT thin films self-assembly. In particular, the in situ 

structural characterization, carried out during the annealing of the film, allows to 

obtain information about the crystallization temperature as a function of the 

geometric and energetic surface conditions. To support the structural 

characterization, the morphology was analysed ex-situ by means of the atomic force 

microscopy (AFM) which allows to observe the crystal morphology and assembly. 

2.2) Wettability of nanostructured surfaces                   

Wettability measurements represent one of the most popular methods for 

determining the surface free energy of a solid and, following the recent development 

of nanoscience and nanotechnologies, constitute a valuable tool for the surface 

characterization of nanomaterials.56,57 In the case of flat solid surfaces the wettability 

can be studied by exploiting the concepts of capillarity and interface tension, σαβ, 

between two different phases α and β, i.e. the energy necessary to create a unitary 

surface area at the interface.58  

In particular, from Young's equation (Equation 2.1) it is possible to determine if a 

liquid completely wets the surface, when σSV- (σSL + σLV)> 0, or if a contact angle ϑ 

different from zero is recorded at the solid-liquid interface, indicating the partial 

wettability of the surface.58 

𝑐𝑜𝑠𝜗 =
(𝜎𝑆𝑉− 𝜎𝑆𝐿)

𝜎𝐿𝑉
                Equation 2.1 

where σSV, σSL and σLV are respectively the tension at the solid-vapor, solid-liquid 

and liquid-vapor interface. However, Young's equation is applicable only in the case 

of homogeneous flat surfaces, assuming the presence of a quasi-equilibrium in the 

range of observations, provided that the strain ratio of the solids is small.58,59 This is 

due to the fact that Young equation does not consider the vertical component related 

to the surface tension along the contact line; therefore, in order to ensure equilibrium 

in the event that the capillary force is not balanced, an external force must be applied 

which can induce high deformations, destroying the assumption of co-planarity of 

the interfacial tensions.58 Therefore, to the ideal condition proposed by Young, it is 

necessary to add the non-homogeneity of the surface and consequent correlation 

between the wetting liquid and the underlying surface roughness.60,61   
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Figure 2.3. Complete wetting condition proposed by Wenzel (a).67 Cassie-Baxter prediction 

with formation of the composite interface (b).67 

In particular, it is possible to observe a condition of partial wetting, with a finite 

contact angle, in which the roughness and surface inhomogeneities cause the 

hysteresis of the contact angle and a condition of complete wetting, with a zero 

contact angle, in which the liquid is able to completely wet the surface.60,62 The 

studies on non-homogeneity surface and consequently on the changing of wettability 

were implemented by Cassie-Baxter and Wenzel.63 On the one hand, the Cassie-

Baxter model supposes the formation of a composite contact angle in which air is 

trapped under the drop of the wetting liquid, which emphasises the concept of surface 

hydrophobicity.  Conversely, Wenzel model assumes an increase of the solid surface 

with roughness, with changes in the hydrophobicity.64 The surface roughness means 

that the drop of liquid that comes into contact with the surface may not penetrate the 

texture and generate a composite interface making the surface super-hydrophobic. 

This is because below the drop, the capillary forces maintain a layer of air; it follows 

that the liquid is in contact only with the upper part of the structure.65,66 With the 

intention of correlating the composite interface with solid surface structures, Cassie 

and Baxter hypothesized that the droplet that wets the surface reaches an apparent 

equilibrium, described by the contact angle ϑE*, in order to reduce, as in the case of 

surfaces plane, the total free energy.65 The Cassie-Baxter relationship (Equation 2.2) 

is then identified on the assumption that the surface structure is much smaller than 

the droplet size, indicating with Φs the area fraction of the air-liquid interface, rΦ is 

the roughness of the wet surface, ϑ1 and ϑ2 are the contact angles on the solid and on 

the air. rΦ, Φs and 1- Φs are the air ratios of the solid-liquid and liquid-air interface 

with respect to the total projected area.65  

𝑐𝑜𝑠𝜗𝐸
∗ = 𝑟ΦΦ𝑠𝑐𝑜𝑠𝜗1 + (1 − Φ𝑠)𝑐𝑜𝑠𝜗2          Equation 2.2 

However, the conditions under which this equation is applicable are not indicated; it 

describes only one contact angle ϑE*, consequently it is not able to explain the 

different contact angles observed. This opens the way for more rigorous equations 
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based on pure thermodynamic aspects.60,65 The opposite condition in terms of surface 

wettability was proposed by Wenzel. He hypothesized the loss of the super-

hydrophobic properties of the surface, therefore the liquid is able to wet the surface 

structure, identifying an apparent contact angle, ϑw:60,66 

𝑐𝑜𝑠𝜗𝑤 = �̅�𝑐𝑜𝑠𝜗𝑌            Equation 2.3 

where �̅� is the average roughness ratio, i.e. the factor by which the roughness 

increases the solid-liquid interface area. The fact that the derivation of the equation 

is similar to that of Young suggests the possibility of determining a relationship 

between the apparent and intrinsic contact angle, in a completely wet surface in 

which superficial grooves can be ignored.60,68  In summary, the surface wettability is 

described either by the Young equation or by Wenzel or Cassie-Baxter ones, 

although the conditions where each of them applies are not fully understood yet.63,56 

Therefore, it is necessary to identify the correlation between the intrinsic contact 

angle, associated with the interfacial properties of the material and the apparent 

contact angle, i.e. the measured one, in order to be able to deduce the intrinsic 

wettability of rough surfaces.68 Wettability is extremely sensitive to surface 

geometric factors and therefore to roughness, as well as to surface chemistry. These 

effects make it difficult to understand the wettability by recording a hysteresis in the 

contact angle.63,58 Different studies were conducted to correlate the different states 

of wettability with the surface morphology but, despite the various advances, the 

effects of nano-structured surfaces on the wetting states of the drops are not yet well 

understood.57  

Therefore, fascinated by the combination of energetic and geometric factors in 

driving the self-assembly of thin films of soft matter at the interface, in this work, a 

novel approach was developed to prepare non-planar substrates with controlled SFE, 

in order to analyse how these two important factors, influence the assembly and, 

simultaneously, to determine how SFE affects the wettability of nanostructured 

surfaces characterized by a constant radius of curvature.
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Results and Discussions 

3) Polymer crystallization on nanostructured interfaces 

3.1) Randomization of lamellar orientation 

Nanostructured surfaces with controlled nanometric curvature were obtained by 

spin-coating silica particles with diameter ranging from 50 to 403 nm on (100) silica 

wafer. The spin coating conditions were adjusted for each particles size (See 

Appendix), to obtain a hexagonally packed particle monolayer78 with local 

nanometric curvature, κ (nm-1),  spanning an order of magnitude, from 0.00492 to 

0.04 nm-1, expressed as  κ =
1

𝑟
, being r the particle radius and κ = 0 the reference for 

flat surfaces. Then, the substrates were made highly hydrophilic, by means of a basic 

piranha treatment, which guarantees a highly polar surface terminated by -OH 

groups79, to ensure the best spreading of the spin coating P3HT, solutions and the 

consequent full coverage. Regardless of the curvature, the polymer film 

homogeneously covers the surface, with an average thickness of 67.5 ± 6.8 nm, as 

measured by profilometry.  

The AFM height images shown in Figure 3.1 underline the homogeneous coverage 

of the surface, supporting the conformal adhesion of P3HT on any substrate. 

Furthermore, the AFM phase images (Figure 3.2) show that the as-deposited P3HT 

forms crystalline lamellae that perfectly follow the curvature of the substrate, except 

for the substrate with the highest curvature, for which the phase image is similar to 

the one obtained for the flat case. The lack of features characteristic of nano-curved 

substrates for the phase images recorded for P3HT films deposited on 0.0400 nm-1 

curved substrates  can be explained by  considering that the contrast in the AFM 

phase images is generated by the variation of superficial viscoelastic properties80. 

Therefore, in Figure 3.2 f, the viscoelasticity P3HT lamellae does not depend on the 

curvature. This may be attributed to the thickness of the polymeric film, equal to 

67.5 ± 6.8 nm, that exceeds the diameter of the smallest particles. 

  



Chapter 3  

34 

 

Figure 3.1. 1x1µm2 AFM height images of P3HT films deposited on flat substrates 

(a) and on substrates with different curvatures: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 

0.00851 nm-1 (d), 0.0140 nm-1 (e) and 0.0400 nm-1 (f). 

Figure 3.2. 1x1µm2 AFM phase images of P3HT films crystallized on flat substrate 

(a) and on substrates with different curvature: 0.00492nm-1 (b), 0.00658 nm-1 (c), 

0.00851 nm-1 (d), 0.0140 nm-1 (e) and 0.0400 nm-1 (f). 
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Figure 3.3. 1x1µm2 AFM phase image. Lamellae coverage (%) of P3HT thin film on 

substrates having different curvature: 52.5 % of coverage on flat (a), 52.2% on 0.00492 nm-

1 (b), 52.8% on 0.00658 nm-1 (c), 48.6% on 0.00851 nm-1 (d), 49.1% on 0.0140 nm-1 (e) and 

50% on 0.0400 nm-1 (f). 

 

Given the high contrast of the polymeric lamellae in the phase images, the surface 

fraction occupied by the lamellae was determined by means of the bearing analysis 

(Figure 3.3), recording a coverage of 51 ± 2% of the film area, regardless of the 

curvature of the substrate. This shows that nor the substrate coverage neither the 

P3HT film crystalline fraction are affected by the nano-curvature.   

However, although the superficial density of P3HT crystals does not depend on the 

curvature of the substrate, the lamellar morphology can be influenced by the 

superficial nano-curvature and in particular the persistence length, i.e. the average 

length of the straight sections along the lamella. To this end, an open-source program 

coded with MATLAB, FiberApp, was used to trace the lamellae in AFM images 

(Figure 3.4) and determine their coordinates and persistence length from the mean-

squared end-to-end distance (MSED) between contour segments.81,82  
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Figure 3.4. 1x1µm2 AFM phase images of P3HT films on flat substrate (a) and on substrates 

having different curvatures: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 0.00851 nm-1 (d), 0.0140 

nm-1 (e) and 0.0400 nm-1 (f). The blue traces mark the exemplificative lamellar tracing for 

each image, used to determine the persistence length.  

 
 

The projected length recorded (lp) was then converted into the real one (lpr) by taking 

into account the substrate curvature: 

     𝑙𝑝𝑟 =
cos−1(

𝑟−𝑙𝑝

𝑟
)∙𝐶

2𝜋
   Equation 3.1 

where r is the particle radius and C is its circumference. It is not possible to determine 

the real persistence length for the polymer lamellae covering the substrate with the 

highest curvature (0.04 nm-1), since, even before correction, the measured 

persistence length value was greater than the diameter of the nanoparticles.  
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Figure 3.5. Real persistence lengths (lpr) normalized to the persistence length measured on 

the flat substrate (lp0). The data for 0.04 nm-1 are not reported (see text for explanation). 

 

This suggests that the lamellae may lie on more than one particle, preventing an 

accurate curvature correction calculation. The so-obtained persistence length values, 

reported in Figure 3.5, show a systematic effect of the substrate nano-curvature, as 

the persistence length decreases with curvature. This progressive reduction may be 

due to the effective bending of the flexible polymeric lamellae that follow the surface 

nano-curvature. In order to shed more light into the influence of surface curvature 

on the polymer film structure, the P3HT films were characterized by GIXRD. It is 

known that P3HT lamellae, when confined in ultrathin films, adopt two orientations, 

edge-on and face-on (Figure 3.6), where the orientations are defined in terms of the 

lamellar stacking direction with respect to the substrate plane leading to two distinct 

diffraction patterns. In particular, the face-on orientation (Figure 3.6 a) is 

characterized by the lamellar stacking parallel to the surface plane, with a diffraction 

peak (100) along the qxy direction and a (020) signal, associated to the π-stacking, 

along qz direction. Conversely, in the edge-on orientation (Figure 3.6 b) the lamellar 

stacking direction is perpendicular to the substrate, leading to a (100) signal along 

the qz direction while the π-stacking (020) signal is detected along the qxy direction. 
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Figure 3.6. Schematic illustration of the two crystalline orientations and of the 

correspondent diffraction signals. Lamellar stacking parallel to the substrate plane, typical 

of the face-on orientation, generates the (100) diffraction signal in-plane (a). Edge-on 

orientation, characterized by the lamellar stacking perpendicular to the substrate plane, 

leads to a (100) diffraction signal out-of-plane (b). 

Figure 3.7. 2D GIXRD patterns of P3HT on flat substrates (a) and on substrates with 

different curvatures: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 0.00851 nm-1 (d), 0.0140 nm-1 

(e) and 0.0400 nm-1 (f). 
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Figure 3.8. Contrast-enhanced 2D GIXRD pattern of P3HT on flat substrates (a) and on 

substrates having a nano-curvature of 0.00851 nm-1 (b). The intensity scale of the two patterns 

is identical.  

Figure 3.7 shows the 2D GIXRD patterns recorded for flat and nano-curved 

substrates, with two prominent peaks or rings for all substrates, corresponding to 

(100) Bragg peak at approximately 0.45Å-1 and the (020) at approximately 1.70 Å-1. 

As shown in Figure 3.7, differences appear in the diffractogram recorded from P3HT 

on nano-curved and flat substrates. In particular, while samples deposited on flat 

substrates exhibit higher intensity along the qxy and qz direction, rings of uniform 

intensity are observed on the nano-curved substrates for both (100) and (020) signals. 

This difference between flat and nano-curved substrates is even more evident in 

Figure 3.8, where the contrast between the (100) signal and the background is 

maximized, to enhance the difference between the peaks observed on flat substrates 

and the ring observed on substrates with a nano-curvature of 0.00851nm-1. These 

results suggest that the rapid solvent evaporation leads to the formation of crystals 

that adhere with one of their crystallographic faces to the curved portion of the 

substrates. At the same time, with respect to the macroscopic silicon wafer substrate 

plane, this adhesion leads to a random orientational distribution for the nano-curved 

substrates and a predominant edge-on and face-on orientation for the flat ones. By 

extracting 1D profiles from 2D patterns33 along qxy direction at β = 0° as well as 

along the qz direction at β ≈ 90° (due to the Ewald sphere curvature, the 

determination of the intensity exactly along the normal to the substrate surface is not 

possible since the intensity at β=90° is zero) and at β = 45°, reported respectively as 

blue, red and yellow lines in Figure 3.9 a, it is possible to obtain semi-quantitative 

information on the nano-curvature induced orientational randomization. In 

particular, the nano-curvature induced randomization was related to the variation of 

the ratio of the other than edge-on crystalline orientations with respect to the overall 
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Figure 3.9. Schematic representation of the cut directions for the extraction of 1D profiles 

from the 2D GIXRD pattern (a). Other than edge-on lamellar orientation ratio as a function 

of surface curvature (b). The ratio was obtained using the equation under the diffraction 

pattern, where I is the intensity, determined by the fit area of the peak reported in the 1D 

profiles (see Appendix).  

 

crystalline fraction (OLO) by employing the equation in Figure 3.9, where peak 

intensities were extracted from Lorentzian fit along the line cut directions. 

As it is shown in Figure 3.9 b, while on flat substrates about 90% of the crystalline 

fraction adopts an edge-on orientation, the increase of surface curvature, due to the 

conformal adhesion of polymeric lamellae on nano-curved portions of the substrate, 

leads to a significant increase of the other than edge-on orientations.  

This variation of the lamellae orientations has to be considered with respect to an 

ideal baseline of a flat substrate, in which the lamellae adhere to the particles on both 

edge-on and face-on, as schematized in Figure 3.10.  

Figure 3.10. Schematic picture of the conformal adhesion of the polymeric lamellae on the 

nano-curved surface, leading to the progressively changing orientation of both face-on and 

edge-on lamellae with respect to the substrate baseline (The figure is not scaled, and it does 

not represent the actual arrangement of lamellae on nano-curved substrates).  
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Accordingly, the lamellae can be seen as a brick placed on a horizontal and on a 

sloped plane. In both cases, the brick longest axis may arrange parallel or 

perpendicular to the surface plane but, with respect to the baseline, its orientations 

will appear different. In particular, while the orientations assumed in the horizontal 

plane coincide with those observed along the baseline, in the case of the sloped plane, 

the angle between the plane and the baseline affects the brick orientation. As a sphere 

adopts any angles with respect to the horizontal plane where it lays, bricks placed on 

a spherical surface will adopt random orientation with respect to the baseline. It is 

worth noting that the decrease of the edge-on fraction is enhanced by the substrate 

nano-curvature up to 0.014 nm-1, while it is less marked for the 0.04 nm-1 nano-

curvature, where the thickness of the P3HT film exceeds the diameter of the 

particles, thus weakening the bending effect on the lamellae. Furthermore, the 

increasing randomization with curvature can be observed in a curvature range where 

the particle radii and lamellar lengths are comparable, leading to a degree of lamellar 

bending which is inversely proportional to the particle radius.  In other words, if the 

curvature is not comparable to the lamellar length, the randomization becomes 

insensitive to the curvature, for substrates with low curvature, or negligible if the 

curvature is very high. Thus, it seems that, in order to prompt the control of the 

orientational randomization, it is necessary to correctly choose the curvature of the 

substrate. Since the correlation between the microstructure and the electrical 

properties of conjugated polymers thin films of is widely known, although not yet 

fully clarified, it is expected that the film conductivity is also affected by nano-

curvature. In particular, a dark conductivity of about 10-6 S cm-1 is measured for the 

regio-regular P3HT on flat substrates, consistent with literature values for un-doped 

thin films.83 The presence of surface curvature, on the other hand, involves an 

conductivity increase and consequently a ten-fold reduction in electrical resistance, 

proportionally to the surface curvature increase, as shown in Figure 3.11 a (red 

circles). In order to confirm that this conductivity variation is related to changes of 

lamellar orientation and persistence length, the same electrical characterization was 

performed on regio-random P3HT films deposited on nano-curved substrates.  

Unlike regio-regular P3HT, regio-random conductivity does not depend on the 

substrate nano-curvature. As regio-random P3HT cannot assemble into crystals, 

these results unambiguously prove that the electrical properties of the undoped 

conjugated polymer are strongly affected by the lamellae orientation and the 

conductivity can be modulated by tuning the nano-curvature. Furthermore, a linear 

relationship between the fractions of other-than-edge-on crystal orientation and the 

electrical resistivity is shown in Figure 3.11 b, further underlining the extremely 

complex effect of 3D conjugated polymer structure on electrical properties. 
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Figure 3.11. Relative resistance of regio-regular (red) and regio-random (black) P3HT thin 

films on flat and on nano-curved substrates (a). Correlation between P3HT crystal orientation 

and normalized conductivity (b). 

 

The low conductivity of regio-random neutral P3HT films, about two orders of 

magnitude smaller than the  regio-regular ones,83 can be explained in terms of lack 

of of π-stacking interactions  in amorphous P3HT assemblies, thus involving 

structural characteristics of the lamellae in the 3D arrangement. The so-obtained 

results show that the spatial orientation of the crystalline domains also plays a critical 

role with respect to dark conductivity. 

The results obtained are consistent with literature. In particular, since the presence 

of grain boundaries constitutes high energy barriers for charge transport, several 

scientific results hypothesize transport across the grains is facilitated by the creation 

of percolation paths.45,44,84 The results here presented support other literature reports 

in which higher conductivities are recorded for polymeric devices characterized by 

short-range intermolecular aggregates rather than by long-range crystallinity.53 

Hence the prevailing hypothesis is that it is the ability to adapt to the disorder rather 

than to attain the perfect order that promotes charge transport.26 

Consequently, the dependence of the electrical properties on the lamellar orientation, 

as well as the conductivity increase with the surface nano-curvature, can be related 

to the higher probability of creating efficient percolation pathways between the 

randomly oriented domains, compared to the aligned but separated lamellae, as 

suggested by Zozoulenko et al.85 The obtained results support this model, by 

hypothesizing that the substrate curvature facilitates efficient percolative pathways,  

thanks to the randomly oriented crystals, in which the loosely aligned chains act as 

bridges between adjacent lamellae. This effect varies with the curvature, underlining, 
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once more, the importance of controlling the film structure and morphology. 

Therefore, it could be used to finely modulate the polymer conductivity or even to 

pattern the film conductivity by spatially modulating the substrate curvature. 

 3.2) Distortion of P3HT lamellae 

Although spin coated P3HT thin films of P3HT homogeneously cover the surface, 

the rapid evaporation of the solvent leads to the formation of out-of-equilibrium 

crystalline structure with low crystallinity.86 Therefore, in order to improve the 

crystalline quality, polymer films are usually annealed. One of the most common 

annealing procedure implies the heating of P3HT films above its melting 

temperature, as upon exposure to a thermal gradient, the polymer chains acquire 

mobility and reorganize themselves to approach the most thermodynamically 

favoured crystalline state.28,87 To this end, P3HT films on substrates with different 

curvature were subjected to thermal annealing and then characterized by GIXRD 

synchrotron radiation. 2D diffraction patterns recorded for films on flat substrates, 

before and after the thermal treatment, are reported in Figure 3.12. The appearance 

of higher order peaks, namely (200) and (300), confirms that thermal annealing 

increases the crystalline fraction of P3HT films. Moreover, although before the 

treatment signals originated by both face-on and edge-on lamellar orientations 

appear, Figure 3.12 a, in the annealed film the intensity of the lamellar stacking 

decreases along the qxy direction and increases along qz. This suggests a 

predominance of the edge-on lamellar orientation, as also confirmed by the presence 

of the (020) peak along the qxy direction, due to in-plane π-stacking. The results are 

in agreement with literature, where several reports show a preference for the edge-

on orientation after treatment, since annealing guides the system to reorganize itself 

in the lower free energy state.88  

Figure 3.12. 2D GIXRD pattern of P3HT on flat substrates before(a) and after (b) 

thermal annealing. 
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 Figure 3.13. 2D GIXRD pattern of P3HT after thermal annealing, on substrates having 

different curvature: 0.00492 nm-1 (a), 0.00658 nm-1 (b), 0.00851 nm-1 (c), 0.0140 nm-1 (d) 

and 0.0400 nm-1 (e). 1D profiles, extracted from 2D patterns along qz direction (f). 

 

Unlike the flat substrate, on the nano-curved ones even after thermal annealing, a 

ring appears in the 2D diffraction patterns (Figure 3.13) corresponding to the Bragg 

peaks (100) at about 0.45 Å-1 and (020) at about 1.70 Å-1 with weak signals 

associated with the higher orders (200) and (300), as it can be seen from the 1D 

profile (Figure 3.13 f) extracted along the qz direction of the 2D pattern. From the 

comparison of the out of plane 1D profiles for each curvature (Figure 3.14), before 

and after the treatment, the change of the polymeric film structure is evident: the 

peaks appear narrower and more intense. What observed indicates an increase of the 

crystalline quality since thermal annealing causes the lateral growth of crystallites 

with the incorporation of new chains.28,89 By performing a Lorentzian fit after the 

annealing of the 1D profiles shown in Figure 3.14, it is possible to obtain semi-

quantitative information regarding the crystalline quality and how it varies following 

heat treatment. From the width of the peak at half height (w) of the diffraction peak, 

it is possible to determine the out of plane correlation length, i.e. the average size of 

the ordered domains, 
2𝜋

𝑤
. 
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Figure 3.14. 1D profiles, extracted from 2D patterns along the qz direction before thermal 

annealing (red dashed line) and after annealing (black line) on flat substrate (a) and on 

substrates having different curvature: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 0.00851 nm-1 (d), 

0.0140 nm-1 (e) and 0.0400 nm-1 (f). 

 

The data obtained are reported in Figure 3.15 a showing, contrary to the as-deposited 

P3HT films, a dependence on the surface curvature. This difference is attributable to 

the fact that in the absence of post-deposition treatment, the morphology of the thin 

film is not in equilibrium; the crystalline nuclei present were formed during the rapid 

evaporation of the solvent and are in a kinetically trapped state that does not allow 

their growth.55,90 This leads to the formation of small crystalline domains with 

random orientations, whose dimensions do not depend on the surface curvature. On 

the contrary, the thermal treatment provides enough energy for the polymer film to 

reorganize.55 Therefore, the growth of crystalline nuclei is favoured, leading to the 

formation of crystalline domains whose size depends on the geometric strains 

induced by the surface curvature. In particular, from the results reported in Figure 

3.15.a, the increase of surface curvature is accompanied by a reduction of the 

domains size, with a threshold curvature value of 0.0085 nm-1.  Further increase of 

the surface curvature leads to the formation of domains with dimensions comparable 

to the flat substrate case and, therefore, the dependence on the surface curvature is 

lost. 
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Figure 3.15. Comparison of correlation length (a), other than edge-on lamellar orientation 

ratio (b) and relative edge-on crystallinity (c) reported as a function of the surface curvature 

for unannealed (red) and annealed (back) P3HT films.  

An overall view of the organization of the crystalline domains is shown in Figure 

3.15 b, where the lamellar orientations different from the edge - on are reported. As 

for the unannealed films, the OLO was determined using the equation shown in 

Figure 3.9, i.e. by normalizing the intensity of the Bragg peak (100) at β = 0° and β 

= 45° with respect the total intensities i.e. the peak intensity at β = 0°, β = 45° and β 

≈ 90°. The obtained results show how, while in the case of as-deposited P3HT films 

it is possible to observe a significant percentage of OLO as a function of the surface 

curvature, after annealing this dependence is lost. In particular, the percentage of 

OLO on nano-curved substrates after thermal treatment is only about 15% regardless 

of the substrate curvature. It is evident that the randomization dependence on the 

surface curvature which clearly characterizes unannealed P3HT films is lost upon 

thermal treatment. Despite this, a ring is recorded in the 2D diffraction pattern, 

probably due to this 15% of lamellar orientations that differ from the preferred edge-

on one. In order to better understand the effect induced by geometric strains 

following annealing in the polymer structure, the out-of-plane diffraction signals 

were further investigated, since, given the low percentage of OLO, the intensity of 
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Bragg peak is predominantly originated by edge-on lamellae. From the intensity of 

the out of the plane (100) Bragg peak recorded for curved substrates and normalized 

with respect to the flat one, it was possible to determine the relative variation of the 

edge-on crystallinity with the curvature. The results, reported in Figure 3.15 c, show 

a reduction of the crystallinity with the increase in surface curvature, with a threshold 

value at for 0.0085 nm-1 and a higher crystallinity at the highest substrate curvature. 

Interestingly, on untreated samples, on the other hand, the same significant reduction 

of relative crystallinity is observed regardless of the substrate curvature value. 

Therefore, the surface curvature influences the growth of the polymeric lamellae. 

The presence of larger domains and more abundant edge-on fractions at smaller 

curvatures could be caused by surfaces which are more similar to the flat ones, given 

both the lower curvature and the larger size of interstices between adjacent particles. 

This suggests that the growth of P3HT lamellae is preferred in the interstices between 

the particles, where they can adopt a preferential edge-on orientation. The increase 

in surface curvature, instead, causes the reduction of the interstice size with the 

consequent formation of smaller crystalline domains and the reduction of the 

crystalline fraction. In support of the above, the morphological analysis of P3HT 

annealed films deposited on substrates with different curvatures is reported in Figure 

3.16. 

Figure 3.16. 1x1µm2 AFM phase images of annealed P3HT films deposited on flat substrates 

(a) and on substrates with different curvatures: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 

0.00851nm-1 (d), 0.0140 nm-1 (e) and 0.0400 nm-1 (f). 
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Figure 3.17. 1x1µm2 AFM phase images of annealed P3HT films on flat substrate (a) and 

on substrates with different curvatures: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 0.00851 nm-1 (d), 

0.0140 nm-1 (e) and 0.0400 nm-1 (f). The blue traces mark the exemplificative lamellar tracing 

for each image, used to determine the persistence length.  

 

The phase AFM images reported in Figure 3.16, show a variation of the length 

distribution of the polymeric lamellae, which seem to grow longer in the interstices 

between the particles and shorter in the curved portions. This effect varies with the 

surface curvature and in particular, at 0.00851 nm-1 (Figure 3.16 d) shorter lamellae 

that homogeneously cover the surface are observed, while at greater curvatures the 

covering is given by longer lamellae, with a behaviour similar to flat substrates. 

Tracing the lamellae (Figure 3.17) observed on the phase images, by means 

FiberApp, allows to determine the length distribution by recording, as shown in 

Figure 3.18, the variation of tail distribution as the surface curvature increases.  

Figure 3.18 shows the lamellae length distribution as a function of the surface 

curvature where the contour length represents the lengths of the lamellae traced in 

the AFM phase image, while the number of traced lamellae with that given length is 

shown on the y axis. 
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Figure 3.18. Lamellae length distribution, after annealing, on flat substrate (a) and on 

substrates with different curvatures: 0.00492 nm-1 (b), 0.00658 nm-1 (c), 0.00851 nm-1 (d), 

0.0140 nm-1 (e) and 0.0400 nm-1 (f). The red lines represent the log-normal fit of the 

distributions.  
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From the length distribution it is possible to obtain information about the nucleation 

and growth of polymeric lamellae. The trends shown in Figure 3.18 for the different 

surface curvatures present a log-normal distribution of the length density function; 

therefore, from the log-normal fit of the histograms shown in Figure 3.18, additional 

information can be obtained on the distribution of polymer lengths as a function of 

surface curvature: 

𝑦 =  
𝐴

√2𝜋𝜎𝐿
𝑒

−(ln 𝐿−𝜇)2

2𝜎2             Equation 3.5 

where L is the total length, μ and σ are the mean value and the standard deviation of 

the length natural logarithm, respectively, and A is a normalizing constant. From the 

trends obtained (Figure 3.18, red lines), it is evident how the surface curvature 

influences the distribution of the lamellar lengths. The curvature increases results in 

a shift of the maximum distribution to smaller lengths, with a threshold value for 

substrates with curvatures of 0.00851 nm-1. At the same time, it is possible to observe 

a variation in the width of the distribution, which appears much narrower at higher 

curvatures. The above could indicate a variation of the nucleation and growth process 

induced by surface curvature, assuming a dual nucleation and growth mechanism. 

That is, while the curved portion of the surface could favour the nucleation process 

at the expense of the growth, thus leading to the formation of shorter lamellae, the 

flat portions of the surface, i.e. the interstices between the particles, could favour the 

growth of crystalline nuclei, causing, consequently, the formation of longer 

polymeric lamellae. In support of the above, the AFM phase images, shown in Figure 

3.16, evidence the presence of long polymeric lamellae in the interstices between the 

particles while shorter lamellae are observed at the top of the particles. Given that 

the geometry of the substrate influences the growth of polymeric crystals, we may 

expect a variation of the length distribution with the increase of surface curvature. In 

particular, the increase of curvature favours the nucleation process at the expense of 

growth. This is attributable to the reduction of the flat portions of the surface in which 

crystalline growth is favoured. In fact, as is evident in Figure 3.18, the increase of 

curvature is accompanied by an increase of the fraction of shorter lamellae while the 

length of the distribution tail is reduced, with a curvature threshold value equal to 

0.00851 nm-1. On the other hand, further increases of the surface curvature result in 

an increase in the distribution tail (Figure 3.18 e-f), with the consequent formation 

of long polymeric lamellae, as it appears evident in Figure 3.16 e-f. At the same time, 

a narrower distribution of the polymeric crystal length is recorded, with a shift of the 

maximum towards longer contour lengths.  
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Figure 3.19. Power spectral density (PSD) distributions of lamellar thickness of P3HT thin 

film on substrates having different curvature (a). By carrying out a Gaussian fit of the peak 

that appears in Figure a, the lamellar thicknesses were determined as a function of the various 

surface curvatures, the values of which are reported in Table 3.1.  

 

Despite the distribution shift and the presence of longer polymeric lamellae observed 

for the threshold curvature, the lamellar morphology differs from the flat case, 

indicating that the geometry of the substrate influences, albeit in part, the polymeric 

growth. Given that the surface curvature affects the lamellar growth, as well as their 

orientation, it is reasonable to expect the effects of the curvature also in the folding 

of the chain and, therefore, in the lamellar thickness. To this end, the analysis of the 

power spectral density (PSD) was conducted on the AFM phase images. This 

analysis allows to convert the AFM images in the frequency domain, through a 

Fourier transform, and to identify the characteristic wavelengths corresponding to 

the most frequent morphological features.91 In particular, PSD allows to determine 

the correlation length associated to the lateral distribution of the surface peaks, thus 

identifying the periodic surface characteristics at which, for the present case, 

correspond to the  apparent lamellar width which is given by the folding period of 

the chain.91,92 From the results reported in Figure 3.19 semiquantitative information 

was obtained by carrying out a Gaussian fit of the curves, and the peak position was 

interpreted as the most probable lamellar thickness (Table 3.1 in Figure 3.19). 

Contrary to what expected, no significant variations in lamellar thickness with 

curvature were observed. Although a shift is identified in terms of the peak position 

between the flat and nano-curved substrate (Figure 3.19), the different degree of 

curvature does not allow to appreciate any variations of the lamellar thickness. 
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Figure 3.20. Comparison between out of plane diffractograms of P3HT in-situ thermal 

annealing on flat substrate (a) and on substrates with different curvatures: 0.00492 nm-1 (b), 

0.00658 nm-1 (c), 0.00851 nm-1 (d), 0.0140 nm-1 (e). 

 

To shed more light on how surface curvature affects the growth of polymer lamellae, 

an in-situ GIXRD structural characterization was conducted during thermal 

annealing. In particular, the crystallization of the polymer film was investigated after 

melting at 250°C for 30 minutes in vacuum, monitoring the temperature at which the 

Bragg peak appears. Figure 3.20 shows the out of plane diffractograms of P3HT 

recorded during cooling on substrates with a curvature ranging from 0.0049 to 

0.0139 nm-1. In-situ structural characterization was not conducted for substrates with 

a curvature of 0.04 nm-1, since the influence of surface geometry on the polymer 

assembly is less marked than in the cases of substrates with lower curvatures. By 

comparing the evolution of the diffractograms shown in Figure 3.20, it is evident 

how the curvature affects the crystallization temperature. In particular, while for flat 

surfaces the peak appears at 200°C (Figure 3.20 a), in agreement with previous 

reports,93 on curved substrates the onset of crystallization occurs at lower 

temperatures. This result reveals that curvature does not only influence the overall 

crystalline fraction and orientation, but it also affects the lamellar structure itself. As 

a matter of fact, the other structural parameters which may justify a decrease of the 

melting temperature is lamellar thickness;94 as it is known that thinner lamellae are 
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characterized by lower melting temperatures. However, PSD analysis does not show 

any thickness reduction with curvature therefore, the lowering of melting 

temperature must be related to the strain induced by the curvature on the lamellar 

structure. In particular, the conformal surface coverage implies the adhesion of 

lamellae on the curved portions of the substrate. As the curvature is comparable to 

the lamellar size, it forces the growth of distorted crystals, with a consequent 

reduction of the enthalpy of crystallization and of the melting temperature. The 

reduction in melting temperature in the presence of distorted crystals was already 

observed by Ahmed et al. who hypothesized a softer nature of the distorted portions, 

which favours the onset of melting and, as a consequence, the reduction of the 

melting temperature.95 They correlated the reduction of the melting point to the 

structure of the film, by associating the crystalline distortion to a variation of the 

defect concentration, with both an increase of  Gibbs free energy and molar entropy, 

due to the variations induced by the lattice parameters, and an increase of grain 

boundary effects, also considered sort of defects.95 The reduction of particle size and, 

therefore, the increase of surface curvature should lead to an increase of defects 

concentration, such as grain boundaries, with effects that should have repercussions 

on the crystalline structure and in particular on the distortion of the polymer lamellae. 

However, from the analyses conducted, it is not possible to extract quantitative 

information that allows us to appreciate variations of the degree of distortion as a 

function of surface curvature. Additional information could be obtained by 

combining the structural effects induced by surface curvature with SFE. The 

introduction of energetic factors involves a further study of thermodynamic factors, 

and, in particular, of the interface free energy, in the molecular assembly as they 

influence the molecular mobility of the polymer chains and, consequently, the 

polymer crystallization.92 

The possibility of correlating the different mobility of the polymer chains, as a 

function of the energetic effects, with the lamellar distortion induced by the 

curvature, could provide the possibility to shed more light on how the substrate 

geometry can influence the crystallization of the polymer film. A greater 

understanding of these factors could pave the way towards obtaining the desired 

crystalline structures by simply controlling the morphology and energy associated to 

the substrates. 
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4) SFE Modulation 

It has been observed, both theoretically96 and experimentally,97,98 that the nature of 

the substrate strongly influences the mobility of the chains and, consequently, the 

crystals orientation. In the presence of repulsive interactions with the substrate, the 

mobility of the chains increases and favours the formation of edge-on crystals,96 vice 

versa, flat-on growth is favoured.96 This phenomenon can be interpreted in terms of 

interface free energy between the substrate and the polymer. In particular, on low- 

interface energy, the high molecular mobility leads to the formation of polymeric 

crystals parallel to the substrate plane and well packed together.92,29 Conversely, at 

high interface free energy, the molecular mobility is reduced, the crystallization 

process is less efficient and leads to the formation of poorly oriented crystals both 

with respect to the substrate plane and reciprocally. 29,92  The experiments carried out 

so far have concerned only flat substrates, however interesting information could be 

obtained by studying the combined effect of substrate nano-curvature and SFE. 

While the characterization of wettability as a function of nanostructure was 

extensively studied for substrates with constant SFE and curvature,65,66 very little is 

known about nanostructured substrates with different SFE and curvature.24,99 In this 

perspective, substrates with different curvature investigated in previous chapters 

were used and their interfacial properties were modulated by means of suitable 

surface functionalization processes. The systematic variation of the SFE makes it 

possible to understand the combined role of interfacial interactions and substrate 

nano-curvature on the self-assembly of polymeric thin films. In fact, for flat 

substrates, the efficient spreading of the polymer on the substrate increases the 

mobility of the chains and leads to the formation of crystals parallel to the substrate 

plane and better ordered.92 For curved surfaces, it is necessary to understand how the 

mobility of the chains and the diffusion of the polymer are affected by the 

morphology and surface energy. In particular, it is hypothesized that to follow the 

surface morphology, the polymeric lamellae have to be an energetic gain as a 

function of substrate curvature, allowing an effective adhesion of the lamellae to the 

surface with consequent deformation in the structure. 

4.1) SFE modulation with constant curvature 

The morphological and structural study in the previous chapter identified a curvature 

threshold value of 0.008 nm-1, where the geometric effects induced by the surface 

appear most marked. Therefore, this curvature value was used to study the 

modulation of the SFE and see how it affects the assembly and crystallization of 

P3HT. 
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4.1.1) Study of surface wettability 

Curved substrates were made highly hydrophobic by means  octadecyltrichlorosilane 

(OTS)-functionalization (See Appendix), as the self-assembly monolayer of OTS 

gives very apolar surfaces.100 Wettability modulation was then obtained as a 

consequence of surfaces oxidation of the OTS layer by exposition of the hydrophobic 

substrate to Ar/O2 radio frequency (RF) plasma. By varying the plasma treatment 

time, substrates with different SFE values were obtained.101 Unlike flat surfaces, 

where it is possible to determine the SFE by means of contact angle measurements 

and by using the three-liquid model,102 on nanostructured surfaces the liquid may 

undergo different wetting regimes, with the possible inclusion of air nanobubble. 

This may generate an apparent contact angle higher or lower than the corresponding 

flat case. As the wetting regime is not known a priori, it is not possible to determine 

the SFE with the three liquid model. In the assumption that the OTS coverage and 

the plasma oxidation are not affected by the substrate curvature, the SFE 

determination was carried out, via the three-liquid model (See Appendix), on flat 

substrates, simultaneously functionalized and treated with the nano-curved ones. 

From the results reported in Table 4.1, it was possible to modulate SFE within a 

range of 40 mN/m. Once the SFE is known, the wettability for curved and flat 

substrates can be compared as a function of the three different wetting liquids (Figure 

4.1). It is evident that the apparent contact angle, that is, the contact angle measured 

on the nano-curved substrates, depends on both the SFE and the wetting liquid. 

Treatment 

time (sec.) 

SFE (mN/m) γLW 
(mN/m) 

γ+
 (mN/m) 

γ-

(mN/m) 

0 21.95 ± 0.52 21.77 ± 0.36 0.04 ± 0.05 0.22 ± 0.1 

1 24.79 ± 1.67 23.23 ± 0.77 0.59 ± 0.4 1.04 ± 0.46 

2 37.41 ± 1.37 34.19 ± 0.31 0.18 ± 0.11 14.29 ± 0.6 

3 41.61 ± 1.35 36.05 ± 0.26 0.42 ± 0.15 18.51 ± 0.78 

5 51.34 ± 1.47 38.72 ± 0.12 1.32 ± 0.24 30.08 ± 1.09 

10 58.7 ±2.05 38.89 ± 0.21 2.85 ± 0.48 34.41 ± 0.62 

15 63.98 ± 0.94 39.33 ± 0.23 3.32 ± 0.15 45.67 ± 0.53 

Table 4.1. SFE and the corresponding apolar (γLW), acid (γ+) and basic (γ-) components 

measured with the three liquids method on flat piranha-treated substrate (last row), on OTS-

functionalized substrate (first row) and on plasma-treated OTS-functionalized substrates. 
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Figure 4.1. Contact angle of water (a), glycerol (b) and TCP (c) on nano-curved (black 

symbols) and flat (red symbols) substrates at various SFE. Water and glycerol display a 

wetting transition with contact angles on nano-curved substrates passing from higher to lower 

than the ones on the corresponding flat substrates. 

 

If the wetting liquid is water or glycerol (Figure 4.1 a-b), the difference between the 

apparent contact angle and the corresponding contact angle measured on flat 

subtrates markedly varies with SFE. In particular, at low SFE nanostructured 

surfaces show apparent contact angles higher than the ones recorded on flat 

substrates with the same SFE. Vice versa, at high SFEs,  contact angles on flat 

substrates are higher than apparent contact angles on nanostructured substrates.  The 

TCP behaviour is different, as the apparent angles are always greater or at most equal 

to those recorded on  flat substrates. The recorded wettability behaviour can be 

explained by considering two limit regimes that may occur on rough surfaces. In 

particular, the low surface wettability observed at low SFE resembles the Cassie-

Baxter model, which assumes the formation of a composite interface where the liquid 

is in contact with both the structured substrate and the air bubbles trapped between 

the nanostructures.  If ϑ is the ideal contact angle between the wetting liquid and the 

flat surface and f (1≤ f ≤0) is the fraction of the nanostructured surface where the 

solid and the liquid are in contact,103,65 the apparent contact angle, ϑCB, is given by: 

𝑐𝑜𝑠𝜗𝐶𝐵 = 𝑓 𝑐𝑜𝑠𝜗 − (1 − 𝑓)             Equation 4.1 

On the contrary, the increased surface wettability recorded at high SFE agrees with 

the Wenzel model,104   which considers a homogeneous wetting regime, with an 

apparent contact angle, ϑw,  given by: 

𝑐𝑜𝑠𝜗𝑤 = 𝑟 𝑐𝑜𝑠𝜗      Equation 4.2 
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where ϑ is the ideal contact angle formed by a liquid wetting a perfectly flat surface 

and r is the roughness ratio, defined as the ratio of the real area of the solid surface 

and the nominal area (r = 1 for purely flat surfaces and r >1 for rough surfaces).104 

Therefore, the increased wettability, that is, the lower contact angle, recorded at high 

SFE, indicates the increased contact area between the wetting liquid and the surface 

by a factor r. Usually, especially if θ < 90°, θCB > θW
105 , with Wenzel apparent contact 

angles lower than those measured on flat substrates, due to increased contact surface. 

On the other hand, if the liquid conforms to the Cassie-Baxter model, the apparent 

recorded contact angles will be higher than the ones  measured on the corresponding 

flat substrate.105 Based on this evidence, the inversion of the wettability behaviour 

shown in Figure 4.1, i.e. a higher apparent contact angle at low SFEs and lower one 

at high SFEs with respect to the flat case, can be interpreted as a transition from 

Cassie-Baxter to Wenzel behaviour. This transition is not observed in Figure 4.1c, 

as the TCP always wets the surface homogeneously. However, at high SFEs higher 

contact angles are recorded for curved substrates than for flat ones, suggesting some 

not negligible repulsive components which may result from the interaction between 

a non-polar liquid and a strongly polar substrate. The observed transition from the 

Cassie-Baxter regime to Wenzel one can also be rationalized by taking into account, 

in addition to the substrate SFE, the interfacial free energy (IFE or γLS) between the 

wetting liquid and the substrate. IFE was experimentally determined, from flat 

surfaces, by using the combination rule Good-Girifalco-Fowkes106 (See Appendix). 

 

Treatment 

time (sec.) 
SFE (mN/m) 

γSL (H2O) 

(mN/m) 

γSL (Gly) 

(mN/m) 

γ SL(TCP) 

(mN/m) 
SP3HT 

0 21.95 ± 0.52 51.31 ± 1.37 31.17 ± 1.45 2.94 ± 1.33 0.33 ± 4.46 

1 24.79 ± 1.67 49.96 ± 1.38 29.46 ± 1.28 3.83 ± 1.28 3.11 ± 6.07 

2 37.41 ± 1.37 49.68 ± 0.77 26.79 ± 0.50 3.43 ± 0.73 12.68 ± 4.00 

3 41.61 ± 1.35 47.71 ± 0.69 24.45 ± 0.42 5.68 ± 0.65 14.72 ± 3.91 

5 51.34 ± 1.47 41.31 ± 0.56 17.55 ± 0.28 12.61 ± 0.51 18.18 ± 3.89 

10 58.7 ± 2.05 34.15 ± 0.55 10.36 ± 0.26 19.81 ± 0.51 19.55 ± 4.15 

15 63.98 ± 1.17 32.49 ± 0.44 8.54 ± 0.14 21.68 ± 0.42 20.43 ± 2.82 

Table 4.2. Interface free energy (γSL) calculated for the three different wetting liquids and 

P3HT spreading coefficient as a function of the substrate SFE. 
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The observed trend, reported in Table 4.2, allows us to relate the observed variations 

of the apparent contact angles to the interfacial free energy and it strengthens the 

hypothesis of a transition from Cassie-Baxter to Wenzel behaviour. In particular, a 

Cassie-Baxter regime is identified when SFE < IFE, as the wetting of the solid 

surface by the air is favoured with respect to the wetting by the liquid. Therefore, air 

bubbles are trapped. On the other hand, the increase of SFE makes the contact 

between liquid and solid more favourable than the one between the solid and air, in 

particular when SFE > IFE 105, this implies the transition to the Wenzel behaviour.  

These results represent the first report of a Cassie-Baxter to Wenzel transition 

induced by SFE modulation on nanostructured substrates. 

 

4.1.2) P3HT crystallization on substrates with controlled nano-

curvature and SFE 

It is known that surface wettability and IFE affect the molecular mobility of 

polymeric thin films and consequently their crystallization on surfaces.17,107,108,109 In 

this perspective, substrates with a curvature of 0.008nm-1 were used to study how 

SFE modulation, combined with a geometric distortion induced by the substrate, 

affects the crystallization behaviour of P3HT thin films. Regardless of surface 

wettability, the P3HT film covers the substrate with a constant thickness, without 

altering the hexagonal packing of the silica nanoparticles, as confirmed by the AFM 

topographic images (Figure 4.2). While P3HT crystallization is not significantly 

affected by substrate SFE on flat substrates,92 on nano-curved substrates the 

energetic factors affect the polymer assembly, leading to a non-homogeneous 

lamellar distribution with a strong dependence on the SFE. 
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Figure 4.2. 1x1 μm2 AFM height image of P3HT spin coated on nano-curved substrates with 

different SFE: 22 mN/m (a), 25 mN/m (b), 37mN/m (c), 42 mN/m (d), 51 mN/m (e), 58 

mN/m (f), 64 mN/m (g). 

Figure 4.3. 1x1 μm2 AFM phase image of P3HT films crystallized on 21.95 mN/m (a), 24.79 

mN/m (b), 37.41 mN/m (c), 41.61 mN/m (d), 51.34 mN/m (e), 58.7 mN/m (f) and 63.98 

mN/m (g) nano-curved substrates. By increasing SFE lamellae progressively cover the nano-

curved portions of substrates. 

 

As shown in figure 4.3, at low SFE P3HT crystallizes only in the interstices between 

the particles, (Figure 4.3a,b) forming short and straight lamellae. As the SFE 

increases, the lamellae begin to cover the curved portions of the substrates (Figure 

4.3 c−f), to achieve an effective wetting with a homogeneous coverage of the 
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substrates with high SFE values (Figure 4.3 g).  To better understand this behaviour, 

the spreading coefficient, S, was calculated: 

𝑆 = 𝑆𝐹𝐸 − 𝛾𝑆𝑢𝑏𝑃3𝐻𝑇 − 𝛾𝑃3𝐻𝑇   Equation 4.3 

where γP3HT is the P3HT SFE (21,7 mN/m with SFE components of γLW 21.4 ± 0.6 

mN/m, γ+ 0.1 ± 0.1 mN/m, γ- 1.1 ± 0.2 mN/m determined by contact angle 

measurements) and γSubP3HT is the IFE between P3HT and solid substrates. 

Regardless of the SFE value, the spreading coefficient is always zero or positive, 

indicating the spontaneous wetting of P3HT of any substrates. Therefore, the 

spontaneous retraction of P3HT from the curved portion at low SFE can not be 

explained in terms of dewetting, nor in thickness variations induced by different 

crystallization degrees on nanostructured substrates, as the mass density difference 

between fully crystalline and fully amorphous P3HT is only 4%.110 On the contrary, 

it is possible to attribute the observed behaviour to two driving forces that govern 

the crystallization process: SFE minimization and crystallization enthalpy 

maximization. These driving forces   act toward two opposite directions and, if one 

of the two is markedly predominant with respect to the second one, the limit 

behaviours observed at on 21.95 mN/m and 63.98 mN/m occur. In particular, given 

the curvature induced lamellar distortion, the crystallization on the nano-curved 

portion of substrates occurs only in the presence of energetic gain that 

counterbalances the loss of crystallization enthalpy derived from the growth of 

distorted lamellae. Indeed, for substrates having high SFE full surface coverage is 

observed (Figure 4.3 g), since the SFE reduction occurring upon the full substrate 

coverage by P3HT compensates the lower enthalpy gain due to the growth of 

distorted lamellae on nano-curved surfaces. This allows the P3HT to crystallize on 

any part of the substrate. On the contrary, there are no energy gains for the 

crystallization of P3HT on the nano-curved portions of low SFE substrates, as P3HT 

SFE is no longer lower than the substrate one, therefore, straight lamellae, 

characterized by higher crystallization enthalpy, form exclusively in the interstices 

between the particles. To support this hypothesis, GIXRD measurements were 

performed (Figure 4.4). No difference is shown by the diffraction patterns of P3HT 

crystals on flat and on nano-curved low SFE substrates, as in both case, the (100) 

peak and two higher orders are observed. As the GIXRD scan is performed out-of 

plane, these peaks are diagnostic of preferential edge-on orientation.92 In contrast, 

on high-SFE substrates, the diffractogram is characterized by lower intensity (100) 

peak and by the absence of higher orders, indicating a poorer crystalline order and 

orientational randomization111,112 due to the curved crystals growing on the curved 

portions of the substrate. 
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Figure 4.4. Grazing incidence diffractograms of P3HT films crystallized on flat, 63.98 mN/m 

and 21.95 mN/m nano-curved substrates. 

 

These results clearly indicate that the nucleation is a key parameter for lamellar 

growth, since crystallization only occurs when the free nucleation energy exceeds 

the energy loss caused by the creation of new interfaces.  

4.2) Combined effect: SFE and curvature modulation 

The combined effect induced by surface curvature and free energy on P3HT 

crystallization was investigated by performing an in-situ GIXRD structural 

characterization during thermal annealing. In particular, the growth of P3HT crystals 

was studied as a function of both the substrate curvature and the SFE, by modulating 

the SFE for each curvature.  By applying the procedure illustrated in the previous 

paragraph, substrates with intermediate hydrophobicity and different curvatures 

were selected, as we expect that the P3HT crystallization at intermediate SFE 

conditions, that is, where nor the crystallization enthalpy maximization nor the SFE 

minimization are prevalent, may be more sensitive to changes in substrate curvature. 

Therefore, we employed substrates with curvature of 0.00851 nm-1, 0.00496 nm-1, 

and 0.01399 nm-1 and SFE values of 43.56 and 55.49 mN/m. On the other hand, it 

was not possible to investigate crystallization on highly hydrophobic substrates 

since, even in the flat case, the dewetting of the polymer film was observed during 

the annealing. We believe this is due to the sample stage employed for in-situ 

structural analysis, which is characterized by a non-homogeneous heat flow, as the 

heating unit lays below the substrate, which may facilitate dewetting processes when 

the substrate is warmer than the rest of the environment. 
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Figure 4.5. Comparison between out of plane diffractogram of P3HT in-situ thermal 

annealing on hydrophilic flat substrate (a) and on substrates with modulated SFE and 

different curvatures: 0.00492 nm-1 (b), 0.00851 nm-1 (c), 0.0140 nm-1 (d).  

  

Figure 4.5 shows the out of plane diffractograms of P3HT thin films recorded under 

controlled curvature and SFE.  In particular, attention is paid to cooling, in order to 

monitor the appearance of Bragg peaks and, in turn, to have an estimate of P3HT 

crystallization temperature as a function of substrate SFE and curvature. Figure 4.5 

a resumes the diffractograms obtained during thermal cooling, for flat substrate with 

high SFE, showing a crystallization temperature of 200 °C, in agreement with what 

observed previously in literature.93  The variation of the surface curvature, as well as 

of the SFE, leads to changes of the crystallization temperature, which seems to be 

influenced by both effects, i.e. geometric and energetic factors. In particular, at low 

SFE and for surface curvature equal to 0.00851 nm-1 and 0.01399 nm-1 (Figure 4.5 

c-d, dashed line) the crystallization temperature is equal to that observed on the flat 

substrate, suggesting the growth of straight lamellae in the interstices between 

particles as already observed by AFM in the previous paragraph. On the contrary, 
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when the substrate curvature is lower (0.00492 nm-1, Figure 4.5 b, dashed line) the 

crystallization temperature is lower than the flat case, that is, distorted crystals 

growth on the curved portion of the substrate. When increasing SFE, we observe, for 

all substrate curvatures, lower crystallization temperatures than the one observed on 

flat substrates (Figure 4.5 b-d, continuous line). The observed results fully agree with 

the hypothesis reported in the previous paragraph, as the variation observed in the 

crystallization temperature with SFE and substrate curvature can be explained in 

terms of crystallization enthalpy maximization and SFE reduction. In particular, 

when SFE is the lowest, only the substrate with the lowest curvature allows the 

growth of distorted crystals, as the lower distortion induced by this substrate implies 

a lower crystallization enthalpy loss which can be counterbalanced by the coverage 

of substrates with relatively low surface energy. On the contrary, on substrates with 

higher curvatures, that is, on substrates which induces higher distortion, the growth 

of distorted crystals requires higher SFEs, as the higher enthalpy loss must be 

counterbalanced by a higher SFE reduction upon P3HT coverage. Therefore, we 

observe a significant reduction of the crystallization temperature, which is diagnostic 

of the growth of distorted crystals, only at high SFE while at lower ones crystal 

growth predominantly in the flat interstices between the curved portion of the 

substrates and the crystallization temperature is unaltered with respect to the flat 

case. These results highlight the interplay between substrate nano-curvature and SFE 

opening the way to a new method to finely modulate the crystal distortion and 

substrate coverage and, in turn, to modulate both film morphology and 3D structure.    
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5) Summary and outlook 

The results reported in this section showed how the 3D structure of the thin films of 

P3HT can be modulated as a function of the nano-curvature of the substrate, as well 

as the associated energetics. It must be considered that in covering non-flat surfaces, 

the mobility of the chains and the efficient spreading act in different directions. 

Therefore, if, on the one hand, the high molecular mobility favours the formation of 

straight lamellae, on the other hand the efficient spreading will favour the formation 

of curved lamellae that will better adhere to the substrate. In particular, it was 

observed that for substrates with high SFE, the polymeric lamellae are able to 

completely cover the surface. The formation of polymeric lamellae was already 

observed on the as-deposited out of equilibrium P3HT films, with a reduction of the 

persistence length as the surface curvature increases and a random orientation of the 

crystals induced by surface geometric factors. This suggests that the crystals formed 

during the rapid evaporation of the solvent adhere to the substrate with one of the 

two crystallographic faces, corresponding to the two preferential edge-on and face–

on orientations in the case of the flat substrate and to an isotropic orientation of the 

polymeric backbone with respect to the macroscopic plane on nano-curved 

substrates. The annealing of the polymeric films leads to a variation of the crystalline 

fraction as a function of the surface geometries. A marked effect played by the 

surface curvature is observed. In particular, the increase of curvature leads to the 

formation of smaller crystalline domains, with a reduction of the edge-on fraction.  

However, the curvature does not induce a significant variation of the lamellar 

orientations with respect to the edge-on, in fact, only 15% of OLO is recorded 

regardless of the surface geometry. Therefore, unlike the as-deposited P3HT thin 

films, for which the increase of curvature leads to an increase of lamellae 

randomization on the surface, the heat treatment involves a reduction of the 

crystalline fractions. At the same time, lower crystallization temperature are 

observed. Therefore, since this reduction is not attributable to the presence of smaller 

lamellar thicknesses, it is related to the crystalline structure, which appears more 

distorted with the increase in surface curvature. In particular, when adhering to the 

curved portions of the surface, the P3HT lamellae undergo distortions in their 

structure, with consequent effects in the crystallization temperature. It was also 

observed that the modulation of the SFE also influences the crystallization process 

of the polymer lamellae on the curved surfaces. P3HT crystallization appears to be 

governed by two driving forces: SFE minimization and crystallization enthalpy 

maximization, which act in opposite directions, with significant variations of 

morphology and nanostructure as a function of the substrate properties. In particular, 

crystallization on curved substrates only occurs if the SFE gain counterbalances the 
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loss of crystallization enthalpy resulting from the growth of distorted crystals. The 

in situ structural characterization carried out during the thermal cooling allowed to 

highlight how the crystalline distortion increases with the curvature. As the growth 

of distorted lamellae on substrates with higher curvatures requires higher SFEs to 

occur, since the increase in enthalpy loss must be counterbalanced by a higher SFE 

gain. The reported work provides a novel and easy method to modulate the structure 

of polymer films by exploiting geometric distortion and interfacial interactions with 

possible effects on the functional properties of the polymer film. Overall, the 

reported results could pave the way for subtle management of the morphology and 

structure control of thin films and to a deeper understanding on the self-assembly 

behaviour of confined soft matter by enabling the quantitative determination of 

fundamental parameters such as the crystallization enthalpy and its related loss when 

nanometric strain is applied. This would allow a greater control of the system and 

the design of advanced devices in which it is possible to control the individual 

building blocks, model the polymeric assembly finely, thus allowing to create 

devices based on a local control of the properties of the system, where the 

interactions with the substrate are the key parameters for the realization of unique 

devices having the desired characteristics. At the same time, it is possible to exploit 

the unique effects and properties associated with surface nano-confinement, which 

provides the possibility of obtaining devices with properties not previously observed, 

thanks to the intrinsic properties of the building blocks involved. 
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Nanostructured liquid interfaces: State of Art 
 

6) The charm of liquid interfaces 

The properties of liquid surfaces have always fascinated scientists. It was 1774 when 

Benjamin Franklin, fascinated by the behaviour of a drop of oil spread on the water 

surface, said: "It seems as if a mutual repulsion between its particles took place as 

soon as it touched the water, and a repulsion as strong as that air on other bodies 

swimming on the surface, forcing them to recede every way from the drop. The 

quantity of this force, and the distance at which it will operate, I have not yet 

ascertained, but I think it is a curious investigation and I wish to understand whence 

it arrives”.1 

It began to be understood that the theory of Newton about the gravity was unable to 

explain the interactions involved. The study of capillarity, on the other hand, 

appeared promising although the first theories considered the liquid surface to be 

devoid of any structure, also because of its involvement in the transition to the vapor 

phase.2 Considerable progress was made at the end of the nineteenth century, when 

the theory of surface tension was introduced; the interface was no longer considered 

as a clear boundary between two phases but the concept of diffuse interface 

appeared.2,3,4 It was thus possible to fix the size of a molecule of olive oil in water, 

increasingly assuming the existence of attractive intermolecular forces between 

water and oil. The first experiments on molecular films were introduced, allowing to 

hypothesize the shapes and sizes of molecules, subsequently confirmed by modern 

methods of investigation.2 The studies on liquid interfaces increased; in the twentieth 

century, colloidal particles trapped at interfaces began to be studied.5 Pickering and 

Ramsden studied paraffin-water emulsions with solid particles which inhibited the 

coalescence of the emulsion droplets as they formed a film at the interface between 

the two phases.6 Later, it was discovered that the assembly of spherical particles at 

the liquid interface involves a reduction of the interfacial free energy, as well as 

surface tension, γ, defined as the energy cost, Gγ, associated with the formation of a 

unit of contact area, A, between two fluids, and that this reduction is the actual 

driving force of the interfacial colloidal assembly:5,6,7    

𝛾 = (
𝛿𝐺𝛾

𝛿𝐴
)𝑇,𝑝         Equation 6.1 

Therefore, it is the minimization of Gibbs free energy, due to the reduction of the 

contact area between two liquids, that drives the adsorption of colloidal particles at 
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the interface despite the entropic penalty connected to the confinement of the 

molecules at the interface.7,8 The interaction of colloidal systems with fluid interfaces 

is of particular importance, for example in the biomedical field, in the transport of 

colloidal particles through the respiratory tract and appear also promising in 

industrial processes and in the manufacture of miniature light sources.9,10,11 The 

presence of the interface is responsible for dimensional confinement, as well as 

symmetry breaking, making it versatile for the production of nanomaterials where 

the interface acts as a template for the colloidal assembly and guides their 

organization into soft and reconfigurable structures.7,12 The simplicity with which 

the assembly takes place makes it an excellent process for coating the surface; the 

colloidal particles self-assemble spontaneously, guided by the interface free energy 

reduction.8,13 They are active at the surface and act as building blocks for the 

production and stabilization of foams and emulsions.14,15 The small size associated 

to colloidal particles at the nanoscale confers unique properties to monolayers that 

they spontaneously form at liquid interfaces, probably deriving from collective 

effects, due to the interactions between the first neighbours, and fascinating 

structural characteristics thanks to their hierarchical organization.12,15 

The remarkable developments in nanoscience has provided the possibility of 

synthesizing nanoparticles (NPs) of different materials, with tuneable shapes and 

sizes and with properly designed chemical and physical properties.12,13 The 

possibility of engineering complex geometries by exploiting the interfacial assembly 

is a simple and precise method for the preparation of nanostructured functional 

monolayers.12,16 The lateral mobility associated to the particles at the interface allows 

them to reorganize following the application of external stimuli. Therefore, it 

becomes possible to produce materials whose structure and functionality can be 

reconfigured on demand, a long-sought objective in material science.12 The 

geometric restrictions and the prospect of controlling the assembly of nano-objects 

paves the way for the construction of functional materials with sophisticated and 

mechanically stable structures, in which the nanoparticles impart specific functions 

to the nanostructures.5,6,7 To be able to fully control the resulting structure, a good 

understanding of the physical chemistry of complex interfaces is required, as well as 

the dynamic and equilibrium properties of assembled systems.9,17,18,19 Classic 

thermodynamics models, which consider systems to be continuous, have limitations 

when dealing with nano-sized objects. At the nanoscale, metastable systems can be 

observed, with very slow relaxation at equilibrium or single particles trapped in a 

state of non-equilibrium.20 Therefore, it is necessary to deepen our better 

understanding of the dynamic effects involved, deriving from the nanoscale and 

surface heterogeneity, which could allow the development of new applications where 

the control of motions associated to particles can be relevant.16 As a matter of fact, 

nano-colloidal systems  become a central topic in the science of liquid interfaces, 

given the need to identify and measure the forces determining the physical behaviour 
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of colloids at the interfaces in order to create and control the formation of complex 

two-dimensional structures with many potential applications.21,22 For a long time, the 

only physical quantity that could be experimentally measured was the surface 

tension, this allowed to explain the energy effects involved but it ignored the entropic 

component associated with it.2 Although the surface tension has a significant effect 

in many heats transfer processes, providing also information about the wettability of 

fluids, it is not sufficient to describe the adsorption of colloidal systems at the 

interface.23,24  The use of standard thermodynamic quantities for the bulk and some 

parameters of the materials, could allow a deeper understanding of the adsorption at 

the interface. These models do not take into account the molecular nature of the 

solvent, or the other species involved. Therefore, although they are valid methods 

for micrometric dimensions, they are not satisfactory enough at the nanoscale, where 

it is no longer possible to neglect the thickness of the interfacial layer, as it is  

comparable, if not greater, to the size of the colloidal nuclei.7,13,15,25,26,27,28,29 Although 

interfaces may appear as abrupt borders, they are characterized by a finite thickness 

of the order of a few nanometres, where the materials appear inhomogeneous, with 

properties that differ from the bulk. Therefore, nanoscale particles are affected by 

the irregularities of the surrounding medium or molecules.30 The reduction in the 

size of the particles involved means that negligible interactions at the macroscale can 

no longer be neglected. In addition, the corpuscular nature of matter must be 

considered, given the reduction of kinetic units and the importance of thermal 

energy.30 In the mid-1970s, the development of synchrotron X-ray sources, 

characterized by a high incident flux and a small beam, made it possible to 

structurally characterize liquid surfaces with unprecedented resolution.31,32 The 

possibility of working at grazing angle of incidence (GID) allows to reduce the 

dispersion of the background of the material, making the intensity diffracted by the 

surface measurable.2 This allows the precise determination of the positions of the 

particles with respect to the interface and the inter-particle distance.11 This structural 

information allows us significantly broaden the methods to investigate the 

organization of colloidal monolayers at liquid interfaces,  so far mainly limited to 

Langmuir trough approach based on the measurement of surface pressure variations 

recorded by compressing the interface at a constant speed.2  

Despite the considerable progress achieved in the characterization of fluid interfaces, 

many questions still remain about the processes that are involved in the adsorption 

of colloidal particles at the interface and therefore in its nano-structuring. 
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6.1) Energy factors and interactions involved 

The adsorption of nanoparticles at interface is thermodynamically favoured since it 

is accompanied by a reduction of surface tension; a lateral pressure is generated 

opposing the contraction of the interface to minimize its area following the 

adsorption of particles.7,13 The stability of the adsorbed particles is mainly related to 

the complex interactions that arise between the particles and the properties of the 

liquids that form the interface and it also depends on the size of the particles.13 In 

particular, irreversible adsorption occurs, in non-equilibrium conditions, for particles 

with micrometric dimensions; as the adsorption energy exceeds the thermal bath. In 

the case of nanometric particles, the adsorption energy may be comparable to the 

KBT, where KB is the Boltzmann constant and T is the temperature. Therefore, the 

displacement towards the interface occurs with a speed that is a function of the size 

of the particles thus, allowing the system to reach interfacial equilibrium.5,6,12,33 

Although irreversible adsorption is to be attributed to microparticles, even at the 

nanoscale it is possible to have high trapping energies of nanoparticles at the 

interface.6  If we consider that the adsorption of the particle at the interface involves 

the loss of the fluid interface, the surface energy will be equal to the difference in the 

tension of the new interfaces formed as a result of the adsorption compared to the 

initial tension.6,13 It follows that the free energy variation will be proportional to the 

fluid interface area replaced by the particle, to the radius of the particle (r) and to the 

angle it forms at the interface (ϑ), namely:34 

Δ𝐸 =  −𝜋𝑟2𝛾𝛼𝛽(1 ± 𝑐𝑜𝑠𝜗)2   Equation 6.2 

Therefore, the variation of the free energy will always be negative. It follows that 

the positioning of a particle at the interface is thermodynamically favoured. The 

energy reduction can be expressed as a function of surface tension,  wettability and 

interparticle interactions.5,6,7,13,33,35 On this basis,  it appears that the driving force of 

the interfacial assembly is enthalpically driven. 6,13 Similarly, ΔE is the amount of 

energy required to remove the adsorbed particle at the fluid interface and scales 

quadratically with the radius of the particle. It follows that the desorption energy is 

often much higher than the thermal bath, allowing to affirm that the particle is 

strongly attached to the interface, such that it can be considered irreversibly 

adsorbed.7,15,13 Although thermodynamics allows us to explain why particles are 

strongly adsorbed at the interface, the description of the adsorption process is more 

complex.12 Once the particles are transported to the interface, in order to be adsorbed 

at the interface, the particles must overcome an energy barrier, originating from the 

potential particle-interface interaction.36 The presence of an attractive interaction and 

a favourable adsorption energy means that the particles remain immobilized at the 

interface. Once adsorbed, the particles will reorganize according to the different 
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forces acting on the system and the tension is seen as an energetic barrier to be 

overcome so that the particle can escape from the interface.6,12 Therefore, the 

interaction potential that derives and that determines the assembly of the particles at 

the interface is generated by many different factors.15,37 This means that the 

interfacial assembly cannot be easily predicted. It is necessary to consider the 

different forces, attractive and repulsive that act on the system in addition to the 

complexity of the interface with respect to the bulk.12 Furthermore, once adsorbed at 

the interface, the particles do not remain fixed but diffuse in a limited random walk, 

along the plane of the interface.5 Hence it is of importance to consider the 

fluctuations around the equilibrium position, which perturb the contact line due to 

the roughness at the nanoscale and generate deformations.5  Therefore, the necessity 

to develop thermodynamic models that allow to correctly describe the mechanisms 

involved, and in particular the inter-particle interactions and their wettability, is 

evident.7 In the 40s of the twentieth century Derjaguin and Landau38 and 

subsequently, Verwey and Overbeek39 studied the interactions that are established 

between particles and their interactions with the medium in which they are dispersed. 

They developed a quantitative theoretical analysis of the problems related to the 

stability of colloids, known as the DLVO theory, from the initials of their names. 

The theory is based on the electrical properties at the particle-water interface and on 

the interaction energies that come into play when two charged particles approach 

each other.40 It assumes that the stability of colloids depends on long-range forces 

and in particular on the balance between the attractive interactions of Van der Waals, 

VA(h), and the repulsions of the bilayer, VR(h), which are formed at a charged 

interface and increase exponentially with decreasing distance, h. Therefore, the total 

interaction potential and the corresponding strength will be equal to: 26  

𝑉(ℎ) =  𝑉𝐴(ℎ) +  𝑉𝑅(ℎ)           𝐹 =  −
𝑑𝑉

𝑑ℎ
=  −

𝑑𝑉𝐴

𝑑ℎ
−

𝑑𝑉𝑅 

𝑑ℎ
       Equation 6.3 and 6.4 

where the attractive term is inversely proportional to the distance, h, while in the 

repulsive term the dependence on the distance is given by the Debye screening in 

solution.26  It follows that at very large or very small distances, the attractive term 

prevails while at intermediate distances the strength of the double layer prevails, if 

the surface is sufficiently charged, giving rise to an energy barrier.26 The height of 

this barrier represents the stability of the system since, in order to aggregate, the 

particles must overcome the energy barrier.26 While the theory is correct, other types 

of forces have emerged from several studies. Moreover, the theory simplifies the 

properties of colloids as it does not consider either the irregularity in size or the 

surface roughness of particles and its influence on acting forces.40,41 A uniform 

distribution of the charge and potential is also assumed while the solvent is 

considered as a homogeneous medium, with a single dielectric constant.  
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Figure 6.1. Different interactions that can arise between the colloidal particles trapped at the 

water/air interface. In particular, electrostatic repulsions resulting from the dipolar and 

Coulomb interaction can occur, which are counterbalanced by the attractive Van der Waals 

and capillary forces.5 

 

Furthermore, the dimensions of the ions of the diffuse layer are ignored, considering 

them like point charges. These hypothesis are no longer valid at small distances and 

high surface potentials.40,42 Further limitations of the theory are observed at the 

nanoscale, where the nanoscale dimensions of colloidal particles complicate the 

system.25 The dimensions of the nanoparticles are comparable to those of the solvent 

molecules, ions and other components of the solution. It is therefore not possible to 

consider the uniformity of the medium nor the additivity of the potential involved; 

therefore, it is necessary to consider the structure of the surrounding medium and the 

interactions with the other groups present.25 It should also be considered that, due to 

the discontinuity of the interface, the strength of the interactions between the 

particles and the dependence on the parameters will be altered with respect to the 

bulk, which makes the quantitative analysis of the interactions involved more 

difficult.12 New forces, in addition to bulk ones, emerge at the interface, such as 

dipolar repulsive forces, capillarity attraction and hydrophobic interactions.7,13 In 

particular, it has been observed that, depending on the degree of hydrophobicity, the 

particles assemble at the interface forming isolated or close packed systems 

(respectively at low and high hydrophobicity), with consequent variation in surface 

tension and interfacial concentration.7 Surface confinement, therefore, gives to 

particles physico-chemical properties that differ from the bulk.7 Several models were 

developed in order to understand and obtain a description of the interactions 

involved. Martinez-López et al. developed a simplified model for understanding the 

involved potentials.43 In particular, they considered that at the interface it is possible 

to identify a part of the particles immersed in the aqueous medium and an emerging 
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part in the apolar medium, this leads to interactions that are established only between 

the parts that are in the same phase.43  It is assumed that the total energy will depend 

on the electrostatic and hydrophobic interactions between the immersed parts but 

also on the electrostatic and capillary interactions between the emerging parts.44  

In particular, we can consider a dependence of the electrostatic interactions on the 

properties of the two phases where the particles are found while, additionally, the 

partial immersion of the particles generates forces, attributable to the deformation of 

the interface.8,15 Therefore, while at the microscale the interfacial deformation can 

be attributed to gravity, at the nanoscale it is the immersion forces (capillary forces) 

that induce the interfacial perturbation. In particular, even in the case of nanometric 

particles, their adsorption to the interface leads to the formation of a finite contact 

angle, able to deform the surrounding fluid, with consequent attractive lateral 

capillary interactions. These forces derive from the partial immersion of the particles 

and, therefore, they depend on the wettability of the particles and not on the gravity, 

as it happens for larger particles. This creates a meniscus at the interface, with 

consequent interactions between the colloids, either attractive or repulsive, 

depending on whether the formed menisci are the same or not,7,15,45 in order to 

minimize the area. The shape of the formed menisci may also be irregular, due to the 

surface roughness of the particles, responsible for non-uniform wetting and irregular 

contact lines.46 It follows that the particles will regulate their orientation and their 

distance, in order to optimize the deformation with the interactions, which will be 

anisotropic.47 If the distance between the NPs centres, L, is less than the capillary 

length (q-1, which for the water/air interface is equal to 2.7 mm)48, easily achievable 

at the nanoscale and if L is greater than the radii of the contact lines, rk,                          

i.e.  𝑟𝑘 ≪ 𝐿 ≪ 𝑞−1, then the capillary energy will be proportional to 𝐹 ∝ 𝛾𝑅2𝑞𝐿 

where R is the particle radius and γ the surface tension. Therefore, it is possible to 

affirm a linear increase of the immersion force with the surface tension.49  Moreover, 

adsorption at the interface therefore involves a reduction in surface tension and an 

increase in the stiffness of the interface, whose position is affected by thermal 

fluctuations.50,51 Colloids are not fixed at the interface but are affected by interactions 

with their first neighbours, generating a motion similar to the Brownian harmonic 

oscillator.52 In order to create a model that fully describes the behaviour of the 

nanoparticles at the interface, it would be necessary to consider the movement of the 

particles also in the third dimension.53 Finally, the full understanding of interfacial 

inter-particle forces require to consider the presence of dissociable charged groups 

on the surface of the colloids,15 whose modulation can significantly influence the 

particle assembly.54 It is in this perspective that the silica nanoparticles have been 

studied, as they are cheap, easy to chemically modify and with controllable surface 

topography.55  
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Figure 6.2. Schematic representation of the particles at the water/air interface. In the 

emerging parts, the particles interact according to classical theories while in the immersed 

parts, in addition to the Van der Waals and dipolar interactions, hydrophobic interactions 

should also be considered.44  

 

They are characterized by dissociable silanol groups on the surface, therefore, their 

assembly will depend on the attractive Van der Waals forces, on the electrostatic 

double-layer repulsive forces between the particles and it is also necessary to 

consider the contribution of  the dipolar interactions.8,15 

The origin of these dipoles was explained by Robinson and Earnshaw56 who assumed 

that the dissociated groups on the surface of the particles can interact with 

counterions present in solution, trapping them and forming a dipole that can also be 

exposed to the interface with air.  

The groups that do not interact with the counterions remain in solution in the form 

of monopoles. Therefore, the dipolar interactions affect the aggregation while the 

Coulomb monopole ones affect the stability.13 A further description of the 

interactions involved at the water/air interface was given by Stillinger and Hurd57,58 

who considered colloids as point charges at the interface in the framework of the 

linearized theory of Poisson-Boltzmann (description of electrostatic potentials in the 

normal direction with respect to the charged surface, assuming that the potential is 

much smaller than the KBT59). The linearity approximation is valid at high 

interparticle distances, where the interaction potential is lower than the thermal bath. 

At short distances, however, it is necessary to consider the charge density on the 

surfaces and the particle-water interaction exerts a non-negligible contribution. 

Therefore, the approximation of linearity is no longer valid and the corpuscular 

nature of the water molecules must be considered.57,58 The electrostatic interactions 

between particles and charged interfaces are not always precisely known and the 
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charging effects become increasingly important as the difference between the 

dielectric constants increases.12 It is certain that the particles interact both 

attractively, causing their mutual approach, and repulsively due to electric charges 

and the presence of molecules adsorbed on surfaces.30  The presence of dipoles also 

determines a power-law repulsion between the particles that drives the formation of 

compact 2D lattices at the interface, with a greater range of action than that observed 

in the bulk.22  

6.2) Additives in solution: surfactants and salts 

Additives, such as surfactants and salts, are generally added to colloidal dispersions 

to provide stability to the suspensions by interfering with the inter-particle and 

particle-interface interactions. Therefore, they also contribute in determining the 

structure of monolayers eventually formed by adsorption of particles.12 In particular, 

additives mediate the interactions between the particles and the interface and this 

may result in a reduction of the adsorption energy barrier.60 A good additive must 

therefore be able to facilitate the adsorption of particles at the interface and control 

the assembly.12 They have an effect on the interactions of particles both in bulk and 

at the interface thus, they must tune the short range attractive and repulsive forces.12 

The repulsive interactions are attributed to the presence of surface dipoles and 

residual charges in addition to the repulsive forces of the electric double layer, while 

the attractive interactions can be attributed to capillary forces. It follows that, since 

additives influence the strength and range of the interactions involved, they can 

balance these interactions and control the interfacial assembly.61,62,63 The use of 

surfactants to facilitate adsorption has ancient origins, they are also used in the 

mining industry to recover precious materials.60 Understanding the particle-

surfactant interactions at the liquid / air interface is also important for applications. 

In particular, in the presence of particles and surfactants with opposite charges, the 

interactions that arise promote the adsorption of the surfactant on the surface of the 

particles, making them more hydrophobic.24 The variation of the particle wettability 

of the particles generates a reduction of the dispersion surface tension, which is 

significant in many hydraulic processes.64  
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Figure 6.3. Schematic representation to explain the effect of cationic surfactants on 

hydrophilic nanoparticles and consequently on the surface tension at the interface.24 

 

Harikrishnan et al. considered the combined surfactant-particle effect and proposed 

that the first phase of the assembly involves the adsorption of the surfactant 

molecules on the surface of the particles in bulk, such surfactant-decorated particles 

will then diffuse towards the interface, where they will adsorb.65  

Therefore, the surface energy will be affected by the surfactant molecules. Through 

surface tension measurements, it is possible to study the effect of particles on 

equilibrium, as a function of both surfactant and particle concentrations while the 

measurement of the tension during the achievement of equilibrium allows to obtain 

kinetic information.35 In some cases, it was also observed that in the presence of 

particle/surfactant complexes, the surface activity is greater than that recorded in the 

presence of surfactants alone as opposed to the absorption dynamics which appear 

slower.66 The adsorption at the interface is governed by the Gibbs adsorption 

equation: 

Γ = −(
𝛿𝛾

𝛿𝜇
)𝑇              Equation 6.5 

where γ is the surface concentration of the moles adsorbed, μ is the chemical 

potential at absolute temperature and γ is surface tension.67 As a result, the adsorption 

leads to the formation of a monolayer at the liquid/air interface with consequent 

reduction of the tension, which is a function of bulk concentration.68 The addition of 

the surfactant modifies the wettability and the charge of particles, this makes the 

particle surface hydrophobic and it allows their adsorption at the interface. The 

surface modification is due to the electrostatic particle-surfactant interactions which 

favour the physisorption. Therefore, the  degree of particle hydrophilization and the 

resultant interfacial assembly are dependent on the concentration of the surfactant.69 

In the case of anionic particles, like silica particles, the surface charge prevents the 
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particles from adsorbing at the interface. In the absence of surfactant, the 

hydrophilicity associated with the particles does not make them akin to the 

interface.8,12 Their interaction with surfactants of opposite charge increases the 

hydrophobicity and consequently the adsorption at the interface, while the surface 

tension decreases.8 Therefore, the balance between the lipophilic and hydrophilic 

character of the nanoparticles is responsible for their affinity for fluid interfaces.69 

At the interface the particles generate a surface pressure equal to Π = 𝛾𝑤 − 𝛾 where 

γw is the surface tension of the water, 72.8 mN/m at 20°C, while γ is the tension of 

the adsorbed monolayer. Moreover, as the increase of the surfactant concentration 

determines an increase of the fractions of active species adsorbed to the interface,  

the surface pressure depends on the surfactant concentration.8 It follows that the 

surfactant has a dual function, on the one hand it promotes the adsorption of particles 

at the interface, by decreasing the adsorption barrier.70 This phenomenon, which is 

believed to dominate the adsorption processes at low surfactant concentrations, 

leaves the surface properties unchanged, i.e. it does not involve the decoration of the 

particle surface by surfactants, thus allowing the formation of 2D assemblies. Above 

a threshold surfactant  concentration, whose value depends on the hydrophobicity of 

the surfactant and on the extent of its adsorption on the particles, the surfactants are 

believed to behave as modifiers, as they adsorb significantly on the particle surface 

in order to neutralize the charge and induce aggregation, hindering the formation of 

ordered structures.70,71 Silica particles (anionic) and cationic surfactants such as 

cetyltrimethylammonium bromide (C16TAB) have been widely used for interfacial 

coating. The electrostatic interactions between the amino terminal groups of the 

surfactant and the negative charges of the nanoparticles determine the formation of 

C16TAB /NPs complexes.69  An explanation of what is happening is not yet possible. 

Ravera et al.35 formulated considerations in order to explain the processes involved 

in the formation of the complexes and in the interfacial assembly. They assumed that 

initially the surfactant is present only on the particle surface, in the bulk, making the 

particles surface active. The greater hydrophobic character of the particles, due to 

the adsorption of the surfactant on their surface and the consequent migration of the 

resultant complexes towards the interface, involves a reorganization of the composite 

layer; different balances are established, and the surfactant is redistributed to the 

solid/liquid and liquid/air interface. This is accompanied by a reduction of surface 

tension, in proportion to the increase of the C16TAB concentration; since the increase 

of concentration involves an increase of the surface portion covered by the surfactant 

and, consequently, an increase of the particle hydrophobicity.35 The adsorption of 

C16TAB on the silica particles is confirmed by measurements of the zeta potential, 

as a changes of the charge, from negative to positive, are recorded by following the 

addition of the cationic surfactant.24 Further increases of the surfactant concentration 
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are accompanied by the formation of a double layer of surfactant molecules on the 

surface of the particles, with a consequent increase of the particle hydrophilicity due 

to the exposure of the polar heads to the aqueous phase.72,73 This is confirmed by the 

inversion of the zeta potential, from negative to positive.72 In most of the works in 

the literature, the salt, typically NaCl, promotes the particle-surfactant interaction, 

which improves the adsorption of the surfactant on the particles and it increases their 

adsorption at the liquid interface, thanks to the screening of the electrostatic 

repulsions.23 Therefore, the addition of electrolytes in solution leads to a reduction 

of the adsorption barrier and facilitates their adsorption to the fluid interface.74,75 The 

effect of ionic strength was studied with polystyrene (PS) particles by observing a 

variation of the interactions as a function of the concentration of the salt present.76 It 

was observed that at low salt concentrations the accessibility of the particles to the 

interface was limited by the presence of a finite adsorption energy barrier. The 

increase of the salt concentration, on the other hand, leads to a reduction of the height 

of the barrier, which facilitates the particle adsorption; while further addition of salt 

facilitates bulk aggregation, leading to a reduction of the number of particles at the 

interface. This is possible because the increase of ionic strength reduces the 

electrostatic repulsion between the particles and, in combination with the Van der 

Waals attraction, the particles can assemble at an equilibrium interparticle distance. 

Thus, it becomes possible to quantify the probability of particle adsorption with ionic 

strength.76,77 It follows that, although the increase of ionic strength screens the 

electrostatic repulsions, it induces the flocculation of the particles, i.e. the formation 

of a loosely packed network of aggregate particles, which results in an increase of 

the Gibbs modulus for smaller surface coverage.74,78 The salts, therefore, allow to 

control the particle distance through the screening of electrostatic repulsions. This 

must be done in a controlled way so that the short-range repulsions are greater than 

the attractive interactions, in order to avoid aggregation.79 Therefore, although the 

electrostatic attractions between particles and surfactant are responsible for the 

adsorption at the interface, the interparticle electrostatic repulsions in the aqueous 

phase controls the number of particles that reach the interface.74  In conclusion, salt 

and surfactant act in a similar manner, as they both mediate the adsorption of 

particles at the fluid interface. Although surfactants promote adsorption at much 

lower concentrations than those required to obtain the same amount of particles at 

the interface in the presence of salt.61 
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6.3) Model system: in situ structural and morphological 

characterization at liquid/air interface 

Costa et al.80 studied the assembly of SiO2 nanoparticles decorated by cationic 

surfactant at the water-oil interface. In particular, they combined nanoscale imaging 

obtained by in situ AFM with GISAXS synchrotron radiation, in order to correlate 

real and reciprocal space structural data. By modulating the concentration of 

C16TAB, the authors showed the possibility of controlling the density of the 

monolayer at the interface, and then determining the interparticle distance. In 

particular, AFM imaging allows to characterize the interfacial forces and the 

morphology of the monolayers in real space, and these results were consistent with 

the reciprocal space ones. Using the configuration shown in Figure 6.4.a, the authors 

were able to in situ visualize the nanoparticle monolayers locally, with nanometric 

resolution. This allowed to observe single local defects not detectable with reciprocal 

space techniques. From the AFM images, the authors were able to measure the 

surface coverage of NPs, showing an increase with the concentration of surfactant, 

and to determine, from the coverage values obtained, the interparticle distance, in 

the assumption of hexagonal packing of the particles. The impact of the surfactant 

concentration on the surface coverage and interparticle distance was confirmed by 

the diffraction analyses performed on the same systems.  

Figure 6.4. Schematic representation of the AFM and typical images of NPs monolayers 

containing local defects (a). If the distance between the particles is comparable to the radius 

of curvature of the tip, the probe can penetrate between the particles (b), contrary to what is 

observed in (c), where the probe cannot penetrate between the particles.80 
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Given the possibility of modulating the interparticle distance by varying the bulk 

ratio SiO2/surfactant, the second section of this thesis will focus on the 

nanostructuring of liquid interfaces by modulating not only the concentration of the 

surfactant but also the length of its hydrophobic chain. Surface tension 

measurements and compression isotherms, accompanied by GISAXS, were 

conducted to characterize the monolayer formed at the interface. Furthermore, it is 

reasonable to assume that similarly to the role played by the surfactant concentration, 

the ionic strength will be equally decisive in affecting the final structure, thus 

allowing us to observe how the presence of ions in solution, in different quantities, 

can influence the interfacial nano-structuring. Finally, it will be shown how, by 

simultaneously recording the isotherm compression of a nanoparticle monolayer and 

the compression-induced structural variation, it is possible to understand and 

quantify the inter-particle repulsive forces acting at the liquid interface.  
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Results and discussion 

7) Interfacial nano-structuring by NPs/surfactant complexes 

The spontaneous adsorption of colloidal dispersion at the liquid/air interface allows 

the creation of nano-structures whose structure and stability are dictated by the 

interactions between the particles acting along an asymmetrical environment. To 

understand and control the interfacial and intermolecular interactions that occur on 

soft liquid interfaces, a model amphiphilic nanoparticle, which consists of an 

aqueous dispersion of negatively charged SiO2 nanoparticles decorated with cationic 

surfactant, was used (Figure 7.1). It is known that the surfactant structure controls 

the surface tension of the system.23 In order to understand how the different nature 

of the surfactant affects the assembly and interfacial properties, we used different 

cationic surfactants, characterized by the same polar head, trimethylammonium, and 

different chain length, such as dodecyltrimethylammonium bromide (C12TAB), 

myristyltrimethylammonium bromide (C14TAB), hexadecyltrimethylammonium 

bromide (C16TAB) and octadecyltrimethylammonium (C18TAB). (See appendix). It 

is known that the SiO2 NPs alone do not appreciably adsorbate the water/air 

interface,35 contrary to the cationic surfactants CnTAB, which are highly surface 

active.81 In order to shed more light on how the different nature of the surfactant can 

change the interface properties, surface tension measurements were carried out for 

all four different chain lengths, in the presence of NaCl 1mM. Figure 7.2 shows the 

trend of the equilibrium surface tension, γ, as a function of the bulk concentration of 

CnTAB surfactants. At low concentrations in bulk, the surfactant does not 

significantly affect the system, recording a surface tension close to that of pure water, 

regardless of the length of the chain. This is due, given the low concentration of 

surfactant molecules in solution, to the low number of molecules adsorbed at the 

surface. The increase of concentration is accompanied by an increase of CnTAB 

molecules adsorbed at the interface and a consequent reduction in surface tension. 

Figure 7.1. Model hydrophilic nanoparticles when decorated with cationic surfactants 

spontaneously adsorb at the liquid interface. 
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Figure 7.2. Variation of surface tension as a function of the different nature and concentration 

of surfactants. By increasing the length of the hydrophobic chain, the surface tension 

decreases with a lower surfactant concentration. While in (a) the monolayer is made up of 

the surfactant molecules adsorbed at the interface, in (b) the monolayer at the interface is 

made up of the NPs decorated with surfactants of different lengths. In both cases, the NaCl 

concentration is 1 mM. 

 

The   surface tension reduction is gradual and is related to the length of the surfactant; 

the effect occurs at lower concentrations for C18TAB and the surfactant 

concentration required to appreciate surface tension variations increases with 

shortening the chain length. This effect is consistent with the adsorption of the pure 

surfactant CnTAB at air/water interfaces.23 Further increase in the surfactant 

concentration in bulk determine the achievement of a second plateau, as the critical 

micellar concentration (CMC) is reached. From the values shown in Figure 7.2, 

CMC are estimated at about 2∙10-2M for C12TAB, about 3∙10-3M for C14TAB, about 

8∙10-4M  for C16TAB and about 2∙10-4M for C18TAB, in agreement with  

literature.82,83,84   This shows how, the increase of the chain length is accompanied by 

a reduction of its solubility. Above the CMC, the concentration of free surfactant 

molecules is constant and the increase of concentration leads to the increase of the 

number of micelles in solution. Since the micelles show no tendency to adsorb at the 

surface, only free molecules, whose concentration above CMC is constant, 

contribute to the reduction of surface tension, which, consequently, remains 

constant. The same study was conducted in the presence of NPs, in particular, mixed 

dispersions CnTAB/NPs/NaCl were prepared to monitor the adsorption of complexes 

at the interface via surface tension measurements. As can be seen in Figure S2.2, in 

the appendices, the equilibrium is reached after one hour. However, the presence of 

NPs does not result in significant changes of the surface tension compared to what 

is obtained in the presence of pure surfactant (Figure 7.2 a and b). Therefore, it can 

be said that the variation of surface tension is connected to the adsorption of the 

surfactant at the interface and does not depend on the presence of NPs. A similar 

behaviour was found by Kirby et al.23 who assumed that while surfactants alone are 
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responsible for reducing surface tension, NPs alone contribute to the diffusion time 

scale for adsorption at the interface. In order to shed more light on the role of the 

surfactant on the reduction of surface tension and on the adsorption of the 

CnTAB/NPs complexes at the water/air interface, compression isotherms were 

conducted in a Langmuir trough at low concentrations of surfactants. Moreover, it is 

known that, under suitable ionic strength conditions, the CnTAB/NPs complexes are 

trapped at the water/air interface with consequent effects on the surface tension and 

stiffness of the interface, since the complexes provide resistance to compression.20,85 

To this end, compression isotherms were carried out for surfactant concentrations 

equal to 1.1*10-6 M and 4.4*10-6 M, for all four lengths, in the presence of 1mM 

NaCl and NPs0.1% wt. Despite the surface tension measurements shown in Figure 

7.2, at these concentrations, do not show significant variations of the tension 

compared to that of pure water (72.8 mN/m), the compression isotherms shown in 

Figure 7.3 and 7.4 show variations of surface pressure following monolayer 

compression. Moreover, such variations are observed only in the presence of NPs 

(black curves in the figure); the surfactant alone (red curves) shows no variations of 

surface pressure with compression.  

Figure 7.3. Compression isotherms of monolayer of CnTAB 1.1*10-6 M, NaCl 1 mM and 

NPs 0.1% wt (black curves) and of the corresponding surfactant monolayer in the absence of 

NPs (red curves). 
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Figure 7.4. Compression isotherms of CnTAB 4.4*10-6 M monolayer, 1 mM NaCl and 0.1% 

wt NPs (black curves) and of the corresponding surfactant monolayer in the absence of NPs 

(red curves). 

The main differences between the two systems shown in Figure 7 and Figure 8, in 

the presence or not of NPs, is attributable to the desorption energy of the species 

involved. The adsorption of the surfactant molecules at the interface is reversible, 

since the adsorption energy of the surfactant is lower than the KBT. This causes the 

surfactant molecules to desorb from the interface, following the perturbation of the 

equilibrium induced by compression; the resulting surface pressure will remain 

constant. On the contrary, the adsorption of the NPs/CnTAB complexes at the 

interface is irreversible, since the desorption energy is greater than the KBT.86 By 

comparing the compression isotherms obtained for the different surfactants with the 

same concentration (Figure 9), the surface area at which the surface pressure begins 

to increase, does not depend on the surfactant chain length, except for C12TAB, for 

which the pressure increase occurs at smaller areas. As surface pressure increase 

with compression is related to the formation of a relatively dense monolayer and that 

the same increase is not observed in the absence of NPs, it can be assumed that the 

surface pressure starts increasing when CnTAB/NPs complexes are sufficiently close 

to significantly reduce area exposed by the water to air. 
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Figure 7.5. Compression isotherms recorded for solution having NaCl 1mM, NPs 0.1% wt 

and surfactant concentrations of 1.1*10-6M in (a), while 4.4*10-6M in (b). As the tail length 

and the concentration of surfactant increase, the monolayer becomes less compressible, 

showing a rapid increase in surface pressure at larger surface areas. 

 

Therefore, the number of particles adsorbed at the interface, at a given surfactant 

concentration, is the same for the three longest surfactants, as the compression 

needed to induce the increase of the surface pressure does not depend on the 

surfactant chemical composition. This leads, in addition, to similar collapse areas, 

indicated by the arrows in Figure 7.5, for the three systems. The collapse area 

indicates the highest compression degree of the monolayer, as further compression 

are not possible because of the strong repulsive interactions between particles 

leading to expulsion of particles toward air or water87 and a decrease of the isotherm 

slope. Remarkably, the collapse can not be observed for C12TAB / NPs complexes 

at 1.1*10-6M surfactant concentration, probably because of the lower monolayer 

density. When increasing the surfactant concentration, all the monolayers reach the 

collapse (see Figure 7.5 b) and the corresponding area is still similar for the 

surfactants with the longest chains. These results suggest that the monolayer density, 

that is the number of adsorbed particles is mainly affected by the surfactant 

concentration, by increasing the surfactant concentration the number of adsorbed 

nanoparticles increases, and it depends on the surfactant nature only for C12TAB. In 

particular, when C12TAB fewer particles adsorb at the interface, presumably because 

of the lower surface activity caused by the shorter hydrophobic chain length. On the 

other hand, the steepness of the isotherm, which is diagnostic of the monolayer 

stiffness, is sensitive to both surfactant chain length and concentration (see Figure 

7.5). In particular, monolayers formed by surfactants having longer chain length 

show higher steepness and higher sensitivity to the surfactant concentration.  
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Figure 7.6. Compression isotherms of monolayer of CnTAB 1.1 * 10-6 M, NaCl 1 mM and 

NPs 0.1% wt (black curves) and of CnTAB 4.4 * 10-6 M, NaCl 1 mM and NPs 0.1% wt (red 

curves) for the different chain lengths of surfactants: C12TAB (a), C14TAB (b), C16TAB (c), 

C18TAB (d).  

 

As a matter of fact, while in Figures 7.6 a and 7.6 b, i.e. C12TAB and C14TAB, the 

slopes of the curves do not significantly change with concentration, Figure 7.6 c and 

7.6 d shows steeper compression isotherms at higher concentrations. As we 

demonstrated that the monolayer density is not significantly influenced by the 

surfactant composition, the higher steepness measured for surfactants having longer 

hydrophobic chains, suggest that the repulsive interactions acting during the 

monolayer compression are also influenced by the surfactant nature and that they 

presumably consist of a steric contribution. This effect is clearly evident by plotting 

the highest isotherm slope, i.e. the slope of the section before the collapse, where the 

monolayer stiffness is highest, as a function of the surfactant chain length (Figure 

7.7). It is possible to observe how the increase of the surfactant chain length leads to 

a variation in the slope, which becomes increasingly negative. This effect appears 

more evident for higher surfactant concentrations, where it is possible to observe an 

increase, in absolute value, of an order of magnitude.  
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Figure 7.7. Slope variation of the isotherm compression as a function of the length of the 

surfactant and for concentrations of CnTAB of 1.1*10-6M, black spots, and 4.4*10-6 M, red 

spots.  

 

The origin of these interactions could be both electrostatic and steric. In particular, 

the occurrence of steric repulsions would explain why, at a given surfactant 

concentration, the highest slope is observed in the case of the surfactant with the 

longest chain length (C18TAB). This effect becomes more marked at higher 

concentration. On the other hand, the weaker dependence of the monolayer stiffness 

at the lower concentration may indicate that the major contribution to inter-particle 

repulsions is given by electrostatic interactions. If this is the case, it would be 

possible to tune these interactions and, in turn, the monolayer stiffness, by 

modulating the ionic strength. On the other hand, the modulation of the ionic strength 

could also lead to variations in the surface coverage density with effects that affect 

the compressibility of the monolayer. This is possible because the dissolved ions 

shield the repulsive electrostatic interactions88 and, therefore, they influence the 

number of particles adsorbed at the interface. In order to investigate the effect of 

ionic strength on both monolayer density and stiffness, surface tension and 

compression studies for the four surfactants with different chain lengths were 

conducted at different salt concentrations, i.e. 0.1mM and 10mM NaCl. Figure 7.8 

shows the trend of the surface tension as a function of the ionic strength for the four 

different surfactants respectively. The results obtained show that, in the presence of 

higher ionic strength, the reduction of surface tension occurs at lower surfactant 

concentrations. This behaviour is accentuated by longer chain lengths, since in the 

case of C12TAB and C14TAB, no significant variation with ionic strength is observed. 

Therefore, the role of the surfactant in inducing variations of surface tension is 

influenced by saline concentration only for longer chains.  
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Figure 7.8. Role of the ionic strength for each surfactant chain length. In particular, it is 

reported in (a) C12TAB, in (b) C14TAB, in (c) C16TAB and in (d) C18TAB. 

 

To better understand the observed effects, we need to consider the electrostatic 

interactions involved. In addition to the surface charge associated with particles, 

fluid interfaces can also carry electric charges.89 Therefore, electrostatic interactions 

are generated between the interface and the particle. Several studies hypothesize that 

the interaction of the particle at the water/air interface may induce the formation of 

an “image charge” and, consequently, repulsive interactions.76,90,91 Therefore, 

especially at low surfactant concentrations, where the surface tension does not 

change significantly with respect to the value of pure water, it is possible to 

hypothesize that the adsorption of the complexes at the interface sees, at least 

initially, the neutralization of the image charge by the few adsorbed surfactant 

molecules. This reduces the adsorption barrier of particles at the interface, resulting 

in the formation of a 2D assembly, reflecting the promoter character of the surfactant, 

proposed by Xu et al.92 and then taken up in other studies.93,94,70 However, the 

variation of surface tension, at the same surfactant concentration but with different 

ionic strength, suggests that the role of the surfactant, even at low concentrations, is 

not only to promote particle adsorption and screen repulsions of image charge. Since 

all four surfactants have the same charge, the effect of the ionic strength should not 
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result in any variation with the hydrophobic chain length. Therefore, it is reasonable 

to hypothesize that surfactant molecules, even at very low bulk concentrations, 

adsorb on the nanoparticles making them amphiphilic. Moreover, assuming the 

formation of a dense layer of surfactants on the NP surface, the steric repulsions, 

higher for longer chains, would lead to a lower adsorption of molecules on NPs and 

the effect on surface tension would be opposite to that shown in Figure 7.8. It follows 

that the number of surfactant molecules adsorbed on NPs is very low and that leads 

to a high sensitivity to the surfactant chain length, with a greater effect on the surface 

tension of surfactants with longer chain, as they are more active at the interface. 

Therefore, even the presence of a few more molecules on each NPs determines a 

greater effect. However, this remains only a hypothesis, the data obtained and the 

tools available, as well as the difficulty of the system, make it difficult to fully 

understand the effects involved. In order to study how the ionic strength affects the 

compressibility of the monolayer, compression isotherms were carried out at 

surfactant concentrations equal to 1.1*10-6M and 4.4*10-6M and NPs 0.1% wt. The 

variations of compressibility are attributable, once again, to the presence of NPs, 

since in the absence of NPs no variations of surface pressure are observed during 

compression (Figures S6-S9 appendices). From the curves shown in Figure 7.9 and 

Figure 7.10 it is evident how, with the same surfactant concentration, the ionic 

strength affects the density of the monolayer and, therefore, its compressibility. In 

particular, with increasing the ionic strength the monolayer compressibility 

decreases. This effect can be explained by considering that at higher salt 

concentrations more nanoparticles adsorb therefore, the increase of surface pressure, 

which is diagnostic of interacting particles, occurs at higher areas because it is 

necessary to compress less to approach nanoparticles. Moreover, as already 

suggested by the surface tension measurements, the effect of the ionic strength on 

the monolayer density is more marked for surfactants with longer chains, especially 

at the lowest surfactant concentration.    
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Figure 7.9. Compression isotherms of monolayer of CnTAB 1.1*10-6 M, NPs 0.1% wt and 

increasing ionic strength: 0.1mM (black curves), 1mM (red curves) and 10mM (blue curves), 

for the different lengths of surfactant chain: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 

Figure 7.10. Compression isotherms of monolayer of CnTAB 4.4*10-6 M, NPs 0.1% wt and 

increasing ionic strength: 0.1mM (black curves), 1mM (red curves) and 10mM (blue curves), 

for the different lengths of surfactant chain: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 
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From the results obtained, it is evident that the increase in ionic strength is 

accompanied by a shift of the curves towards larger areas and a collapse of the 

monolayer due to minor compressions. This once again suggests that the ionic 

strength acts on the adsorption of the CnTAB/NPs complexes at the interface, making 

the monolayer denser and less compressible. In addition, it shows more clearly what 

already suggested by the surface tension measurements. The increasingly 

pronounced effect on the monolayer compressibility with increasing the surfactant 

chain length, at the lowest concentration (Figure 7.9), confirms that the ionic strength 

contributes in determining the number of adsorbed nanoparticles but its contribution 

is intimately linked to the surfactant chain length. This confirms that the surfactant 

does not promote the nanoparticle adsorption by merely shielding the interfacial 

surface charges, but it decorates nanoparticles making them amphiphilic. As a matter 

of fact, its effect is enhanced by the ionic strength, which promotes its adsorption on 

silica surface95 and, given the higher surface activity of surfactants with longer 

chains, the observed increase scales with the surfactant chain length. On the other 

hand, the less pronounced effect observed at the higher surfactant concentration may 

suggest that the number of surfactant molecules decorating each nanoparticle is 

already high enough and its variation with the ionic strength is not as marked as at 

the lower surfactant concentration. Interestingly, the combined effect of ionic 

strength and surfactant chain lengths also acts on the stiffness of the monolayer, as 

can be seen from the graphs reporting the slopes of the various isotherms (Figures 

7.9 and 7.10), obtained from the linear best fit of the steepest sections. Figure 7.11 

shows how the effect of the ionic strength at the lowest surfactant concentration is 

almost negligible for all the surfactant but C18TAB while, at the higher concentration 

the effect less marked. 

 

Figure 7.11. Slope variation of the compression isotherms as a function of the ionic strength, 

for CnTAB concentrations equal to 1.1*10-6M (a) and 4.4*10-6 M (b). 
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When considering the trends shown in Figure 7.11, the reported slopes only refer to 

the steepest part of the isotherms, that is to dense monolayers where particle are close 

to each other. Remarkably, the clear trend observed for C18TAB shows that the main 

effect played by ionic strength on short-range interactions is on the electrostatic 

contribution, as the slope decrease, i.e. the inter-particle repulsions are stronger, with 

decreasing the ionic strength. This effect can be explained by considering that with 

decreasing the ionic strength electrostatic repulsions between adjacent nanoparticles 

are less screened and, thus, stronger. On the other hand, with increasing the ionic 

strength more surfactant molecules decorate each nanoparticle95 therefore, stronger 

steric repulsions are expected giving rise to more negative slopes. The steric 

contribution to inter-particle repulsions increases with surfactant concentration and 

this may explain the weaker effect of the ionic strength at the 4.4*10-6 M surfactant 

concentration as well as, as shown by Figure 16, the more pronounced effect on 

stiffness played by surfactants having longer chain, whose concentration increase 

leads to systematically higher increase of the slope.  

 

Figure 7.12. Slope variation of the compression isotherms as a function of the ionic strength, 

for CnTAB concentrations equal to 1.1*10-6M (black spots) and 4.4*10-6 M (red spots), for 

each length of the hydrophobic chain: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 
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Finally, the weakening of the steric contribution to repulsions between nanoparticles 

when shortening the surfactant chain length is confirmed by the higher stiffness 

recorded for C12TAB-decorated nanoparticles at NaCl 0.1 mM and C12TAB 1.1*10-

6 M (Figure 7.12a). As the cationic surfactant decrease the negative charge of the 

nanoparticles, the electrostatic repulsions decrease with increasing the surfactant 

concentration. However, given the short surfactant chain this effect, unlike longer 

surfactants, is not counterbalanced by an increase of the steric repulsions leading to 

a less negative slope at C12TAB 4.4*10-6M. Further insights into the nature of the 

inter-particle forces acting during the monolayer compression will be obtained by 

the structural characterization reported in the next chapter.

8) In situ structural characterization 

The structure and stability of the interfacial monolayer depend on interparticle 

interactions along the asymmetrical environment.96 Therefore, a greater 

understanding of such interactions would provide the possibility to modulate and 

adapt the structure of the monolayer and to optimize the resulting properties 

accordingly.97 It was demonstrated that the structural characterization of monolayers 

and their responses to the induced deformations, provide valuable information on 

ongoing interface interactions.98,99,100,101 These approaches are also valid for liquid 

interfaces where monolayers are made by NPs.102,103 Previous studies have shown 

that in monolayers made by surfactant-decorated NPs, the variation of surfactant 

concentration changes the inter-particle distance.80 It is therefore interesting to study 

how the interparticle distance can be modulated, as well as with the concentration of 

the surfactant, also as a function of the length of the hydrophobic chain. To this end, 

synchrotron radiation grazing incidence small angle X-ray scattering (GISAXS) was 

employed to characterize the structure of the monolayers in the presence of NPs 

0.1% wt., NaCl 1mM and CnTAB. Mixed dispersions of CnTAB/NPs/NaCl at 

different surfactant concentrations were poured into a Teflon trough, allowed to 

equilibrate for 30 minutes (since the graph in figure S2.2 of the appendices shows 

that, after 30 minutes, the solution had already reached the equilibrium, as no more 

variations of the surface pressure are observed for longer times), and then illuminated 

by a monochromatic 8 keV X-ray beam with an incident angle of 0.113°, leading to 

a characteristic diffraction pattern (schematic representation in Figure 8.1). As it is 

evident in the diffraction pattern shown in Figure 8.1, the NPs scatter the radiation 

generating two intense symmetrical Bragg rods. These signals are obtained only in 

the presence of the CnTAB/NPs complexes since, as shown in Figure S2.10 in the 

appendices, the absence of surfactant or NPs does not allow to record any signal. 

This confirms the hypothesis that the adsorption of NPs at the interface requires the  

 



Nanostructured monolayer in situ characterization 

101 
 

Figure 8.1. Schematic representation of the GISAXS experiment. The NPs adsorbed at the 

interface, scatter the radiation, generating two white Bragg rods detected by the 2D detector 

(black). Considering the intensity recorded inside the yellow box in the figure and by 

integrating the signals, it is possible to obtain the peaks shown in the figure. These peaks are 

then fitted to trace the position of the peak qc, which provides useful information for 

determining the inter-particle distance. 

  

decoration of their surface by the surfactant molecules, resulting in the formation of 

the CnTAB/NPs complexes35 or enabling the absorption by image charge screening.91 

In addition, the recorded diffraction patterns confirm that interfacial adsorption leads 

to the formation of a monolayer. If multilayers were formed, the NPs would be 

correlated also out of the plane, resulting in modulation of the signal along qz and 

diffraction spots for qz> 0.104  Furthermore, quantitative information can be obtained 

from the diffraction patterns, making horizontal cuts (yellow box in Figure 8.1) to 

then integrate the signals and convert them into reciprocal space, using script 1 in 

the appendices. Thus, 1D intensity graphs are obtained as a function of the scattering 

vector in the xy plane, as reported in Figure 8.1, showing, in addition to the main 

Bragg peak positioned at qc, a weak peak between √3𝑞𝑐 and 2qc, i.e. at the positions 

of the hexagonal assembly (11) and (20) peaks.105 GISAXS patterns suggest the 

formation of amorphous monolayers, in which each NPs has an average local 

coordination of six.80,106 Based on the above, it is possible to determine the inter-

particle distance and how it evolves with surfactant concentration, using the 

following equation: 

𝐷 =
4𝜋

𝑞𝑐√3
        Equation 8.1 
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Figure 8.2 (a) Interparticle distance measured as a function of CnTAB concentration with 

NPs 0.1%wt and NaCl 1mM. The gradual increase in the CnTAB concentration involves a 

reduction in the interparticle distance. (b) Trend of the surface tension as the surfactant 

concentration varies. 

 

where qc is the position of the (10) peak obtained by performing a Lorentzian fit on 

the 1D graphs, (see appendix, Figures S2.11-S2.14) using script 2 in the appendices, 

extracted from the diffraction patterns, as the concentration and chain length of the 

surfactant vary. The results shown in Figure 8.2, allow to highlight the surprising 

role of the surfactant in the interfacial nanostructuring. Although at low 

concentrations of surfactant Figure 8.2 b shows no variations of the surface tension 

compared to pure water, in the sub-micromolar regime significant variations of the 

monolayer density already occur, as demonstrated by the marked dependence of the 

interfacial inter-particle distance on both surfactant chain length and concentration 

(Figure 8.2 a). In particular, the surfactant thus facilitates the adsorption of NPs at 

the interface, with a greater modulation with concentration of the monolayer density 

for shorter chains. In particular, the interparticle distance is adjustable over a range 

of 40nm is recorded for C12TAB at concentrations between 4.4*10-7 and 4.4*10-6M 

(Figure 8.3 a). This modulation appears reduced for surfactant with two more carbon 

atoms in the hydrocarbon chain while, for surfactants having longer chains the inter-

particle distance at low surfactant bulk concentrations is mostly unaffected by the 

concentration. The herein reported effect of the surfactant nature of the monolayer 

density, which is fully consistent with the one hypothesized from the compression 

isotherms reported in the previous chapter, may be due either to the lower surface 

activity of surfactants with shorter chain lengths, which requires higher 

concentrations to make nanoparticles surface active enough to form dense 

monolayers, or to the lower steric interactions which allow, with increasing the 

surfactant concentration, the adsorption of more surfactant molecules on each 

nanoparticles thus, leading to a broader range of attainable inter-particle distance.  
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Figure 8.3. Interparticle distance variation as a function of the surfactant concentration, for 

the different chain lengths: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 

  

Interestingly, further increases of the surfactant concentration do not change the 

inter-particle distance or they even lead to its increase. It follows that, at high 

concentrations, free surfactant molecules adsorb massively at the interface leading 

to higher interparticle distances. Moreover, Maestro et al. studying C16TAB/NPs 

complexes showed that, above a certain threshold concentration, the surfactant forms 

double layers on the aqueous side of the NPs,69, which may lead to an increase in the 

interparticle distance. However, in our systems, the minimum lateral separations 

between the NPs as a function of the surfactant length, are between ~8 and ~20 nm 

(Figure 8.3, by subtracting to the inter-particle distance the 25 nm NP diameter ), 

well above the average surfactants length, between ~2.3 and 3 nm.107 Therefore, it 

is likely that the adsorption of free surfactant molecules at the surface is the main 

contribution to the  increase of the interparticle distance with surfactant 

concentration. Therefore, at low CnTAB/NPs ratios, the adsorption at the interface 

mainly involves NPs decorated by surfactants, with a coverage density that is a 

function of the lengths of the hydrophobic chains and, especially for the shortest 

chains, of the surfactant concentration. Above a threshold concentration, the increase 

of the surfactant concentration is instead accompanied by an increase of the free 

surfactant molecules adsorbed at the interface. 
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Quantitative information about interparticle interactions as a function of the chain 

length and their dependence on distance can be obtained by carrying out compression 

isotherms in a Langmuir trough and by simultaneously recording the structural 

modification by means of GISAXS. In particular, the compressions were carried out 

at low CnTAB/NPs ratios in order to exclude the adsorption of free surfactant at the 

interface and to be able to attribute the effects obtained to the complexes at the 

interface. The compression isotherms shown in Figures 8.4 and 8.5 for the different 

lengths and concentrations of the surfactants confirm the trends shown in Figure 7.5 

in the previous chapter. In particular, it is possible to observe a dependence of the 

collapse pressure on the nature of the surfactant, which increases as a function of the 

chain length.  

 

 

Figure 8.4. Interparticle distance variation during compression for CnTAB 1.1*10-6 M NaCl 

1 mM NPs 0,1%wt, for the different chain lengths: C12TAB (a), C14TAB (b), C16TAB (c), 

C18TAB (d). The change of distance (red symbols) is correlated to the corresponding 

compression isotherms (black symbols). The compression leads to the gradual approach of 

the interfacial NPs up to the collapse of the monolayer (dashed light blue lines), after which 

the interparticle distance is constant, regardless of the degree of compression. 
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Figure 8.5. Variation of the interparticle distance during compression for CnTAB 4.4*10-6 

M NaCl 1 mM NPs 0,1%wt, for the different chain lengths: C12TAB (a), C14TAB (b), 

C16TAB (c), C18TAB (d). The change of distance (red symbols) is correlated to the 

corresponding compression isotherms (black symbols). The compression leads to the gradual 

approach of the interfacial NPs up to the collapse of the monolayer (dashed light blue lines), 

after which the interparticle distance is constant, regardless of the degree of compression.  

In addition, the Figures 8.4 – 8.5 show a linear reduction of the interparticle distance 

with compression, which indicates a homogeneity of the monolayer. Since, in the 

presence of surface heterogeneity, such as aggregates or voids, discontinuities would 

be observed in the interparticle distance variation as a function of the compression. 

Furthermore, the trends obtained show that the interparticle distance at which the 

collapse occurs does not to depend either on the concentration or the nature of the 

surfactant. With the exception of C12TAB 1.1*10-6M, which does not seem to reach 

collapse, as also observed in the previous chapter (Figure 7.5 a), in the other cases, 

a distance of about 28 nm is observed at the collapse point. Therefore, the complexes 

adsorbed at interface tend to approach each other with the compression, as confirmed 

by the reduction of the distance reported in Figure 8.4 and 8.5, until the collapse 

point, beyond which no variation in distance is observed, for further compressions. 

In addition, even after the collapse, the recorded GISAXS patterns continue to show 

Bragg rods, characteristic of a 2D monolayer (Figures S2.15-2.16). Therefore, 

contrary to what is observed in the literature for other systems,108,109 the desorption 

of NPs occurs by redispersion in water rather than by expulsion in air. 
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This may be attributed to the highly hydrophilic nature of the NPs employed.87 In 

addition, it is possible to obtain information on the arrangement of the surfactant that 

decorates the NPs at the interface, known the particle diameter, i.e. about 24.55 nm, 

and the interparticle distance at the collapse. In particular, a lateral separation 

between the particles equal to 3.45 nm is obtained. Since, the maximum extension 

of the headgroup of surfactants is equal to 0.6nm110  while the maximum extension 

for a chain made by n carbon atoms is equal to 0,15 + 0.1265 ∗ 𝑛 nm107, the lateral 

separation at the point of collapse is well below the length of two fully stretched 

surfactant molecules since the C12TAB is 2.27nm length, C14TAB 2.52nm, C16TAB 

2.77nm and C18TAB 3.03nm. Therefore, it is reasonable to think that there is 

interpenetration between chains that adhere to adjacent particles and this confirms 

that, at the short range, steric forces play a considerable role. Additional information 

may be determined about the nanostructure of the monolayer and the extent of 

repulsive interactions as a function of the surfactant nature. As the GISAXS 

characterization allows to accurately measure the interparticle distance during 

compression, it is possible to evaluate the number of NPs present at the interface 

during compression, knowing the surface area and the interparticle distance. 

Figure 8.6. Adsorbed NPs (red curves) calculated from the average distance between 

particles as a function of compression for CnTAB 1.1*10-6M NaCl 1mM NPs 0.1%wt. shown 

together with the corresponding compression isotherms (black curves) for the different chain 

lengths: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). Given the high desorption energy, 

the number of adsorbed NPs decreases with compression only after the collapse of the 

monolayer. 
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Figure 8.7. Adsorbed NPs (red curves) calculated from the average distance between 

particles as a function of compression for CnTAB 4.4*10-6M NaCl 1mM NPs 0.1% wt. 

shown together with the corresponding compression isotherms (black curves) for the various 

chain lengths: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). Given the high desorption 

energy, the number of adsorbed NPs decreases with compression only after the collapse of 

the monolayer. 

The results reported in Figures 8.6 and 8.7 show that the number of adsorbed NPs is 

approximately constant during compression. This is due to the high desorption 

energy,96 which allows the NPs desorption only after the collapse of the monolayer. 

Given the constant number of NPs at the interface before the collapse, the 

compression of the monolayer can be seen as the work to exert to approach 

particles.103,111 Moreover, the work of compression (W) before collapse will be equal 

to: 

𝑊 = ΔΠ ∙ Δ𝐴          Equation 8.2 

where ΔΠ is the increase of surface pressure and Δ𝐴 is the area reduction during 

compression. Since the number of adsorbed particles is known, the compression 

work per single particle, 𝑊𝑁𝑃, can be calculated. Once  this compression work is 

determined by taking into account the hexagonal assembly,80 for small variations on  
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Figure 8.8. Interfacial inter-particle forces calculated from GISAXS data for the different 

surfactants CnTAB 1.1* 10-6 M NaCl 1 mM NP 0.1% wt (a) and CnTAB 4.4*10-6 M NaCl 1 

mM NP 0.1 % wt (b) as a function of the distance between the particles. 

 

the interparticle distance, dD, it is possible to determine the interparticle repulsive 

interactions that oppose the approach: 

𝐹(𝐷) =
𝑊𝑁𝑃

6∙𝑑𝐷
           Equation 8.3 

where F(D) is the interparticle repulsion dependent on interparticle distance. Figure 

8.8 shows the trend of the so-obtained forces as a function of the lateral separation. 

The results show that the interparticle repulsions extend for about two orders of 

magnitude and depend on the interparticle distance. Two distinct regimes can be 

identified, according to what is reported in the literature,90 in which the interparticle 

forces act respectively at long range, for lateral separations between 10 and about 4 

nm, so that surfactant-decorated NPs are not in direct contact, and short-range forces, 

for lateral separations lower than 4 nm, where it can be assumed that surfactant 

molecules decorating the NPs are in contact with each other and can interpenetrate. 

Furthermore, the trends shown in the Figure 8.8 show a dependence on the inverse 

power law with lateral separation, which suggests an electrostatic nature of the 

interactions, given the highly charged surface of the NPs.90 Conversely, the notable 

increase in short-range repulsive forces, suggests the predominance of the steric 

contribution, which can reach values up to a few pN.112 Furthermore, as can be seen 

in Figure 8.8, the slope and extent of the long-range forces are constant. Therefore, 

assuming that the density of functionalization is not affected by the chain length and 

considering that the polar head of all surfactants has the same charge, it can be 

assumed that in this range the predominant repulsive force have electrostatic nature. 

On the other hand, the observed behaviour is different for short-range interactions, 

which seem to depend on the concentration and nature of the surfactant. In particular, 

for lower surfactant concentrations, Figure 8.8a, the onset of short-range forces 
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occurs at about 4 nm, regardless of the chain length. This suggests a low adhesion 

density of the surfactant on the NPs, consequently giving the chains a coiled 

conformation. For higher surfactant concentrations, Figures 8.8b, there is a shift in 

the onset of steric interactions towards higher lateral separations for longer chains, 

which indicates a greater surface coverage density of the NPs. The result supports 

the hypothesis of the modifier nature of the surfactant70,92, as the decoration of the 

NPs by surfactants directly influences the collapse distance, which increases with 

increasing the chain length. Furthermore, the chain length significantly influences 

the slope of the curve, which decreases with increasing the chain length. This slower 

increase of forces can be related to the higher entropic gains, in the case of longer 

chains, associated with conformational variation from extended to coiled chains. 

Therefore, it becomes possible to assume that the mechanism can be driven by 

entropic factors and, in particular, by the flexibility of the chains.  

8.1) Interfacial nanostructuring: effect of NP size 

A further study of the interfacial nanostructure was conducted using NPs with 

different diameters. In particular, we employed  silica nanoparticles (Sicastar) with 

a diameter of 19nm ± 1.4nm80, decorated with C16TAB. Also in this case, surface 

tension measurements were conducted as a function of surfactant concentration, in 

the presence of NaCl 1mm and NPs 0.1%wt, to then characterize the structure by 

GISAXS synchrotron radiation and determine the interparticle distance, using 

Equation 8.1. The results obtained are shown in Figure 8.9, where it is possible to 

observe, once again, the surprising role of the surfactant on the adsorption process 

of NPs at the interface. The trend of the first part of the curve shown in Figure 8.9a 

suggests that for surfactant concentrations between 4.4*10-7 M and 4.4*10-6 M, the 

surface activity of surfactant-decorated NPs increases. It follows an increase of the 

density of NPs adsorbed and the formation of monolayers with an interparticle 

distance adjustable in a range of 20 nm. By further increasing the concentration of 

C16TAB, the interparticle distance increases again and the surface tension decreases 

dramatically (Figure 8.9b). In Figure 8.9c it is reported how, as the size of the NPs 

varies, the ability to modulate the interparticle distance and consequently the 

interfacial nanostructuring varies. It would seem that in the presence of smaller NPs, 

with the same surfactant concentration, the interparticle distance is much more 

modulable than that observed for larger ones. Although the difference in particle size 

is about 6 nm, the variation in the resulting behaviour is very high. 
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Figure 8.9. (a) Interparticle distance measured as a function of the bulk concentration of 

C16TAB for the dispersion of silica NP 0.1% wt in the presence of NaCl 1mM. The increase 

in the surfactant concentration leads to an increase in the amount of NPs adsorbed at the 

interface, with a consequent reduction in the interparticle distance. The lowest particle 

distance is achieved at the same C16TAB concentration required to start the surface tension 

reduction (b, dashed line). (c) Variation of the interparticle distance with the same surfactant 

concentration but with NPs having different diameters. More marked shift for smaller 

particles. 

 

Also in this case, as observed in Figure 8.2a, the minimum interparticle distance 

value shown in Figure 8.9a corresponds to a lateral separation significantly greater 

than the thickness of two double layers of C16TAB adsorbed on the SiO2 surface. It 

follows that, at higher concentrations, free surfactant molecules adsorb at the 

interface, with a consequent increase of the interparticle distance and a reduction in 

surface tension (Figure 8.9a, b).  Compression isotherms were performed at low 

C16TAB/NPs ratios, by acquiring GISAXS diffraction patterns during compression, 

in order to characterize their structure. The increase of the surfactant concentration 

once again leads to a reduction of the monolayer compressibility, since the increase 

of the interfacial density of NPs requires smaller compressions to induce the surface 

pressure increase (Figure 8.10 red lines). 
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Figure 8.10. Interparticle distance variation during compression for CTAB 4.4 *10-7 M NaCl 

1 mM NP 0.1% wt (a) and CTAB 4.4*10-6M NaCl 1mM NP 0.1%wt(b) monolayers (black 

symbols) with respect to the corresponding compression isotherms (red curves). The dashed 

lines in blue indicate the collapse of the monolayer, beyond which, the interparticle distance, 

regardless of the degree of compression, remains constant. 

From the interparticle distance reported in Figure 8.10, it is possible to observe how 

the compression induces a gradual approach of the NPs, with a strong increase of the 

surface pressure for distances of about 25 nm. Furthermore, the initial surface 

pressure increase occurs for relatively large areas and distances of about 30-35nm, 

suggesting long-range interactions that act when the NPs are not in direct contact. It 

is also evident that the interparticle distance at which the surface pressure begins to 

increase dramatically, as well as the threshold distance at which the monolayers 

collapse, are related to the concentration of the surfactant. For lower surfactant 

concentrations, the increase of surface pressure, as well as the collapse of the 

monolayer, occur at shorter interparticle distances. What was observed is attributable 

to the fact that the NPs are less screened (greater electrostatic repulsions)69 and this 

underlines the important role of surfactant in the interactions involved. Furthermore, 

for 4.4*10-7 M, a lateral separation of 4.5 nm is recorded at the threshold distance, 

comparable to the length of two partially interpenetrated surfactant molecules, 

having the C16TAB completely extended at a length of 2.8 nm.107,110 For higher 

concentrations, on the other hand, a lateral separation of 6 nm is recorded, close to 

the thickness of two double layers adsorbed at the NPs/water interface.22  

Compression induces a phase transition, regardless of the surfactant concentration 

leading to the formation of a solid glass phase.113,114,115 This can be revealed both by 

reducing the intensity of the GISAXS peak with compression (Figure 8.11 a, b) and 

by measuring the average correlation length, i.e. the average size of the ordered 

domains. To determine the average number of NPs, the correlation length must be 

normalized with respect to the interparticle distance, D, since, due to the significant 

variation of the distance with compression, the lengths to the various stages of 

compression are not comparable. 
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Figure 8.11. Evolution of the horizontal cut of the GISAXS Bragg rod with compression for 

the NP 0.1% wt NaCl 1 mM CTAB 4.4 * 10-7 M (a) and CTAB 4.4 * 10-6M (b). The shift of 

the peak towards higher qxy indicates the approach of the NPs induced by the compressions, 

while the reduction in intensity and the increase of amplitude are attributed to the further 

amorphization induced by compression to the monolayers. (c) Evolution of correlated NPs 

during compression for CTAB 4.4 * 10-7 M (c) and CTAB 4.4 * 10-6M (d) (black symbols) 

with respect to the corresponding compression isotherms (red lines). 

 

It follows that the correlation length will be equal to: 

2𝜋/𝑤

𝐷
     Equation 8.4 

where w is the FWHM of the diffraction peak determined by GISAXS. Figure 8.11c 

and d shows the evolution of the number of correlated NPs with compression. The 

trends obtained show a reduction in the domain size normalized with compression, 

confirming that compression, rather than leading to an increase in the 2D order, leads 

to the formation of an amorphous glassy layer. Furthermore, also in this case, it is 

possible to determine the compression work, using Equation 8.2, in order to 

determine the repulsions between the particles, using Equation 8.3. 
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Figure 8.12. Interparticle interfacial forces for C16TAB 4.4*10-7 M NaCl 1 mM NP 0.1% wt 

(black) and C16TAB 4.4*10-6 M NaCl 1mM NP 0.1% wt (red) as a function of distance 

between the particles. 

 

The trend obtained is shown in Figure 8.12, where it is evident how the interparticle 

repulsions extend over three orders of magnitude and depend on the bulk 

concentration of C16TAB and the interparticle distance. At lower surfactant 

concentrations, black spots in Figure 8.12, it is possible to identify, also in this case, 

as obtained in the previous chapter, two different regimes: long range, for lateral 

separation between 20 and 6 nm, attributable to electrostatic interactions and short 

range below 6 nm, when the NPs are close enough to consider the surfactant 

molecules in contact. The order of magnitude of the forces in question is comparable 

to what is reported in the literature.116 Contrary to what is observed in Figure 8.8b, 

in the case of smaller NPs, the repulsive interactions of C16TAB at a concentration 

equal to 4.4*10-6 M are restricted to a smaller interval. This suggests that the aqueous 

sides of the adsorbed NPs are surrounded by double layers of C16TAB that generate 

electrostatic interactions.  

The reason why the double layer forms on Sicastar nanoparticles and it doesn’t on 

Ludox ones is not known yet, as the different interfacial charge, the different size 

and possible differences of the interfacial smoothness may all concur in affecting the 

surfactant adsorption and self-assembly. 
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9) Summary and outlook 

Surfactants having the same polar head but different hydrophobic chain length, guide 

the interfacial assembly of the NPs in a different way. Each surfactant leads to the 

formation of ordered 2D interfacial assemblies but the lateral separation between the 

adsorbed particles is modulated in a different way. The results obtained show that 

the shorter is the chain, the greater is the modulation of the interfacial structure. With 

the same concentration, the interface occupied by the NPs decorated with CnTAB is 

a function of the chain length. At low surfactant/NPs ratios a greater reduction of 

surface tension is observed for surfactants having longer chains, while the 

corresponding interparticle distance will be smaller than that recorded, at the same 

concentration, for shorter chains. The full understanding of this behaviour requires 

further investigation, as it may be caused either by the lower surface activity of 

surfactants with shorter chains or by the hydrophobic and steric interactions between 

the chains of molecules adsorbed on each nanoparticle. However, a general trend 

with concentration can be rationalized in terms of two distinct regimes. In particular, 

at low ratios, the adsorption should mainly involve the NPs decorated by surfactants, 

at higher ratios, the simultaneous adsorption of the CnTAB/NPs complexes and free 

surfactant should occur. Therefore, additional studies were carried out at low 

CnTAB/NPs ratios in order to avoid the presence of free surfactant adsorbed at the 

interface and to be able to ascribe the effects on the compression of the monolayers 

of the surfactant chain length. The compression isotherms at low CnTAB/NPs ratios 

allow further modulation of the interparticle distance, where a small influence is 

observed from the composition of the surfactant. In particular, variations of the 

compressibility of the monolayer are observed as a function of the length and 

concentration of the surfactant under examination; as monolayers are less 

compressible with increasing chain length and concentration of CnTAB. On the other 

hand, the structural characterization shows that the interparticle distance at which 

the collapse of the monolayer occurs does not depend, for Ludox particles, on either 

the concentration or the chain length. As a consequence, the compression-induced 

interpenetration of the chains attached to the adjacent particles is hypothesized and 

the compression behaviour is then dominated by steric repulsions. The structural 

characterization during compression allows to identify and to quantify the 

interparticle forces involved, identifying, in particular, two regimes of interparticle 

forces involved. Long-range forces, characterized by a predominant electrostatic 

contribution, are independent from the concentration and length of the CnTAB while 

short-range forces have steric nature and depend on the nature and concentration of 

CnTAB. Further modulation of the interfacial structure was obtained by changing the 

ionic strength of the system, since the ions in the solution help to screen the 
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electrostatic repulsions, favouring the decoration of nanoparticles by the surfactant. 

This leads to the adsorption of more nanoparticles at the interface and, as a result, to 

the decrease of the monolayer compressibility with increasing the ionic strength. 

This effect is more pronounced for longer chains and lower concentrations, making 

the effect of ionic strength intimately related to the nature of the surfactant. The ionic 

strength then enhances the modifier character of the surfactant, as it decorates the 

nanoparticles making them amphiphilic. The combined effect of the ionic strength 

and the length of the surfactant also acts on the rigidity of the monolayer. In 

particular, the increase of the monolayer density, obtained with the increase of the 

ionic strength, involves an increase of the steric repulsions, which are connected to 

the nature and the concentration of the surfactant, with increased slope for higher 

chain concentrations and lengths. The decrease of chain length, conversely, leads to 

a weakening of the steric contribution, which are not able to counterbalance the 

reduction of electrostatic interactions related to the increase of the surfactant 

concentration, recording, as a result, less negative slope. However, it was not 

possible to carry out structural characterizations on the systems under examination 

as a function of the ionic strength, due to the unavailability of the time machine at 

the synchrotron structures. The results obtained provide a contribution to the full 

understanding the assembly and forces between particles in asymmetrical 

environments. A new methodology, allowing to simultaneously determine the 

average interparticle distance and to trace the repulsive forces that come into play, is 

presented. In this way, it seeks to aid the design and synthesis of functional NPs 

monolayers and membranes with customized structures and properties. The fluid 

interfaces can therefore act as scaffolds for the manufacture of soft materials, whose 

mechanical stability is based on the interfacial assembly of colloidal particles. The 

control of the adsorption and organization of colloids at the fluid interface is 

therefore receiving increasing interest, in order to manufacture 2D materials with 

precise order and composition. The full understanding of the chemical and physical 

processes is still a challenge due to the multiple parameters that influence the 

interfacial morphology. A greater understanding of the interactions involved could 

provide the possibility to properly design the material in order to obtain the desired 

functions. This knowledge will therefore allow these systems to be applied also in 

the industrial field, where reliability, speed as well as ease and the ability to use 

economic strategies are fundamental. 
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Materials and Methods 

Planar and non-substrates preparation. The substrates consist of silicon wafers 

(100) made hydrophilic with a basic piranha solution (15 ml of H2O, 3 ml of NH4OH 

and 3 ml of H2O2) at 60 ° C for 10 minutes. In this way, the native oxide layer is 

removed while a new one is formed, characterized by homogeneous terminations of 

silanol groups.1 On the so-obtained hydrophilic flat substrates, an homogeneous 

surface nano-curvature was created by depositing, via spin coating, an aqueous 

suspensions at 5%w/v of silica particles having a diameter of 50  10, 143  4, 

23510, 304  20 and 403  10 nm (purchased from Microparticles GmbH, Berlin, 

Germany, and used as received). Hexagonally packed arrays2 of particles were 

obtained with the proper spin-coating recipe (Table 1). Therefore, it is possible to 

obtain non-planar substrates where the individual particles contribute to the 

formation of the surface curvature (κ), defined as the inverse of the radius of the 

particles. In particular, substrates with surface curvature ranging from 0.0049 and 

0.04 nm-1 are obtained while flat surfaces are considered as reference, with κ = 0. 

The various monolayers were then annealed at 90° C for 10 min in air to remove 

residual water and then underwent again to basic piranha treatment to ensure surface 

hydrophilicity. Hydrophobic substrates were prepared by dipping the flat and nano-

curved hydrophilic substrates in a 4:1 solution of hexadecane - chloroform with one 

millimole of octadecyltrichlorosilane (OTS) and then left in solution for 1 hour at 40 

°C. In this way, the substrates are covered with a monolayer of OTS, which makes 

the surface highly hydrophobic.3 The so-obtained highly hydrophobic substrates 

were subsequently subjected to gradual oxidation of the OTS layer, by means of a 

radio frequency plasma of Ar/O2 at 100W, with a volume ratio of 97/3. In this way, 

by controlling the plasma exposure time it is possible to modulate the surface 

wettability.4 

Table 1. Spin-coating recipe for the deposition of hexagonally packed silica particle 

monolayers. Each recipe was optimized for the specific particle size.  

 

Particle diameter 

(nm) 

 

50 143 235 304 403 

Volume (μl) 45 40 30 30 15 

 

Spin speed -time 

200 rpm-1s 

400 rpm-10s 

2000 rpm-30s 

400 rpm-1s 

800 rpm-10s 

2200 rpm-30s 

400 rpm-1s 

750 rpm-40s 

2000 rpm-30s 

400 rpm-1s 

750 rpm-100s 

2000 rpm-30s 

400 rpm-1s 

600 rpm-200s 

2000 rpm-30s 
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Figure S1.1. Regio-regular (a) and regio-random (b) orders of P3HT polymer chains. 

Given the aggressiveness of the plasma, a few seconds of exposure are enough for 

the oxidation of the OTS. In particular, the substrates were subjected to different 

exposure times, between 1 and 15 sec, obtaining a SFE modulation between ~ 20 

and ~ 60 mN/m. 

Film preparation. Thin films of Regio-regular P3HT (Figure S1.a), having Mw: 

54000 g/mol and polydispersity: 2.3, and regio-random P3HT (Figure S1.b), with 

Mw: 1109.32 g/mol and polydispersity: 17.28, both purchased from Sigma-Aldrich, 

Milan, Italy, and used as received, were obtained by deposition on planar and non-

planar substrates, immediately after the treatments described above for the proper 

modulation of their surface free energy. The spin-coating parameters and the 

concentration of the solution were adjusted to ensure an equal polymer film thickness 

of 67.5 ± 6.8 nm for both P3HTs, regardless of the surface curvature. In particular, 

the following conditions were adopted: a chloroform solution of 5 mg/mL of regio-

regular P3HT, with a spin speed of 2000 rpm for 1 sec and 4000 rpm for 59 sec, and 

a 10 mg/mL chloroform solution of regio-random P3HT, with a spin speed of 4000 

rpm for 30 sec. Then,  for the investigation of equilibrated films, the regio-regular 

P3HT thin films were thermally annealed in vacuum at 240 °C (P3HT melting 

temperature5) for 30 minutes and then slowly cooled at 3 °C/min until room 

temperature, in order to increase the crystalline fraction of the thin films.  

Determination of the Surface Energetics. Contact angle measurements were 

performed using an OCA 20 apparatus (DataPhysics Instru- ments GmbH, 

Filderstadt, Germany). With the help of contact angle measurements, the surface free 

energy (SFE) or surface tension (γ) of the different substrates prepared can be 

described as a combination of attractive Lifshitz−van der Waals and Lewis 

acid−base polar contributions,6 as shown by equation 1: 

𝛾 = 𝛾𝐿𝑊 + 2 √𝛾+𝛾−         Equation 1 

a) b) 
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where γLW is the Lifshitz−van der Waals component, γ+ and γ- are the acid and basic 

components respectively. By measuring the contact angles of three different liquids 

(water, glycerol, and tricresyl phosphate,TCP, whose surface tensions and the three 

related components are reported in the instrument database), it is possible,  to 

determine the  SFE, its Lifshitz−van der Waals and acid and base components of a 

solid by simply solving the three equations that describe the spreading of the three 

liquids on the solid surface6 

(1 + 𝑐𝑜𝑠𝜗)𝛾𝐿 = 2(√𝛾𝑆
𝐿𝑊𝛾𝐿

𝐿𝑊 + √𝛾𝑆
+𝛾𝐿

− + √𝛾𝑆
−𝛾𝐿

+)     Equation 2 

where γL and γS refer to liquid surface tension component and to the solid SFE 

component respectively. The interfacial free energy (IFE), γLS, was determined by 

using the combination rule from  Good - Girifalco - Fowkes7 and the expression for 

the interactions Lewis acid-base through interface,6 using the following equation, 

once that the SFE and the related components for solid substrates are known: 

𝛾𝐿𝑆 = (√𝛾𝑆
𝐿𝑊 − √𝛾𝐿

𝐿𝑊)2 + 2(√𝛾𝑆
−𝛾𝑆

+ + √𝛾𝐿
+𝛾𝐿

− − √𝛾𝑆
+𝛾𝐿

− − √𝛾𝑆
−𝛾𝐿

+)   Equation 3 

However, when using water or glycerol as the spreading liquid, the calculation of the 

IFE was performed with the  approximated equation 4,6 as the high acid/base 

asymmetry of hydrophilic substrates causes negative values of IFE between the 

liquid and the high acid/base asymmetry of hydrophilic substrates. 

𝛾𝑆𝐿 = (√𝛾𝑆
𝐿𝑊 − √𝛾𝐿

𝐿𝑊)2 + 𝛾𝐿
+𝛾𝐿

− − 2(√𝛾𝑆
−𝛾𝐿

+)  Equation 4 

Morphological characterization. Atomic Force Microscopy (AFM) measurements 

were carried out in tapping mode, in air, using a Nanoscope IIIA-MultiMode AFM 

(Digital Instruments, Santa Barbara, CA, USA. Images, having with 512 × 512 

pixels, were recorded using Tap 300 G silicon probes (Budget sensors) mounted on 

cantilevers with a nominal force constant of 40 N m−1 and a resonant frequency of 

300 kHz.  

Determination of the Persistence Length. From the AFM phase images of P3HT thin 

films on flat and nano-curved substrates, the lamellar persistence length was 

determined by means of Fiber-App, an open-source software written in MATLAB 

programming languages. The lamellar persistence length is defined as the average 

length of straight sections along the lamella. This software allows to trace the 

lamellae on the AFM images, by  acquiring the coordinates and then determining the 
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mean-squared end-to-end distance (MSED) between contour segments with the 

following equation:8  

< 𝑅𝑒
2 >=

2

3
𝑙𝑝{𝜋𝐿 − 2𝑙𝑝[1 − exp (−𝜋𝐿/2𝑙𝑝)]}   Equation 5 

where lp is the persistence length and Re is the direct distance between any pair of 

segments along a contour separated by an arc having length L. In particular, the 

software allows marking the points at which the polymeric lamellae are folded 

through the elements of a mask. In this way, the tracing algorithm, with the aid of 

the pathfinding algorithm A*, is able to correctly follow the lamellae and to obtain 

the statistical information necessary for determining the mean square distance.8  

Structural characterization. The structural characterization of polymeric thin films 

was performed at the ID10 beamline of the European Synchrotron Radiation Facility 

(ESRF), Grenoble (France), by means of Grazing incidence X-ray diffraction 

measurements (GIXRD).  A 22 keV X-ray beam, with an incident angle of 0.064, 

i.e. 80% of the critical angle and a Pilatus 300k 2D detector positioned at a distance 

of 389.7 mm from the sample were employed to record the GIXRD pattern. Samples 

were placed inside a sample holder covered by a Kapton dome and filled with helium 

(Figure S2).  Then, for the in-situ characterization of thermally annealed films, the 

samples were subjected to thermal annealing at 240 °C for 30 minutes, in a controlled 

atmosphere chamber, since P3HT oxidizes in air at high temperatures, to monitor 

crystallization, in real time, during their slow cooling. Therefore, it becomes possible 

to detect any deviation from the observed "standard" behaviour for films on flat 

substrates, in terms of either nucleation or growth. 
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Figure S1.2. Photo of the experimental set-up at ID10, ESRF. The diffraction patterns were 

recorded by means of a Pilatus 300k 2D detector placed at a distance from the sample equal 

to 389.7 mm. The samples were placed inside a Kapton dome (whose high mechanical and 

thermal stability make it suitable for X-ray windows9) shown in the enlarged image, and filled 

with helium. 

 

By taking into account the position of the direct beam, the sample-detector distance 

and the pixel size, we performed on each diffraction pattern geometrical correction 

followed by the conversion from the pixel matrix to scattering vector, q (Script_1). 

Then, 1D profiles were extracted from 2D corrected patterns by line cutting along 

the desired directions. (Script_2).  

Lorentzian fitting of the obtained peaks was performed using the following equation: 

𝑦 = 𝐵 ∗ 𝑒−
𝑥

𝐶 + 𝐷 +
2𝐴

𝜋
∗

𝑤

4(𝑞−𝑞𝑐)2+𝑤2 +
2𝐸

𝜋
∗

𝑤1

4(𝑞−𝑞𝑐1
)2+𝑤1

2           Equation 6 

where the first and the second terms takes into account the background and the third 

term represent the main Lorentzian peak originated by the integration of the Bragg 
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peak centred at qc, characterized by an area A and a full width at half maximum 

(FWHM) w, while the fourth term takes into account the scattering originated by the 

Kapton dome. (Script_3) 

Resistance measurements. Electric measurements of regio-regular and regio-

random P3HT on nano-curved substrates were performed with prefabricated chips 

based on low-density silicon oxide substrates and an electric test board, both 

purchased from Ossila Ltd., Sheffield, UK. The chips are made by five individual 

source-drain connections and a common gate contact with channel length and width 

of 30 µm and 1mm respectively and gold electrodes in the active area. Silica particles 

with different diameters were deposited into the channels, by using the same spin-

coating recipe previously described and covered, after proper hydrophilization of the 

surface, by P3HT thin films. Then, a cotton bud was used to remove the polymer 

film and silica particles from the unwanted areas, in order to avoid gate leakage and 

cross-talk. In particular, the polymer films covered only three of the five channels 

present in the chip. (Figure S3). Current – Voltage measurements were performed 

using Keithley 2611-B Source-Measure Unit. I-V curves were recorded by using 

linear voltage swept from -3V to 3V at 0.5 Vs-1, to obtain the 

corresponding measured output current. 

 

 

Figure S1.3. Schematic representation, top view, of the three active channels, of the five 

present in Ossila chips, covered by silica particle monolayers and P3HT thin films. 
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Script 1 

# import libraries 

import h5py 

import numpy as np 

import nexusformat.nexus as nx 

import matplotlib.pyplot as plt 

import matplotlib.colors as colors 

from mpl_toolkits import mplot3d 

from matplotlib import ticker, cm 

 

#GIWAXS detector correction 

## set parameters  

 

Wavelength = 0.56 #A-1 

distance = 389.7 #mm  

pixel_size = 172/1000 #mm 

mu = 5.06 # degree 

mu_i = 0.064 # degree 

pixels_x = 619 

pixels_y = 487 

x = np.arange(0,pixels_x) 

y = np.arange(0,pixels_y) 

zero_x = 504 

zero_y = 245 

##angles in plane and out of plane: curvature correction 

pixel_g = np.arange(0,zero_y) 

gamma_0 = mu-((np.arctan(((zero_y-pixel_0)*pixel_size)/distance))*(180/np.pi)) 

pixel_s = np.arange(0,pixels_y-zero_y) 

gamma_1 = mu+(np.arctan(((pixel_g*pixel_size)/distance))*(180/np.pi)) 

gamma =np.hstack((gamma_0,gamma_1)) 

pixel_s = np.arange(0,zero_x) 

delta_0 = 0-((np.arctan(((zero_x-pixel_s)*pixel_size)/distance))*(180/np.pi)) 

 

pixel_d = np.arange(0,pixels_x-zero_x) 

delta_1 = 0+((np.arctan((pixel_d*pixel_size)/distance))*(180/np.pi)) 

delta =np.hstack((delta_0,delta_1)) 
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## from angle to scattering vector (q) by considering the curvature correction  

gamma, delta = np.meshgrid(gamma,delta) 

qx = (2*np.pi/Wavelength)*(np.cos((gamma)*(np.pi/180)))*(np.sin((delta)* 

*(np.pi/180))) 

qy = (2*np.pi/Wavelength)*(((np.cos((gamma)*(np.pi/180)))*(np.cos((delta)* 

* (np.pi/180))))-(np.cos((0.064)*(np.pi/180)))) 

qz = (2*np.pi/Wavelength)*((np.sin((gamma)*(np.pi/180)))+(np.sin((mu_i)* 

* (np.pi/180)))) 

qxy_negative = - (np.sqrt((qx[:505,])**2 + (qy[:505, ])**2)) 

qxy_positive = (np.sqrt((qx[505:,])**2 + (qy[505:,])**2)) 

qxy = np.vstack((qxy_negative,qxy_positive)) 

## load data  

fname = nx.nxload('file_name.h5') 

scan_name = 'file_name' 

scan = fname['5.1/measurement/pilatus300k'] # select Pilatus (2D detector) image 

print(scan.shape) 

data_sum = np.zeros((619,487)) # where (619,487) is the  image pixels size 

for j in range (2): 

    data = (scan[j,:,:]) 

    data_sum = data_sum+data #integration of the acquired images 

line = np.abs(np.array(data_sum)) 

         

## correction of scans and transition from pixel to q space 

### identify zero intensity values 

first_part= line[:505,88:] 

first_Intensity_max = np.amax(first_part) 

first_part[first_part<= first_Intensity_max]=0 

         

second_part = line[505:,88:] 

second_Intensity_max = np.amax(second_part) 

second_part[second_part<=second_part]=0    

         

## Reshape Intensity matrix 

Intensity1 = np.vstack((first_part, second_part)) 

Intensity = np.hstack((line[:,:88],Intensity1)) 
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## Create 2D GIXRD pattern 

fig = plt.figure() 

colors_levels = np.linspace(5000, 50000,5000) # with values of minimum, maximum and 

number of points respectively 

plt.contourf(qxy, qz, Intensity, locator=ticker.LogLocator(), cmap='Greys', levels 

=colors_levels) #jet 

Xflat, Yflat, lineflat = qxy.flatten(), qz.flatten(), line.flatten() 

def fmt(x,y): 

    dist = np.linalg.norm(np.vstack([Xflat - x, Yflat - y]), axis=0) 

    idx = np.argmin(dist) 

    z = lineflat[idx] 

    return 'x={x:.5f}  y={y:.5f}  z={z:.5f}'.format(x=x, y=y, z=z) 

plt.gca().format_coord = fmt 

plt.xlabel(r'$q_{xy}$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$q_{z}$ ($\mathrm{\AA^{-1}}$)') 

plt.savefig(f'director /{scan_name}.png', dpi=300) 

plt.show() 

plt.close(fig) 

 

Script 2 

# import libraries 

import numpy as np 

import matplotlib.pyplot as plt 

import matplotlib.colors as colors 

from mpl_toolkits import mplot3d 

from matplotlib import ticker, cm 

 

##Line-cut from correct 2D patterns along desired directions 

## Line-cut out of crystallographic plane and 1D plot 

#Select range of cut in 2D pattern 

cut_qxy = qxy[480:520,:] 

cut_qz = qz[480:520,:] 

Q = np.sqrt((cut_xy)**2+(cut_qz)**2) 

y_data = ((Intenisty))[480:520,:]  #select intensity value 

#Choose opportunity line cut 

## define a function that allows you to delete unwanted cutting lines with a click 

fig, ax = plt.subplots() 

lines =[] 

for l in range (np.shape(y_data)[0]): 
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    line, = ax.plot(Q[1],y_data[l,:],label = '%s data' % l ) 

    lines.append(line) 

leg = fig.legend(loc='upper right', prop={'size': 7}, fancybox=True, shadow=True) 

leg.get_frame().set_alpha(1) 

lined = dict() 

for legline, origline in zip(leg.get_lines(), lines): 

   legline.set_picker(5)  # 5 points tolerance 

   lined[legline] = origline 

def onpick(event, figu=fig): 

    legline = event.artist 

    orig = lined[legline] 

    vis = not orig.get_visible() 

    orig.set_visible(vis) 

    if vis: 

        legline.set_alpha(1.) 

    else: 

        legline.set_alpha(.1) 

    figu.canvas.draw() 

fig.canvas.mpl_connect('pick_event',onpick) 

plt.yscale('log') 

plt.show() 

plt.close(fig) 

## select the desired line 

scan = plt.figure() 

slicing = int(input('select line to slice: ')) 

y = y_data[slicing] 

plt.plot(Q[1], y) 

plt.yscale('log') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.savefig(f'director/{scan_name}_{slicing}cut_ out of crystallographic plane.png', 

dpi=300) 

np.savetxt(f'director/scan_name}_{slicing}cut_ out of crystallographic plane.txt', 

(np.vstack((Q[1],y))).T) 

plt.show() 

plt.close(scan) 

## Line-cut at 45° and 1D plot 

#Select range of cut in 2D pattern 

x2 = qxy[505:, :433] 

y2 = qz[505:, :433] 

Q_diag = np.sqrt((x2)**2+(y2)**2) 
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diag = np.diag(Q_diag) 

z = np.diag((Intenisty)[ 505:, :433])  #select intensity value 

scan = plt.figure() 

plt.plot(diag, z) 

plt.yscale('log') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.savefig(f'director/{scan_name}_{slicing}cut_ 45_degree.png', dpi=300) 

np.savetxt(f'director/scan_name}_{slicing}cut_ 45_degree.txt', (np.vstack((diag,z))).T) 

plt.show() 

plt.close(scan) 

## Line-cut in crystallographic plane and 1D plot 

#Select range of cut in 2D pattern 

cut = qxy[:600,50:70] 

Intensity_cut = Intensity [:600,50:70] #select intensity value 

 

#Choose opportunity line cut 

## define a function that allows you to delete unwanted cutting lines with a click 

fig, ax = plt.subplots() 

lines =[] 

for l in range (np.shape(Intensity_cut)[1]): 

    line, = ax.plot(cut[:,0],Intensity_cut[:,l],label = '%s data' % l ) 

    lines.append(line) 

leg = fig.legend(loc='upper right', prop={'size': 7}, fancybox=True, shadow=True) 

leg.get_frame().set_alpha(1) 

lined = dict() 

for legline, origline in zip(leg.get_lines(), lines): 

   legline.set_picker(5)  # 5 points tolerance 

   lined[legline] = origline 

def onpick(event, figu=fig): 

    legline = event.artist 

    orig = lined[legline] 

    vis = not orig.get_visible() 

    orig.set_visible(vis) 

    if vis: 

        legline.set_alpha(1.) 

    else: 

        legline.set_alpha(.1) 

    figu.canvas.draw() 

fig.canvas.mpl_connect('pick_event',onpick) 

plt.yscale('log') 

plt.show() 

plt.close(fig) 
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## select the desired line 

scan = plt.figure() 

slicing = int(input('select line to slice: ')) 

y = Intensity_cut[:,slicing] 

plt.plot(cut[:,1], y) 

plt.yscale('log') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.savefig(f'director/{scan_name}_{slicing}cut_ in crystallographic plane.png', dpi=300) 

np.savetxt(f'director/scan_name}_{slicing}cut_ in crystallographic plane.txt', 

(np.vstack((cut[:,1],y))).T) 

plt.show() 

plt.close(scan) 

 

Script 3 

 

# import libraries 

Import glob 

import numpy as np 

from scipy.optimize import curve_fit 

import matplotlib.pyplot as plt 

 

# Define functions for fit 

def func_correct (x, A, B, C, D, w, xc): 

    return  A*np.exp(-x/B)+ C +(2*D/np.pi)*(w/(4*(x-xc)**2+w**2)) 

 

#Load scan 

out_of_plane = [file for file in glob.glob('* out of crystallographic plane.txt')] 

in_plane = [file for file in glob.glob('*in crystallographic plane.txt')] 

degree_45 = [file for file in glob.glob('*45_degree.txt')] 

# select scan 

scan = ‘number_scan’ 

##Fit out_of_plane 

#take scan name 

Out_of_plane_name =[] 

Out_of_plane_value =[] 

 

for name in out_of_plane: 

    fname = name 

    Out_of_plane_name.append(fname) 
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    out_of_plane = np.loadtxt(fname) 

    Out_of_plane_value.append((out_of_plane[:,1])) 

     

# Select peak range 

x_value = out_of_plane[90:150,0] 

y = np.array(Out_of_plane_value).T 

name = np.array(Out_of_plane_name) 

fname = name[scan] 

y_value = y[90:150,scan] 

 

p0= (10, 2, 48480, 1000, 0.01, 0.4) #give values to the variables A, B, C, D, w, xc 

respectively 

popt, pcov = curve_fit(func_correct, x_value, y_value, p0, bounds = ((-np.inf, -np.inf, -

np.inf,0.1, 0.001, 0.3), (np.inf, 2.5, np.inf, np.inf, 0.9, 0.5))) 

y_opt = func_correct(x_value, popt [0], popt [1], popt [2], popt [3], popt [4], popt [5]) # 

where 'popt' indicates  the values obtained from the fit 

popt = [np.round (popt [i],5) for i in range (np.size (popt))] 

error = np.sqrt(np.diag(pcov))  

error = [np.round (error[i],5) for i in range (np.size (error))] 

value_error = (np.vstack((popt_1,error))).T 

 

plt.yscale('log') 

plt.plot(x_value, y_value, 'k') 

plt.plot(x_value, y_opt, label=f'D={popt [3]} ± {error[3]}\nw = {popt [4]} ± 

{error[4]}\nxc={popt [5]} ± {error[5]}') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.legend() 

plt.savefig(f'director/Fit_'+fname+'.png') 

np.savetxt(f'director/Fit_'+fname+'.txt', (np.vstack((x_value, y_value, y1_opt))).T) 

plt.show() 

 

##Fit in_plane 

#take scan name 

in_plane_name =[] 

in_plane_value =[] 

 

for name in in_plane: 

    fname = name 

    in_plane_name.append(fname) 

    in_plane = np.loadtxt(fname) 

    in_plane_value.append((in_plane[:,1])) 
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# Select peak range 

x_value = in_plane[565:585,0] 

y = np.array(in_plane_value).T 

name = np.array(in_plane_name) 

fname = name[scan] 

y_value = y[565:585,scan] 

 

p0= (1000, 1, 48480, 100, 0.01, 0.37) #give values to the variables A, B, C, D, w, xc 

respectively 

popt, pcov = curve_fit(func_correct, x_value, y_value, p0, bounds = ((-np.inf, 0.1, -np.inf, 

0.1, 0.0001, 0.34),  (np.inf, np.inf, np.inf, np.inf, 0.9, 0.38))) 

y_opt = func_correct(x_value, popt [0], popt [1], popt [2], popt [3], popt [4], popt [5]) # 

where 'popt' indicates the values obtained from the fit 

popt = [np.round (popt [i],5) for i in range (np.size (popt))] 

error = np.sqrt(np.diag(pcov))  

error = [np.round (error[i],5) for i in range (np.size (error))] 

value_error = (np.vstack((popt_1,error))).T 

 

plt.yscale('log') 

plt.plot(x_value, y_value, 'k') 

plt.plot(x_value, y_opt, label=f'D={popt [3]} ± {error[3]}\nw = {popt [4]} ± 

{error[4]}\nxc={popt [5]} ± {error[5]}') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.legend() 

plt.savefig(f'director/Fit_'+fname+'.png') 

np.savetxt(f'director/Fit_'+fname+'.txt', (np.vstack((x_value, y_value, y1_opt))).T) 

plt.show() 

 

##Fit 45 degree 

#take scan name 

degree_45_name =[] 

degree_45_value =[] 

 

for name in degree_45: 

    fname = name 

    degree_45_name.append(fname) 

    degree_45 = np.loadtxt(fname) 

    degree_45_value.append((degree_45[:,1])) 

     

# Select peak range 
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x_value = degree_45[61:80,0] 

y = np.array(degree_45_value).T 

name = np.array(degree_45_name) 

fname = name[scan] 

y_value = y[61:80,scan] 

 

p0= (1000, 1, 48480, 100, 0.01, 0.38) #give values to the variables A, B, C, D, w,   xc 

respectively 

popt, pcov = curve_fit(func_correct, x_value, y_value, p0, bounds = ((-np.inf, 0.1, -np.inf, 

0.1, 0.001, 0.35), (np.inf, np.inf, np.inf, np.inf, 0.7, 0.4))) 

y_opt = func_correct(x_value, popt [0], popt [1], popt [2], popt [3], popt [4], popt [5]) # 

where 'popt' indicates  the values obtained from the fit 

popt = [np.round (popt [i],5) for i in range (np.size (popt))] 

error = np.sqrt(np.diag(pcov))  

error = [np.round (error[i],5) for i in range (np.size (error))] 

value_error = (np.vstack((popt_1,error))).T 

 

plt.yscale('log') 

plt.plot(x_value, y_value, 'k') 

plt.plot(x_value, y_opt, label=f'D={popt [3]} ± {error[3]}\nw = {popt [4]} ± 

{error[4]}\nxc={popt [5]} ± {error[5]}') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.legend() 

plt.savefig(f'director/Fit_'+fname+'.png') 

np.savetxt(f'director/Fit_'+fname+'.txt', (np.vstack((x_value, y_value, y1_opt))).T) 

plt.show() 

 

## for annealed samples the fit function described above was modified taking into account 

the signal from Kapton; in particular two fits have been made, namely: 

 

def kapton (x, A, B, C, D, w, xc): 

    return A*np.exp(-x/B)+C + (2*D/np.pi)*(w/(4*(x-xc)**2+w**2)) 

 

def func_correct (x, A, B, C,  D, w, xc): 

    return (2*area/np.pi)*(width/(4*(x-(peak_position))**2+(width)**2))+ 

+A*np.exp(-x/B)+C +(2*D/np.pi)*(w/(4*(x-xc)**2+w**2)) 

## load Kapton scan  

 

fname = np.loadtxt('Kapton_scan.txt') 

x_data = fname[115:140,0] 

y_data = fname[115:140,1] 
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## load all scan 

scan = np.loadtxt(‘scan_name.txt’) 

y = scan[115:140,1] 

 

## Fit Kapton 

 

p0= (100, 0.1, 50000, 1, 0.001, 0.47) 

popt, pcov = curve_fit(kapton, x_data, y_data, p0, bounds = (( 0.1, 0.01, 0.1, 0.1, 0.0001, 

0.46), (np.inf, 2.5, np.inf, np.inf, 0.5, 0.48)))  

y_opt = kapton(x_data, popt[0], popt[1], popt[2], popt[3], popt[4], popt[5]) 

z = np.sqrt(np.diag(pcov)) 

area= popt[3] 

width= popt[4] 

peak_position = popt[5] 

 

## Fit scan, by considering the area, width and peak position associated to the Kapton 

 

p0= (220028, 0.8, 48480, 80036, 0.053, 0.436) 

popt_1, pcov = curve_fit(func_correct, x_data, y, p0, bounds = ((-np.inf, -np.inf, -np.inf, -

np.inf, 0.001, 0.3), (np.inf, 5, np.inf, np.inf, 0.1,  0.5))) 

y1_opt = func_correct(x_data, popt_1[0], popt_1[1], popt_1[2], popt_1[3], popt_1[4], 

popt_1[5]) 

popt_1 = [np.round (popt_1[i],5) for i in range (np.size (popt_1))] 

error = np.sqrt(np.diag(pcov)) 

error = [np.round (error[i],5) for i in range (np.size (error))] 

value_error = (np.vstack((popt_1,error))).T 

plt.yscale('log') 

plt.plot(x_data, y, 'k') 

plt.plot(x_data, y1_opt, label=f'D={popt_1[3]} ± {error[3]}\nw = {popt_1[4]} ± 

{error[4]}\nxc={popt_1[5]} ± {error[5]}') 

plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

plt.ylabel(r'$Intensity (a.u.)$') 

plt.legend() 

plt.savefig(f'director /Fit_'+scan_name+'.png') 

np.savetxt(f'director /Fit_'+scan_name+'.txt', (np.vstack((x_data, y, y1_opt))).T) 

np.savetxt(f'director /Fit_value_'+scan_name+'.par', value_error) 

plt.show()  
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1D Profiles Extracted from the 2D Diffraction 

Pattern and Lorentzian Fit 

 

Figure S1.4. Experimental peak of untreated substrates and Lorentzian fit, black symbols 

and red line respectively, of 1D profiles, extracted from 2D patterns along the qz direction at 

β ≈ 90°.   
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Figure S1.5. Experimental peak of untreated substrates and Lorentzian fit, black symbols 

and red line respectively, of 1D profiles, extracted from 2D patterns along the qxy direction at 

β = 0°. 
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Figure S1.6. Experimental peak of untreated substrates and Lorentzian fit, black symbols 

and red line respectively, of 1D profiles, extracted from 2D patterns at β=45°. 
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Figure S1.7. Experimental peak of treated substrates and Lorentzian fit, black symbols and 

red line respectively, of 1D profiles, extracted from 2D patterns along the qz direction at                      

β ≈ 90°.   
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Figure S1.8. Experimental peak of treated substrates and Lorentzian fit, black symbols and 

red line respectively, of 1D profiles, extracted from 2D patterns along the qz direction at            

β = 45°. 
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Figure 1.9. Experimental peak of treated substrates and Lorentzian fit, black symbols and 

red line respectively, of 1D profiles, extracted from 2D patterns along the qz direction at                       

β = 0°. 

  



 

147 
 

References 

 

(1) Donose, B. C.; Taran, E.; Vakarelski, I. U.; Shinto, H.; Higashitani, K. Effects of Cleaning 

Procedures of Silica Wafers on Their Friction Characteristics. J. Colloid Interface Sci. 

2006, 299 (1), 233–237. https://doi.org/10.1016/j.jcis.2006.01.044. 

(2) Messina, G. M. L.; Bocchinfuso, G.; Giamblanco, N.; Mazzuca, C.; Palleschi, A.; 

Marletta, G. Orienting Proteins by Nanostructured Surfaces: Evidence of a Curvature-

Driven Geometrical Resonance. Nanoscale 2018, 10 (16), 7544–7554. 

https://doi.org/10.1039/c8nr00037a. 

(3) Konovalov, O.; Destri, G. L.; Seeck, O. H.; Mezger, M.; Haddad, J.; Deutsch, M.; Checco, 

A.; Ocko, B. M. Nanoscale Structure of Si / SiO 2 / Organics. ACS Nano 2014, 8 (12), 

12676–12681. 

(4) Kondo, T.; Watanabe, R.; Shimoyama, Y.; Shinohe, K.; Kulinich, S. A.; Iwamori, S. 

Effect of Reactive Oxygen Species Generated with Ultraviolet Lamp and Plasma on 

Polyimide Surface Modification. Surf. Interface Anal. 2017, 49 (11), 1069–1077. 

https://doi.org/10.1002/sia.6279. 

(5) Qu, Y.; Li, L.; Lu, G.; Zhou, X.; Su, Q.; Xu, W.; Li, S.; Zhang, J.; Yang, X. A Novel 

Melting Behavior of Poly(3-Alkylthiophene) Cocrystals: Premelting and 

Recrystallization of Component Polymers. Polym. Chem. 2012, 3 (12), 3301–3307. 

https://doi.org/10.1039/c2py20400b. 

(6) van Oss, C. J.; Chaudhury, M. K.; Good, R. J. Interfacial Lifshitz—van Der Waals and 

Polar Interactions in Macroscopic Systems. Chem. Rev. 1988, 88 (6), 927–941. 

https://doi.org/10.1021/cr00088a006. 

(7) Good, R. J.; Girifalco, L. A. A Theory for Estimation of Surface and Interfacial Energies. 

III. Estimation of Surface Energies of Solids from Contact Angle Data. J. Phys. Chem. 

1960, 64 (5), 561–565. https://doi.org/10.1021/j100834a012. 

(8) Usov, I.; Mezzenga, R. FiberApp: An Open-Source Software for Tracking and Analyzing 

Polymers, Filaments, Biomacromolecules, and Fibrous Objects. Macromolecules 2015, 

48 (5), 1269–1280. https://doi.org/10.1021/ma502264c. 

(9) Antimonov, M.; Khounsary, A.; Weigand, S.; Rix, J.; Keane, D.; Grudzinski, J. J.; 

Johnson, A.; Zhou, Z.; Jansma, W. Large-Area Kapton x-Ray Windows. Adv. X-Ray/EUV 

Opt. Components X 2015, 9588, 95880F. https://doi.org/10.1117/12.2193680. 



148 

 

 

Appendix: 

Second Section  

 



149 

 

Materials and Methods 

Nanostructuring of the water/air interface. Colloidal aqueous dispersion at 34% wt 

of negatively charged silica nanoparticles (Ludox), having diameter 24.5 ± 3.9 nm 

and density 1.23 g/mL was purchased from Sigma Aldrich, Milan (Italy). Before 

their use, the nanoparticles were dialysed to remove excess ligands and impurities.1 

Negatively charged silica nanoparticles (Sicastar) diameter 19.0 ± 1.4 nm and 

nominal density 2.1g cm-3 were purchased from Micromod, Rostock (Germany) and 

used as received. Surfactants having the same polar trimethylammonium and 

different chain length, such as dodecyltrimethylammonium bromide (C12TAB), 

myristyltrimethylammonium bromide (C14TAB), hexadecyltrimethylammonium 

bromide (C16TAB) and octadecyltrimethylammonium bromide (C18TAB) were 

purchased from Sigma Aldrich, Milan (Italy) and used as received. Mixed 

CnTAB/NPs dispersions, where n denotes the different number of C atom in the 

surfactant hydrophobic chain, were prepared by adding CnTAB solutions to the silica 

dispersion. In particular, while the concentration of silica nanoparticles was kept 

constant, at 0.1% wt, the final concentration of the surfactant was varied. In order to 

promote the adsorption of the surfactant on the particles, NaCl2 was added to the 

CnTAB/NPs dispersions. The so-prepared dispersions were subsequently sonicated 

for 30 minutes in an ultrasonic bath, to promote homogenization. Surface tension 

and compression isotherms measurements were performed with a KSV Minitrough, 

Helsinki (Finland), equipped with a Wilhelmy paper plate that allows direct 

measurement of the surface pressure (P) equal to Π = 𝛾0 − 𝛾 where γ0 is the surface 

tension of pure water (72.8 mN/m at 20°C) while γ is the surface tension of the 

adsorbed monolayer. Variations of the surface tension were recorded as a function 

of the different nature of the surfactant and ionic strength, by monitoring the trend 

of the surface pressure as a function of time for one hour, in a Petri dish, in order to 

provide the time to the system to reach the equilibrium. The compression isotherms 

were conducted in a Langmuir trough, where it is possible to monitor the surface 

pressure variation during the reduction of the surface area. 

Structural characterization. The assembly of surfactant-decorated NPs at the 

water/air interface was characterized by grazing incidence small angle X-Ray 

scattering (GISAXS), at the Sirius beamline of the Synchrotron Soleil, Paris 

(France). An 8 keV X-ray beam, with an angle of incidence of 0.111, e.g. 92% of the 

critical water/air angle for total external reflection was used. The diffraction patterns 

were recorded using a Pilatus 1M 2D detector, placed at a distance of 2.740m from 

the sample. A circular Teflon trough having a diameter of 10 cm was used for the 



Appendix: Second Section 

150 

 

GISAXS experiments without compression, while a Langmuir trough was used for 

compression, simultaneously recording the diffraction pattern and the surface  

Figure S2.1. Evolution of the GISAXS Bragg rods with X-ray illumination, with ten 

successive illuminations of 1 second. 

pressure. The integration of ten consecutive patterns recorded for one second 

constitute the diffraction patterns, since, as can be seen in figure S1, no radiation 

damage is observed. The resulting pattern consists of the intensity of the scattered 

radiation as a function of the two transfer components of the wave vector qz and qxy, 

in which qz is the transfer component of the wave vector perpendicular to the 

interface, defined as:3 

𝑞𝑧 =
2𝜋

𝜆
[𝑠𝑖𝑛𝛼𝑑 + 𝑠𝑖𝑛𝛼𝑖] 

while qxy is the component parallel to the interface and is defined as: 3 

𝑞𝑥𝑦 =
2𝜋

𝜆
[√𝑐𝑜𝑠2𝛼𝑑 + 𝑐𝑜𝑠2𝛼𝑖 − 2𝑐𝑜𝑠𝛼𝑖𝑐𝑜𝑠𝛼𝑑𝑐𝑜𝑠𝜗𝑑] 

where λ is the wavelength of the X-rays, αi is the angle of the incident beam, αd is 

the normal scattering angle and ϑd is the scattering angle in the plane. The 1D profiles 

were obtained from the diffraction patterns by cutting and integrating the GISAXS 

patterns along qz in the region between 0.09 and 0.13nm-1 (Script 1). Lorentzian 

fitting of the obtained peaks was performed using the following equation, for both 

positive and negative qxy peaks: 
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𝑦 = 𝑦0 +
𝐵

𝑞
+

2𝐴

𝜋
∗

𝑤

4(𝑞−𝑞𝑐)2+𝑤2
+

2𝐶

𝜋
∗

𝑤1

4(𝑞−𝑞𝑐1)2+𝑤1
2
    

where the first and the second terms takes into account the background and the third 

term represent the main Lorentzian peak originated by the integration of the Bragg 

rod centred at qc, characterized by an area A and a full width at half maximum 

(FWHM) w. The fourth term takes into account the possible second weaker peak 

centred at qc1, between √3qc and 2qc and characterized by an area C and a FWHM 

w1. (Script_2) 

Script 1 

# import libraries 

import h5py 

import numpy as np 

import nexusformat.nexus as nx 

import matplotlib.pyplot as plt 

from matplotlib.color import LogNorm 

 

## set parameters  

 

Wavelength = 1.55 #A-1 

Distance_sample_detector = 2517#mm  

pixel_size = 172/1000 #mm 

pixels_x = 981 

pixels_y = 1043 

x = np.arange(0,pixels_x) 

 

zero_x = 489 

 

#conversion from pixel to scattering vector ‘q’ 

x = np.arange(0,981) 

q = np.sin(np.arctan((zero_x -x)* pixel_size /Distance_sample_detector)/2)* 
*4*np.pi/ Wavelength 

# load data 

fname = nx.nxload(‘file_name.nxs') 

scan_name = 'file_name'  

scan_data = fname['root.spyc.DiffractoScanConfig/scan_data'] # I indicate the path in 

which the acquired diffractograms are contained 

print (scan_data.tree) 
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# the tree structure shows that the number data containing the diffraction pattern, with a 

dtype int32  

 

line_cut_all= [] 

for i in scan_data: 

    Data = scan_data[i] 

    if (Data.dtype)=='int32': 

        print(i) 

 

## create a matrix of zeros in order to sum the 'j' acquisitions acquired for the same sample, 

selecting the range of cut, in the diffraction pattern, in which the signals are contained. 

        data_sum = np.zeros((40,981)) 

        for j in range (np.shape(Data)[0]): 

            image = Data[j,860:900,:]  

            print(image.shape) 

             

            Image = np.array(image[:,:])#all_scan 

            line_cut_all.append(Image)  

            data_sum = data_sum + image #sum_scan 

        Image_sum = np.array (data_sum) 

 

plt.imshow(Image_sum, interpolation='nearest',vmin=1, vmax=100000) 

plt.savefig(f'director /Cut_{scan_name}.png', dpi = 300) 

plt.show() 

#Sum_scan and create 1D plot 

Image_sum = np.sum(Image_sum, axis=0) 

Image_ = (np.vstack((q,Image_sum))).T 

plt.plot(q, Image_sum) 

plt.yscale('log') 

plt.xlabel(r'$q$ ($\mathrm{\AA^{-1}}$)') 

plt.savefig(f'director /{scan_name}.png', dpi = 300) 

np.savetxt(f'director/{scan_name}.txt', Image_) 

plt.show() 

 

##For compression isotherm, the macro used allows to acquire, at each variation of area, the 

diffraction pattern, recording at the same time, the values of area and corresponding surface 

pressure. Therefore, the script was modified in order to extract the data of our interest, 

namely: diffraction patterns and corresponding area and pressure values. 

 

# load data 

fname = nx.nxload(‘file_name.nxs') 



 

153 
 

scan_name = 'file_name'  

scan_data = fname['root.spyc.DiffractoScanConfig/scan_data'] # I indicate the path in 

which the acquired diffractograms are contained 

print (scan_data.tree) 

# Identify the 'data_number' that contains the value of Surface Pression and Surface area 

Surface_Pressure = scan_data['data_n'] 

Area = scan_data['data_n1'] 

Area_Surface_Pressure = (np.vstack((Area, Surface_Pressure))).T 

np.savetxt(f'director /Area_Surface_Pressure.txt', Area_Surface_Pressure, header= str(f'Area 

, Pressure')) 

Isotherm = (np.vstack((Area, Surface_Pressure))).T 

Image_all = scan_data['data_n2']  # contains 'i' diffraction patterns equal to the ΔA shifts 

made during compression 

for i in range(np.shape(Image_all)[0]): 

    Single_scan = Image_all[i,:,:] 

    fig = plt.figure() 

    plt.imshow(Single_scan,interpolation='nearest',norm=LogNorm(vmin=0.5, vmax=4000))  

    plt.savefig(f'director /Point_{i}_{scan_name}.png', dpi = 300) 

    plt.show() 

    plt.close(fig) 

    Area_value = Area [i] 

    Pressure_value = Surface_Pressure[i] 

    line_cut = np.array(Single_scan[860:900,:]) #select range in diffraction patter in which 

there are the signal 

    plt.imshow(line_cut, interpolation='nearest',norm=LogNorm(vmin=0.5, 

vmax=4000)) #show the range of cut of the diffraction pattern 

    plt.savefig(f'director /Point_{i}_{scan_name}.png', dpi = 300) 

    plt.show() 

    print (line_cut[0]) 

    for j in range (np.shape(line_cut)[0]): 

        plt.yscale('log') 

        all_line = line_cut[j,:] 

        plt.plot(q, all_line) 

    plt.show() # in order to verify that the signals obtained do not change and can be added 

    Sum_range = np.sum (line_cut, axis =0) 

    Line_cut = (np.vstack((q, Sum_range))).T 

    fig1 = plt.figure() 

    plt.yscale('log') 

    plt.plot(q, Sum_range, label = f'Area ={Area_value}\n Pressure={Pressure_value}') 

    plt.xlabel(r'$q$ ($\mathrm{\AA^{-1}}$)') 

    plt.legend() 

    plt.savefig(f'director/Point_{i}_{scan_name}.png', dpi = 300) 
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    np.savetxt(f'director/Point_{i}_{scan_name}.txt', Line_cut , header= str(f'Area 

={Area_value}, Pressure={Pressure_value}')) 

    plt.show() 

    plt.close (fig1) 

 

Script 2 

# import libraries 

import os 

import numpy as np 

import glob 

import matplotlib.pyplot as plt 

from scipy.optimize import curve_fit 

 

# Define functions for fit 

def func_correct (x, A, B, D, w, xc): 

    return  A+B/x +(2*D/np.pi)*(w/(4*(x-xc)**2+w**2)) 

 

name = [] 

all_File = [] 

 

#Load scan and create matrix 

file = sorted([file for file in glob.glob('*_name.txt')], key = lambda filename: int 

(filename.split('_')[1])) 

for f in file: 

    fname = f 

    name.append (fname) 

    data = np.loadtxt (fname) 

    data_1 = data [:,1] 

    all_File.append (data_1) 

y_data = (np.array (all_File)).T 

name = np.array(name) 

 

# select scan and the range in which the are the right and left peak 

name = name[:] 

y_data = y_data[:,:] 

 

x = data[360:435,0] #right 

x_1 = data[550:610,0] #left 
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##Fit right and left peaks 

for i in range (np.shape (y_data)[1]): 

    #right     

    y = y_data[360:435,i]  

    scan_name = name[i] 

    p0= (22080, 3, 100, 0.1, 0.027) #give values to the variables A, B, D, w, xc respectively 

    popt, pcov = curve_fit(func_correct, x, y, p0, bounds = ((0.1, -np.inf, 0.1, 0.001, 0.0249), 

(np.inf, np.inf, np.inf, 0.9,  0.03))) 

    y_opt = func_correct(x, popt[0], popt[1], popt[2], popt[3], popt[4]) # where 'popt' 

indicates the values obtained from the fit      

    popt = [np.round (popt[i],5) for i in range (np.size (popt))] 

    error = np.sqrt(np.diag(pcov)) 

    error = [np.round (error[i],5) for i in range (np.size (error))] 

    value_error = (np.vstack((popt,error))).T 

    np.savetxt(f'director/Fit_value_'+scan_name+'_right.par', value_error[2:,:], header = 

'Area\nWidth\nPeak_position') 

    np.savetxt(f'director/Only_fit_'+scan_name+'_right.par', y_opt) 

    fig = plt.figure() 

    plt.yscale('log') 

    plt.plot(x, y, 'k') 

    plt.plot(x, y_opt, label=f'D={popt[2]} ± {error[2]}\nw = {popt[3]} ± 

{error[3]}\nxc={popt[4]} ± {error[4]}') 

    plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

    plt.ylabel(r'$Intensity (a.u.)$') 

    plt.legend() 

    plt.savefig(f'director/Fit_'+scan_name+'_right.png') 

    np.savetxt(f’director/Fit_'+scan_name+'_right.txt', (np.vstack((x, y, y_opt))).T) 

    plt.show() 

    plt.close (fig) 

 

    #left 

    y_1 = y_data[550:610,i]  

    p0= (3500, 3, 100, 0.1, -0.027) ) #give values to the variables A, B, D, w, xc respectively 

    popt_1, pcov = curve_fit(func_correct, x_1, y_1, p0, bounds = ((-3000, -np.inf, 0.1, 

0.001, -0.04), (np.inf, np.inf, np.inf, 0.5,  -0.026))) 

y1_opt = func_correct(x_1, popt_1[0], popt_1[1], popt_1[2], popt_1[3], popt_1[4]) # 

where 'popt' indicates the values obtained from the fit 

    popt = [np.round (popt[i],5) for i in range (np.size (popt))] 

    error = np.sqrt(np.diag(pcov)) 

    error = [np.round (error[i],5) for i in range (np.size (error))] 

    value_error = (np.vstack((popt,error))).T 
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    np.savetxt(f'director/Fit_value_'+scan_name+'_left.par', value_error[2:,:], header = 

'Area\nWidth\nPeak_position') 

    np.savetxt(f'director/Only_fit_'+scan_name+'_left.par', y_opt) 

    fig1 = plt.figure() 

    plt.yscale('log') 

    plt.plot(x, y, 'k') 

    plt.plot(x, y_opt, label=f'D={popt[2]} ± {error[2]}\nw = {popt[3]} ± 

{error[3]}\nxc={popt[4]} ± {error[4]}') 

    plt.xlabel(r'$Q$ ($\mathrm{\AA^{-1}}$)') 

    plt.ylabel(r'$Intensity (a.u.)$') 

    plt.legend() 

    plt.savefig(f'director/Fit_'+scan_name+'_left.png') 

    np.savetxt(f’director/Fit_'+scan_name+'_left.txt', (np.vstack((x, y, y_opt))).T) 

    plt.show() 

    plt.close (fig1) 

 

Script 3  

Interparticle distance and force 

# import libraries 

import numpy as np 

import glob 

 

Value_right = [] 

Error_right = [] 

Value_left = [] 

Error_left = [] 

name_right = [] 

name_left = [] 

 

# load fit value for left and right peak 

right = sorted([file for file in glob.glob('director/Fit_value_*name*right.par')], key = 

lambda filename: int (filename.split('_')[3])) 

left = sorted([file for file in glob.glob('director/Fit_value_*name*left.par')], key = lambda 

filename: int (filename.split('_')[3])) 

 

#create array  for right and left peak value 

for r in right: 

    fname = r 

    name_right.append(fname) 
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    data = np.loadtxt(fname) 

    All_file = np.zeros ((6,2)) 

    All_file[:data.shape[0],:data.shape[1]] = data 

    value_right = All_file[:,0] 

    error_right = All_file [:,1] 

    Value_right.append(np.hstack((value_right))) 

    Error_right.append(np.hstack((error_right))) 

 

value_right = (np.array(Value_right)) 

error_right = np.array(Error_right) 

names_right = np.array (name_right) 

 

for l in left: 

    fname = l 

    name_left.append(fname) 

    data = np.loadtxt(fname) 

    All_file = np.zeros ((6,2)) 

    All_file[:data.shape[0],:data.shape[1]] = data 

    value_left = All_file[:,0] 

    error_left = All_file [:,1] 

    Value_left.append(np.hstack((value_left))) 

    Error_left.append(np.hstack((error_left))) 

 

value_left = (np.array(Value_left)) 

error_left = np.array(Error_left) 

names_left = np.array (name_left) 

 

xc_value = (np.vstack((value_right[:,2],value_left[:,2])).T) 

 

#Peak_right_left_mean 

 

w_mean = (np.mean((np.vstack((value_right[:,1], value_left[:,1]))).T, axis =1)) 

xc_mean = (np.mean((np.vstack((value_right[:,2], np.abs(value_left[:,2])))).T, axis =1)) 

 

#Distance_length_mean 

Interparticles_distance_mean = (4*np.pi/((xc_mean)*np.sqrt(3)))/10 #nm 

Error_Interparticles_distance_mean = np.mean((np.vstack( 

(Error_Interparticles_distance_left , Error_Interparticles_distance_right))).T, axis= 1) 

Correlation_length_mean = (2*np.pi/w_mean)/10 

Error_Correlated_length_mean = np.mean((np.vstack( (Error_Correlated_length_left, 

Error_Correlated_length_right))).T, axis = 1) 

Correlated_NPs_mean = Correlation_length_mean/Interparticles_distance_mean 

Error_Correlated_NPs_mean = (Error_Correlated_length_mean/ 

/Correlation_length_mean+Error_Interparticles_distance_mean/Interparticles_distance

_mean) *Correlated_NPs_mean 
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np.savetxt('Interparticles_distance_Correlation_length_Correlated_NPs_file_name.txt', 

(np.vstack((Interparticles_distance_mean,Error_Interparticles_distance_mean, 

Correlation_length_mean, Error_Correlated_length_mean, Correlated_NPs_mean, 

Error_Correlated_NPs_mean))).T, header= str(f'Interparticles_distance_mean Error, 

Correlation_length_mean Error, Correlated_NPs_mean Error ')) 

 

#Force 

Area_Surface_Pressure = np.loadtxt('Area_Surface_Pressure.txt') 

Area = (Area_Surface_Pressure[:,0])/10000 #m 

Surface_Pressure = ((Area_Surface_Pressure[:,1])/1000) #N/m 

Delta_P = Surface_Pressure[1:] - Surface_Pressure[:450] # N/m 

Error_delta_P = 2/1000 

 

#mean 

Adsorbed_NPs=  ((Area_Surface_Pressure[:,0])/ 

/(np.pi*((Interparticles_distance_mean/10**7)/2)**2)) 

Error_Adsorbd_NPs = (3/Area_Surface_Pressure[:,0] + 

+(Error_Interparticles_distance_mean/Interparticles_distance_mean)/10**7)*Adsor

bed_NPs 

Area_molec_mean = (Area / (Adsorbed_NPs [3])) #all_row 

Error_Area_molec_mean = ( 3/ Area + (np.full((Surface_Pressure.shape), 

Error_Adsorbd_NPs[3]))) *Area_molec 

Delta_A_mol_mean = Area_molec_mean[1:]- Area_molec_mean[:450] #m2 

Error_Delta_A_mol_mean = Error_Area_molec [1:]+ Error_Area_molec [:450] 

Lavoro_mean = (Delta_A_mol_mean*Delta_P)/2 #Nm 

Error_Lavoro_mean = (Error_Delta_A_mol_mean/Delta_A_mol_mean + 

Error_delta_P/Delta_P)* Lavoro_mean 

Delta_distance_mean = (Interparticles_distance_mean[1:]- 

Interparticles_distance_mean[:450])/(1*10**9)#m 

Error_delta_distance_mean = (Error_Interparticles_distance_mean[1:]+            

Error_Interparticles_distance_mean[:450])/(1*10**9) 

Delta_distance_mean[Delta_distance_mean== 0]= np.inf 

Force_mean = Lavoro_mean/(6*Delta_distance_mean)*(1*10**12) #pN 

Force_error_mean = (((Error_Lavoro_mean/Lavoro_mean)+ 

(Error_delta_distance_mean/Delta_distance_mean))*(Force_mean/(

1*10**12)))*(1*10**12) 

Lateral_separation_mean = interparticles_distance_mean[:450] -24.55 #where 24.55 is the 

NPs diameter 

np.savetxt('Lateral_separation_Force_Pressure_file_name.txt', 

(np.vstack((Lateral_separation_mean,Surface_Pressure[:450], Force_mean))).T, 

header= str(f'Lateral_separation_mean  Surface_Pressure Force_mean_pN')) 
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Interfacial nano-structuring by NPs/surfactant 

complexes 

 
Figure S2.2. Temporal evolution of surface tension for mixed NPs 0.1%wt NaCl 1mM 

dispersions at the different CnTAB concentrations (mol/L) reported in the box and for the 

different surfactant chain length: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 
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Figure S2.3. Temporal evolution of surface tension for mixed NPs 0.1%wt NaCl 0.1mM 

dispersions at the different CnTAB concentrations (mol/L) reported in the box and for the 

different surfactant chain length: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 
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Figure S2.4. Temporal evolution of surface tension for mixed NPs 0.1%wt NaCl 10mM 

dispersions at the different CnTAB concentrations (mol/L) reported in the box and for the 

different surfactant chain length: C12TAB (a), C14TAB (b), C16TAB (c), C18TAB (d). 

Figure S2.5. Variation of surface tension as a function of the ionic strength depending on the 

nature and concentration of the surfactant. The trends obtained are like those shown in Figure 

12 in the presence of NPs This suggest that the role of NPs on surface tension is negligible.  
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Figure S2.6. Compression isotherms of CnTAB 1.1*10-6 M NaCl 0.1 mM NPs 0.1% wt 

monolayers (black curves) and of the corresponding surfactant monolayers in the absence of 

NPs (red curves), for the different chain lengths of surfactants: C12TAB (a), C14TAB (b), 

C16TAB (c), C18TAB (d).  In the absence of NPs, no change of surface pressure is observed 

with compression. 

Figure S2.7. Compression isotherms of CnTAB 1.1*10-6 M NaCl 10 mM NPs 0.1% wt 

monolayers (black curves) and of the corresponding surfactant monolayers in the absence of 
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NPs (red curves), for the different chain lengths of surfactants: C12TAB (a), C14TAB (b), 

C16TAB (c), C18TAB (d). While at smaller chain lengths, the presence of the surfactant alone 

shows no variation of surface pressure with compression, a different behaviour is observed 

for the higher chain length. However, this variation occurs at low surface areas, which 

confirms that the trend reported in the presence of complexes C18TAB/NPs, black curve in 

figure d, is mainly attributed to the presence of NPs.  

 

Figure S2.8. Compression isotherms of CnTAB 4.4*10-6 M NaCl 0.1 mM NPs 0.1% wt 

monolayers (black curves) and of the corresponding surfactant monolayers in the absence of 

NPs (red curves), for the different chain lengths of surfactants: C12TAB (a), C14TAB (b), 

C16TAB (c), C18TAB (d).  In the absence of NPs, no change of surface pressure is observed 

with compression. 
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Figure S2.9. Compression isotherms of CnTAB 4.4*10-6 M NaCl 10 mM NPs 0.1% wt 

monolayers (black curves) and of the corresponding surfactant monolayers in the absence of 

NPs (red curves), for the different chain lengths of surfactants: C12TAB (a), C14TAB (b), 

C16TAB (c), C18TAB (d). For the two smaller chain lengths, Figure a and b, in the absence 

of NPs, even at higher surfactant concentrations, no changes ofn pressure are observed with 

compression. In the case of C16TAB, of increase in pressure is observed, for very high 

compressions, which appears more marked for C18TAB. However, even in this case, the 

variations observed for the black curves, regardless of the surfactant chain length, are 

attributable to the complexes CnTAB/NPs adsorbed to the interface.  
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Nanostructured monolayer in situ 

characterization 

 

 

Figure S2.10. GISAXS pattern of NPs 0.1% wt NaCl 1 mM monolayer (a) and the 

corresponding horizontal cut between qz 0.09 and 0.13 nm-1 (b). GISAXS pattern of C16TAB 

1.1·10-6 M NaCl 1 mM monolayer (c) and the corresponding horizontal cut between qz 0.09 

and 0.13 nm-1 (d). The clear absence of Bragg rods, in both cases, reveals no NP monolayer 

formation. 
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1D Profiles Extracted from the 2D Diffraction 

Pattern and Lorentzian Fit 

Figure S2.11. GISAXS peak fittings (black symbols: experimental peak, red lines: fitting) 

of SiO2 NP monolayers at various C12TAB concentrations. 
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Figure S2.12. GISAXS peak fittings (black symbols: experimental peak, red lines: fitting) 

of SiO2 NP monolayers at various C14TAB concentrations. 
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 Figure S2.13. GISAXS peak fittings (black symbols: experimental peak, red lines: fitting) 

of SiO2 NP monolayers at various C16TAB concentrations. 
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Figure S2.14. GISAXS peak fittings (black symbols: experimental peak, red lines: fitting) 

of SiO2 NP monolayers at various C18TAB concentrations. 
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Figure S2.15. GISAXS patterns of the compressed NPs 0.1% wt NaCl 1 mM CnTAB 1∙10-6 

M monolayer before (left) and after (right) the collapse for all different chain length: C12TAB 

(a,b), C14TAB (c,d),  C16TAB (e,f),  C18TAB (g,h).   The presence of diffraction rods rather 

than rings after the collapse indicates that the system keeps a purely bidimensional structure. 
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Figure S2.16. GISAXS patterns of the compressed NPs 0.1% wt NaCl 1 mM CnTAB 4.4∙10-

6 M monolayer before (left) and after (right) the collapse for all different chain length: 

C12TAB (a,b), C14TAB (c,d),  C16TAB (e,f),  C18TAB (g,h).   The presence of diffraction rods 
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rather than rings after the collapse indicates that the system keeps a purely bidimensional 

structure. 
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Structural Characterization by means not conventional technique: 

X-Ray with grazing incidence (GI) geometry 

It was 1895 when physicist Wilhelm Röntgen discovered, using a discharge tube and 

a fluorescent plate, mysterious rays capable to passing through the human body. It is 

from the unknown nature that derived the name X-Ray.1 From the outset it was felt 

that X-rays could change the perception of science, with applications in medical 

diagnosis and physical research. At the beginning of the 20th century, the field of 

diagnostic radiography began to mature, considering X-rays as visible light, 

characterized by wavelengths and intensities. The well-known phenomena of light, 

such as diffraction, refraction and interference, were not observed with X-rays.2 

Wheaton hypothesized the dualistic concept of radiation, particle-wave,3 but most 

considered X-rays as another form of electromagnetic waves. In 1912 Max von Laue 

discovered the first model of crystal diffraction using X-rays. Von Laue explained 

what he observed considering the dual nature of X-rays and assimilating, at the same 

time, X-rays to electromagnetic radiation.4 William Lawrence Bragg and his son 

William Henry Bragg started to systematically employ X-rays in crystallography and 

their research enabled an atomic dimension of wavelength to be associated with the 

X-rays, able to interfere with the lattices and provide information on the crystalline 

structure that visible light is not able to give.5,6,7 In particular, they managed to 

describe the atomic structure of rock-salt (NaCl)8 and later the one of diamond9. 

Illumination of the crystalline solid with monochromatic X-rays generated an intense 

reflection visible under a specific angle. In order to describe the diffraction, they 

modelled the crystal as a set of discrete planes of electronic density, on which the X 

photons scatter.5 Only a few years later, more complex structures, such as graphite,10 

were solved; such measurements were carried out on simple and symmetrical cell 

units, characterized by a low number of atoms. The use of X-rays developed 

increasingly and in the 1950s, Watson and Crick discovered the double-helix 

structure of DNA, resulting in modern biological structure and protein 

crystallography.11,12 The diffraction patterns of such systems appear very 

complicated, because the unit cells of these crystals contain hundreds of atoms and 

a low symmetry, compared to that of the NaCl. The need to use X-rays to 

characterize the crystalline structure lies in the fact that to obtain constructive 

interference of electromagnetic waves scattered from a periodic array, the radiation 

used must have a wavelength comparable to the interatomic distance. X-rays meet 

this condition, as they have wavelengths in the angstrom range.13 

The description of the crystalline structure is usually carried out in the reciprocal 

space; in this way, the periodicity in the structure that occurs for a given 

crystallographic direction is considered. The Fourier transform is the mathematical 
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process that allows to go from a real space described by 𝑹𝑛 = 𝑛1𝒂𝟏 + 𝑛2𝒂𝟐 + 𝑛3𝒂𝟑 

to a reciprocal space described by 𝑮 = ℎ𝒃𝟏 + 𝑘𝒃𝟐 + 𝑙𝒃𝟑.  In real space the crystal 

is described by cell units with a1, a2, and a3 and constant lattice vectors n1, n2 e n3; 

the product of the lattice vectors generates a parallelepiped with volume, V, equal 

to: 

𝑉 = 𝒂𝟏 ∙ (𝒂𝟐𝒙𝒂𝟑) = 𝒂𝟐 ∙ (𝒂𝟑𝒙𝒂𝟏) = 𝒂𝟑 ∙ (𝒂𝟏𝒙𝒂𝟐) 

Which makes up the unit cell, that is, the smallest volume element that maintains all 

the symmetry properties of the crystalline lattice.14,15 In reciprocal space the base 

vector of the lattice is instead described as: 

𝒃𝟏 = 2𝜋
𝒂𝟐𝑥𝒂𝟑

𝑉
 ; 𝒃𝟐 = 2𝜋

𝒂𝟑𝑥𝒂𝟏

𝑉
 ; 𝒃𝟑 = 2𝜋

𝒂𝟏𝑥𝒂𝟐

𝑉
 

Therefore, by considering the 2D hexagonal lattice of spheres in real space, drawn 

in Figure S1, the periodicity in the crystal can be identified by the lattice planes 

which are indicated by the Miller indices h,k,l. These indices are nothing more than 

the coordinates of the shortest reciprocal lattice vector (G), normal to the plane. 

Because they define a reciprocal lattice vector, they will be integers and will have 

no common factor, since they represent the smallest vectors. Miller indices thus 

represent a set of integers proportional to the intercept value on the crystal axes. 

Miller’s indices are then used to describe reticular planes characterized by a 

periodicity, in a certain direction, in real space, which will become points in 

reciprocal space. Their position in reciprocal space will be given by the frequency at 

which they are in real space, just as the direction in reciprocal space will depend on 

the direction along which they have periodicity in real space. 

Figure S1. (a) Hexagonal lattice of spheres in real space, with interparticle distance a. The 

red/yellow/beige/black lines are respectively the {10} and {11} lattice plane. To this series 

of plane in the real space correspond points into reciprocal lattice space. (b) 
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During scattering experiments a slice of the reciprocal space is measured, so it is 

necessary to convert the obtained values in order to obtain the information in real 

space. Each point of the reciprocal lattice corresponds to a perpendicular plane in the 

real one. Physically this can be seen as X-rays reflected in the direction perpendicular 

to the lattice plane. To obtain a diffraction pattern of the crystalline object, the X-ray 

must be scattered constructively, in the direction governed by the Bragg law.13,15 This 

law makes it possible to interpret the phenomenon of diffraction from a crystalline 

lattice by approximating the event to a simple reflection by the reticular planes of 

the crystal. The repetitive nature of the crystal causes the distance between the planes 

to be constant and equal to d. When X-rays of wavelength λ arrive in phase, with an 

angle of incidence ϑ, to observe the diffraction, after reflection the two beams must 

still be in phase, that is, the wavefront difference (AC and AD) must be an integer 

number of λ (Figure S2). This means, 𝐴𝐶 + 𝐴𝐷 = 𝑛 𝜆 but 𝐴𝐶 = 𝐴𝐷 and 𝑠𝑖𝑛𝜗 =
𝐴𝐶

𝑑
 

or 𝐴𝐶 = 𝑑 ∙ 𝑠𝑖𝑛𝜗. Bragg’s law derives from this, namely: 

2𝑑 ∙ 𝑠𝑖𝑛𝜗 = 𝑛𝜆 

In addition, in order to have diffraction, the scattering vector resulting from the 

difference between the incident and reflected beams must be perpendicular to normal 

planes.  

This simple law is used to characterize the crystalline and amorphous phases of all 

different types of materials. Getting a 2D diffraction pattern is like drawing a line 

through the reciprocal lattice of the material. Therefore, depending on the 

orientations of the real lattice and therefore of the reciprocal one, different 

projections will be obtained.  

Figure S2. Schematic representation of Bragg law with incidence angle θ and the Bragg 

angle 2 θ. In order to have diffraction, the scattering vector r* must be perpendicular to the 

crystalline plane so that incidence and scattering angle are equal, as for reflection. 
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Moreover, for diffraction phenomena we can consider only the elastic part of the 

radiation13, there is no energy loss between the incident and the scattered photon. It 

follows that the magnitude of wave vectors does not change after scattering with 

atoms, i.e. |𝑘𝑖| = |𝑘𝑓| = 2𝜋/𝜆  with ki and kf wave vectors of incoming and scattered 

photons. In addition, it is possible to replace the angle 2ϑ with the momentum 

transfer vector or scattering vector that can be seen as the thrust that the photon 

receives before scattering, changed in sign, i.e.: 𝑞 = 𝑘𝑓−𝑘𝑖. The scattering vector 

and the Bragg angle appear interchangeable, it follows that |𝒒| = 4𝜋𝑠𝑖𝑛𝜗/𝜆.  This 

results in a plot with a variable independent of energy towards intensity. This is 

especially useful in synchrotron experiments, as photons with different energy are 

used. Another consequence of elastic scattering concerns the condition of 

constructive interference predicted by Laue (reformulation of Bragg’s law in 

reciprocal space, connecting lattice vectors with Miller’s indices) that is, in order to 

have constructive interference, the scattering vector must be equal to that of the 

reciprocal lattice q = G. If we project the incident and scattered photon wavevectors 

on the same basis, they describe a sphere; the Ewald sphere having a radius equal to 

the wavevector length of the photon entering and scattered. The projections of the 

scattering vector always follow the sphere surface. Only when the sphere intersects 

the points of the reciprocal lattice of the material of interest constructive interference 

will occur.15 In the case of nanocrystalline lattices, the reciprocal lattice is very small. 

The points are all close to each other and the curvature of the Ewald sphere can be 

neglected, obtaining an efficient scattering from many lattice points if there is the 

presence of a good long-range order. Therefore, referring to Bragg’s law, it is evident 

how small distances, d, will generate scattering at high angles while large distances 

will correspond to small scatter angles. Since the instruments to determine the 

direction along which the X-rays scatter, it is necessary to describe the intensity of 

the scattered signal as a function of the output angle. The scattered amplitude 

contains two terms, deriving from the size and shape of the scattering objects and 

their spatial organization; we have therefore: 

𝑆(𝒒) = ∑ 𝑃𝑗(𝒒)𝑒−𝑖𝑹𝑗𝑮

𝑗

= ∑ 𝑃𝑗(𝒒)𝑒−𝑖2𝜋(𝑥𝑗ℎ+𝑦𝑗𝑘+𝑧𝑗𝑙)

𝑗

 

where S(q) indicates the structure factor, which depends on the spatial reorganization 

of the particles within the repeating cell unit, while j indicates all atoms in the cell, 

with coordinates xj, yj and zj. This explains why, for example in the case of centred-

face cubic lattices (FCC), only reflections whose Miller indices are all even or all 

odd are allowed. The term P(q) instead indicates the form factor, which is related to 

the electronic density of the single elements.14 It follows that, often, the scattering 

amplitude A(q) is defined as the product of the structure and form factor, i.e. a phase 

and a amplitude term:  
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𝐴(𝒒)𝛼𝑆(𝒒)𝑃(𝒒) 

In the case of nanocrystals scattering, P(q) is the quadratic module of the Fourier 

transform of the scattered particles, therefore, it describes the influence of the size 

and shape of the scattered intensity.16 In particular, at the atomic scale, it will 

describe how strong atoms scatter, while the structure factor will give the periodic 

location of the scattering objects. Experimentally only the intensity of the diffracted 

signal is measured, not the phase. The intensity alone is connected to the profile of 

the electronic density but alone it does not allow to go up in univocal way to the 

structure of the sample in the real space.17 By modulating the detector-sample 

distance it is possible to record the scattering of the radiation at low angles (Small 

Angle X-Ray Scattering, SAXS), originating from the scattering of the nanocrystals' 

form factor and at high angles (Wide Angle X-Ray Scattering, WAXS) originating 

from atomic reflections.  

Grazing incidence angle 

To allow the development of functional materials, powerful systems are needed to 

quantify the structure of the species involved.18 X-rays appear promising for both 

bulk and interface analysis. In the previous paragraph it was already explained how 

it is possible to structurally characterize samples with periodic assemblies or 

scattering objects in the range between 1 and 100 nm by means of SAXS Through 

WAXS it is instead possible to obtain information at smaller scales, with structural 

elucidations at atomic and molecular intervals eve in systems without a perfect 

crystalline order.19 Many modern applications imply the use of thin films of soft 

matter, whose morphologies may differ from those of the bulk. In the geometry of 

the film, it is necessary to consider the interactions with both the substrate and the 

surrounding medium, as well as the energetic factors which affect the resulting 

morphology. Depending on whether the film support may be impenetrable or not, 

the density profile and entropy of the film may vary. Additional restrictions may 

arise from the film thickness, to be added to the interfacial interactions involved.20,21 

These factors are added to the necessity of having to discriminate the signal of 

relatively weak dispersion of the sample having the thickness of the order of the 

nanometres from that which comes from the bulk. These problems are overcome by 

changing the geometry of the system, passing from the transmission geometry used 

in conventional SAXS and WAXS, with incidence angles of about 90°, to a grazing 

incidence geometry (GI) with very low incidence angles αi, generally below 1°.22 In 

this way, the beam travels a long way inside the film and get the required scattering 

interaction. The adoption of this configuration is named as GISAXS and GIWAXS. 

GIWAXS is also referred to as grazing incidence X-ray diffraction (GIXRD). 
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Diffraction experiments carried out in this thesis include GISAXS experiments, in 

order to probe the assembly of particles at the liquid interface and GIXRD to probe 

polymer crystallization on structured surfaces. In both cases, an X-ray beam with an 

incident angle αi <1° is used. This configuration limits the penetration depth of the 

beam in the sample, with a low dispersion from the bulk. The radiation diffused by 

the sample is then recorded by an X-ray sensitive 2D detector. The GISAXS detector 

is usually positioned at large distances, based on the energy of the X-ray photon, 

since the Bragg reflection must be sufficiently divergent to be separated from the 

direct beam. At greater scattering angles but at smaller distances, the GIXRD 

detector is placed, where the atomic planes scatter and the crystallographic 

orientation can be studied. In particular, it is important to consider that the only 

scattered planes detectable by GIXRD are tilted with respect to the substrates plane 

and are characterized by an out of plane direction of periodical repetition (out-of-

plane scan).26 This is related to the geometric asymmetrical condition; therefore, 

planes with periodical repetition perfectly perpendicular to the substrates will not 

give scattering events as they do not fulfil, under such conditions, the Bragg Law.  

 

Figure S3. (a) Transmission SAXS/WAXS geometry typically used.24 (b) 

GISAXS/GIWAXS geometry. Inclination of the sample relative to the horizon. αf is the 

scattered angle while ψ is the in plane angle. In addition, the typical detector sample distances 

are reported.25   
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Morphological characterization: Atomic Force Microscopy 

(AFM) 
Atomic Force Microscopy (AFM) is a physico-chemical investigation technique that 

is part of the category of high-resolution microscopes known as "SPM" (Scanning 

Probe Microscopies). Among these microsopies, it is the most used, as well as the 

best known. AFM is mainly used to obtain high-resolution topographical images of 

material surfaces of different nature such as polymers, biomolecules, metals, 

inorganic functional materials, etc.27 Other variants of the technique allow, instead, 

to obtain information about the electrical, magnetic, mechanical properties and the 

chemical composition of the surface under examination. Thanks to the great 

resolution of the instrument, in the case of hard and ultra-flat surfaces, it is possible 

to obtain images with atomic space resolution. 

The principle used for the determination of an AFM image is based on the interaction 

between a tip, held by a flexible lever (cantilever), and the surface atoms of the 

sample. The tip, usually in silicon nitride, and the cantilever are the probe of the 

instrument (Figure S5). A crucial factor for resolution is the radius of curvature of 

the tip (end radius). High resolution AFM images require radii between 4 and 60 nm. 

One of the main limits for the further development of the technique consists precisely 

in making tips with a smaller radius. 

 

 

Figure S5. Schematic representation of AFM instrument.28 The deflections of the 

cantilever are measured by a photodetector, which collects the reflections of the 

laser beam focused in the back of the cantilever.  
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AFM images are recorded by moving the sample along the xy plane, by means of 

piezoelectric guides, following a lattice pattern with precision in the order of the 

Angstrom, and by measuring the deflection of the cantilever following the 

interactions between the tip and the atoms of the surface. The system that detects the 

movements of the probe consists of a laser beam focused on the upper face of the 

lever, from which it is reflected towards a two-dimensional photodiode detector. 

Each cantilever deflection is due to attractive/repulsive interactions between the 

electron clouds of the tip and those of the surface atomic layers of the material. A 

mathematical model that well describes such interactions is the Lennard-Jones 

potential.29 

𝑈(𝑧) =  −𝐴 ∙ ∑ 𝑟𝑖
−6

𝑛

𝑖=1

+ 𝐵 ∙ ∑ 𝑟𝑖
−12

𝑛

𝑖=1

  

where U(z) is the total interaction potential along the z axis; −𝐴 ∙ ∑ 𝑟𝑖
−6𝑛

𝑖=1  and 𝐵 ∙

∑ 𝑟𝑖
−12𝑛

𝑖=1  are the attractive and repulsive contribution respectively; A and B are 

typical constants of the material atoms.30 Lennard Jones' function is as follows:  

Figure S6. Evolution of Lennard-Jones' potential 

The potential is governed by the equilibrium between attractive and repulsive forces 

(minimum curve), which act respectively at distances greater and less than z0, the 

equilibrium distance. Therefore, depending on the distance between the probe and 

the sample, in the order of the interatomic distances, only one of the two terms will 

prevail. The total interaction force is defined as the opposite of the U derivative to 

the distance. This force is responsible for the bending of the cantilever on the surface 

of the sample, detected by the optical system.  

At this point, a feedback  control system compensates for the probe’s path deviations, 

due to the irregular profile of the surface, by activating a piezoelectric guide along 
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the z-axis that keeps the peak/sample interaction force constant. The voltage 

variations, which are applied to the guide to maintain the force constant,  are then 

translated into a topological image of the surface. In a variant of the technique, the 

feedback system allows the height of the probe to be kept constant. Typical values 

of interacting forces between probe and sample are between 10-11 and 10-6 N. The 

force acting between two atoms joined by a covalent bond at a distance of 1 Å is 

about 10-9 N. By comparing the forces involved in an AFM measurement to the one 

typical of a chemical bond, it is evident that AFM is, at least for “hard” samples, a 

non-destructive technique.  

Contact Mode 

The easiest and most used mode in AFM is the "contact mode". In "contact mode" 

the probe is placed and kept in contact with the sample: the cantilever is deflected to 

keep the interaction force constant and its inflections are monitored through the 

optical system. This mode allows to obtain information about the friction. The 

friction forces on a rough and homogeneous surface have the same periodicity as the 

topographic image, but the peaks arising from them and the topographic ones are not 

located on the same point, because the variation of friction between tip and sample 

depends on the slope of the surface, rather than on its height. The proposed model 

foresees a dominant mechanism, called "stop tooth mechanism", according to which 

there is a direct correspondence between the coefficient of friction and the slope: in 

the sections with positive slope (ascending) the coefficient of friction increases, 

while in the sections with negative slope (descending) the coefficient decreases. In 

addition, it must be considered that, in the ascending sections, there is an additional 

contribution to the total friction due to the impacts between the tip and the positive 

gradient zones. In negative gradient regions, however, there are no collisional events, 

so there will be no other resistant forces contributing to the total effect. These two 

factors make it possible to justify the difference in friction in the ascending and 

descending traits and the incorrect correspondence between topographical peaks and 

friction peaks. During a friction measurement, data on strength forces in a scanning 

direction and in the opposite direction are useful for the interpretation of the origin 

of such forces. Indeed, the intensity of the effects induced by the material is 

independent of the scanning direction, while it will depend on whether the effects 

are related to the topography. Since the sign of friction forces changes by reversing 

the scanning direction, adding data from both directions will eliminate the effects 

induced by the material, while keeping only those induced by the topography. 

However, the intensities of the signals in the two scanning directions will not be the 
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same for a given region of the surface. In fact, the increase of the friction force in an 

ascending stretch of the surface is less than the decrease of the same force when the 

tip runs along the same stretch in the opposite direction. In addition, surface 

roughness is generally asymmetrical and this causes a variation in the friction force 

in the two directions. Because of these differences, subtraction of friction force data 

in both directions leads to residual peaks.   However, this mode is not appropriate 

for the study of "soft" samples, as their surface structure of the latter may be 

irreversibly modified by continuous contact between the tip and the sample. As a 

consequence, "contact mode" is used for the study of "hard" and stable material, the 

surface of which is not altered by frictional forces. 

Tapping Mode 

The mode that allows the microscopic investigation of soft samples is the "tapping 

mode". In this mode, the probe oscillates along the z-axis at a constant frequency (in 

a range of 50 to 500 KHz via a piezoelectric oscillator) and at an oscillation width ≥ 

10 nm. This minimizes the friction effects that, otherwise, would lead to irreversible 

structural degradation of the "soft" surface. In addition, with "tapping" it is possible 

to obtain both topographical images and information about the viscoelastic and 

mechanical properties of the investigated surface layer. The operating principle is 

the following. At the moment of contact with the surface, the tip loses energy. This 

loss causes a decrease in the oscillation amplitude. The piezoelectric control system 

will respond to the variation of the oscillation, moving the sample along the z-axis 

in order to keep the amplitude constant. As in the case described above, the 

movements of the cantilever are detected by the optical system and the voltage 

applied, to move the sample along z, is converted into a topographic image of the 

surface. The information on the viscosity of the system under investigation is directly 

related to the phase difference between the frequency imparted by the piezoelectric 

oscillator (excitation frequency) and the current frequency of the probe: the 

oscillation change is converted by the instrument into a phase delay. The images that 

are obtained by exploiting this information are called "phase images". 
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Other techniques 

Contact Angle 

The contact angle measurement represents a powerful method to calculate surface 

free energy of solids. When a liquid does not completely wet the surface, it forms an 

angle of contact, ϑ, with the surface, with a value related to the interactions that occur 

along the three-phase contact line, where liquid, gas and solid intersect. The surface 

free energy can be described by using the Fowkes-van Oss-Chaudry-Good (FOCG)31 

model as a combination of the apolar components (Lifshitz-Van der Waals 

component γLW) and two polar one: 

𝛾 = 𝛾𝐿𝑊 + 2√𝛾+𝛾− 

The contact angle that the liquid drop forms on the solid can then be expressed in 

terms of the three components:  

(1 + 𝑐𝑜𝑠𝜗)𝛾𝐿 = 2(√𝛾𝑠
𝐿𝑊𝛾𝐿

𝐿𝑊 + √𝛾𝑠
+𝛾𝐿

− + √𝛾𝑠
−𝛾𝐿

+) 

 

where L refers to the spread liquid while S indicates the solid surface. Thus, it 

becomes possible to determine the surface free energy of a solid as well as its three 

components by measuring the contact angle of three different liquids, whose surface 

tension components are known, spread on the solid of; this results in a system of 

three equations in three unknowns. The contact angle measurements and subsequent 

determination of the surface free energy were conducted using an instrument OCA 

20, Dataphysics Instruments GmBh, Filderstadt, Germany. The three liquids 

employed were water, glycerol and tricresyl phosphate whose surface tension 

components are tabulated in the instrument database. 

 

Wilhelmy plate and Langmuir trough 
 

The surface tension at the liquid/air interface is commonly measured using the 

Wilhelmy method. A small plate of glass, platinum or filter paper, usually in the 

order of a few square centimetres, is oriented perpendicularly to the interface and the 

force exerted on it is measured. (Figure S7).  
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Figure S7. Schematic representation of Wilhelmy plate method.32 

The plate is put in contact with the liquid surface leading to the formation of a 

meniscus. The plate remains suspended at the interface due to the presence of a force 

that balances the weight of the plate and the force of the liquid meniscus on the lower 

edge of the plate. The liquid surface tension acts on the three-phase contact line 

(solid-liquid-vapour) tangential to the surface of the liquid. The force acting on the 

plate is measured with a microbalance, to which the Wilhelmy plate is connected, 

and then the value of the surface tension is determined by the Wilhelmy 

equation.33,34,35,36 If the plate has a width equal to l and a weight of Wplate, the force 

necessary for the plate to be detached from the surface is equal to: 

𝐹 = 𝑊𝑡𝑜𝑡 = 𝑊𝑝𝑙𝑎𝑡𝑒 + 2𝑙𝛾𝑐𝑜𝑠𝜗 

By considering that the surface tension acts on both sides of the plate, this equation 

must be multiplied by 2. Moreover, if the liquid completely wets the plate, cosϑ=1, 

therefore the surface tension becomes equal to: 

𝛾 =
𝑊𝑡𝑜𝑡 − 𝑊𝑝𝑙𝑎𝑡𝑒

2 ∙ 𝑙
 

In particular, in the present study, the Wilhelmy method was employed to measure 

the surface pressure  Π = 𝛾0 − 𝛾 where γ0 is the surface tension of pure water (72.8 

mn/m at 20°C) and γ is that of the sample.  By subtracting the surface tension of 

water to the measured surface pressure value it was possible to determine the surface 

tension of the sample. Subsequently, the Wilhelmy plate method was used to monitor 

the surface tension of the samples during their compression in a Langmuir trough. 

Langmuir troughs are usually made of Teflon (hydrophobic and chemically inert 

material) and equipped with two movable barriers, also in Teflon, which run parallel 

to the walls of the trough, coming into contact only with the upper part of the liquid, 

allowing the interface monolayer to be compressed. Monolayer formation may occur 

as a result of the spreading of insoluble molecules at the liquid/air interface or 
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through spontaneous migration and adsorption of molecules from bulk to interface. 

The surface compression involves a reduction of the area occupied by the monolayer, 

while the surface tension is monitored continuously, in order to obtain information 

characteristic of the monolayer, recording the variation of surface pressure as a 

function of the molecular area. The compression isotherms obtained are usually 

characterized by distinct regions, as can be seen in Figure S8.37 In the case of small 

amphiphilic molecules spread at the interface, in the absence of applied external 

forces, the molecules show a gas-like behaviour and follow the equation of state: 

𝜋𝐴 = 𝐾𝐵𝑇 with π surface pressure, A area per molecule, KB Boltzmann constant and 

T temperature. The compression of the monolayer is accompanied by an increase of 

surface pressure. This leads to the reorganization of the molecules into a liquid-like 

phase and, with further compression, into a solid monolayer. The three phases are 

characterized by a sharp change of pressure, in correspondence to the change of state. 

For additional compressions, the monolayer reaches the collapse, beyond which 

multilayers are formed. The collapse pressure, πc, can also be seen as the maximum 

pressure that a monolayer can sustain before ejecting the molecules. Compression 

isotherms can provide quantitative information on the size and shape of the 

molecules under study and they allow the determination of the molecular area under 

maximum expansion and zero pressure, i.e.  hypothetical area occupied by a 

condensed-phase molecule, in the assumption of a direct correlation to the average 

physical space occupied by a molecule in the film. 

Figure S8. Ideal compression isotherm of monolayer made by amphiphilic molecule. The 

different region observing can be associated with the different level of ordering of the film, 

as shown in the cartoons.37,38 
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In the case of the monolayer examined in this thesis, the compression isotherms were 

made in order to study NPs monolayer coated with amphiphilic molecules, by 

modifying the interface density following the compressions of the monolayer under 

examination. 
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