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Abstract

Nowadays, thousands of information, such as images, videos, audio signals, sen-

sor data, etc., can be collected by many devices. The idea of multi-sensor data

fusion is to combine the data coming from different sensors to provide more accu-

rate information than that a single sensor alone.

Sensors have been proposed to emulate the human capability to combine all

senses to capture information. So, the goal of Multimodal Learning is to create

models that are able to process information from different modalities, semanti-

cally related, creating a shared representation to improve accuracies than could

be achieved by the use a single input. In other words, the challenge is constructed

an embedding space where objects, which are correlated, are close to them.

Human can also anticipate the future action because our brain is able to decode

all information received to understand the future occurrences and to make a decision.

The overall design of machines that anticipate future actions is still an open issue

in Computer Vision.

To contribute to ongoing research in this area, the goal of this thesis is to ana-

lyse the way to build a shared representation related to data coming from different

domains, such as images, signal audio, heart rate, acceleration, etc., in order to

anticipate daily activities of a user wearing multimodal sensors. To our knowledge,

in the state of the art, there are not results on action anticipation from multimodal

data, so the prediction accuracy of the tested models is compared with respect to the

classic action classification which is considered as a baseline. Results demonstrate

that the presented system is effective in predicting activity from an unknown obser-

vation and suggest that multimodality improves both classification and prediction

in some cases. This confirms that data from different sensors can be exploited to

enhance the representation of the surrounding context, similarly to what happens

for human beings, that elaborate information coming from their eyes, ears, skin, etc.

to have a global and more reliable view of the surrounding world.
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Chapter 1

Introduction

Today, with the advances in technology, we are able to collect many kinds of data.

Indeed, the real time information comes from multiple sources such as wearable

sensors, smartphones, GPS, etc. Data from different sensors can be exploited to

enhance the representation of the surrounding context of a user, similarly to what

happens for human beings, that elaborate signals acquired in different ways (eyes,

ears, etc.) to have a global and more reliable view of the surrounding world. Humans

rarely infer knowledge with only one sense. For instance, humans combine senses as

sight, taste and touch to perceive if a food is hot or cold, or in speech recognition,

they integrate the information coming from eyes and ears to understand speech. An

useful example is given by the McGurk Effect [1], where some people perceive the

syllable /da/ by watching the lip movement of the syllable /ga/ and hearing a voice

that says /ba/. Since the visual modality combines the information coming from

the lip motions and the place of articulation, it can help to discriminate speech with

similar sound.

This motivates the study of the intelligent system able to consider multiple sig-

nals. Indeed, Artificial Intelligence techniques could be exploited on multiple signals,

in order to automatically understand the world around us. The idea of multi-sensor

data fusion is to combine the data coming from different sensors to provide more

accurate information than that a single sensor alone. Data fusion and multimodal

representation ([2, 3, 4, 5, 6, 7, 8]) are challenging tasks in Multimodal Learning,

because the different nature of the data is to be considered. The fusion of the data

can be done at the following different levels: raw data level, feature level and de-

cision level [9]. In raw data level, raw data from different sensors are combined in

order to generate a new modality. The goal of feature level is to fuse the features
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Figure 1.1: Idea of multimodal learning.

extracted from individual sensor modality. Decision level refers to the combination

of the classification computed from each modality independently.

To improve these algorithms, a good representation of the multimodal data is

also needed. This is not only a theoretical problem but many machine learning

approaches are presented in the state of the art. In general, Multimodal Learning

aims to build models that are able to process information from different modalities,

semantically related, creating a shared representation to improve accuracies than

could be achieved by the use a single input. As shown in Figure 1.1, given the

images of a butterfly, one of a tiger and the word “butterfly”, multimodal algorithm

try to project these data in a space, called representation or embedding space, witch

takes into account their correlation.

A good model of multimodal learning must satisfy certain properties. In fact

the shared representation must be such that resemblance in the embedding space

implies that the similarity of the inputs can be easily obtained even in the absence

of some modalities. Multimodal learning allows several applications in robotics [10,

11], in surveillance [12, 13] and so on.

In general, each modality is characterized by different statistical properties and

hence each one of it can add valuable and complementary information to the shared

representation [4]. Moreover, since each input has a different representation and each

associated feature vectors is projected in a different subspaces of the embedding

space, for a model, it is difficult to find a highly non linear relationship between
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Figure 1.2: Given a video sequence, there could be many possible future activities [18].

different data. So, given the heterogeneous nature of the data, before applying the

algorithms of multimodal learning, the features are extracted from each input in

different ways. For example, Convolutional Neural Networks (CNNs) [14], such as

GoogleNet [15] or VGGNet [16], are used to extract features from images, Mel-

frequency cepstral coefficients (MFCCs) [17], spectrogram and in general spectral

features are used for audio signals, and so on.

Humans are also able to decode all information received about the environment

to understand the future (i.e., what will happen next) in order to make a timely

decision. Indeed, starting from past experiences, our brain is able to associate

similar semantic events and/or situation in order to generalize and understand the

next action to be performed. For example, given a short video or an image, humans

can predict what is going to happen in the near future [19], a player can anticipate

the trajectory of a ball or a driver can predict the motion of other cars and pedestrian

in order to prevent an accident [20], and so on.

In Computer Vision, the design of models to anticipate future actions is still

an open challenge. Indeed, as reported in [19], to predict a future action, it is

important to identify as much details from the current observations. This is so

effective because the human activities are based on sub-activities that are carried

out in a sequence. From computational point of view, the anticipation of the next
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activity must be done as quickly as possible, in order to create machines, such as

robots, that are able to interact with human world reactively. This allows many

applications in order to provide adequate assistance to the user. For example, [20]

proposed a Recurrent Neural Network model for anticipating accidents in dashcam

videos. [21, 22] studied how to enable robots to anticipate human-object interactions

from visual input in order to provide adequate assistance to the user. [23, 24, 25]

studied how to anticipate human activities for improving the collaboration between

human and robot. In [26], the authors propose a new dataset, called Epic-Kitchen

Dataset, and action and anticipation challenges have been investigated. However,

given the observation of the past, there could be multiple plausible future activities.

An example is shown in Figure 1.2 [18]. Given a past sequence, there are many

possible future activities, such as peel squash, put down rag, put down sponge,

wash bowl and take sponge, which have similar scenario but some of them are less

probable to occur than others, such as peel squash and put down rag (see Figure

1.2). So, the generation of the future is really challenging [27].

1.1 Aim and Problem Definition

Images, videos, audio signals, sensor data can be easily collected in huge quantity by

different devices and processed in order to emulate the human capability of elabora-

ting a variety of different stimuli. Are multimodal signals useful to understand and

anticipate human actions if acquired from the user viewpoint? With this question

in mind, this thesis aims to build a shared representation related to data coming

from different domains (i.e., images, audio signal, heart rate, acceleration) in order

to anticipate daily activities of a user wearing multimodal sensors.

The definition of the problem is really challenging, since it is associated to a

creation of a multimodal pipeline which combines the input features in order to

anticipate the future action. By employing some deep architectures, the loss function

has to take into account the nature of the data in order to have past and future

sequences, semantically related, close in the representation space. Moreover, various

modalities are usually collected at different sampling frequencies and in many cases

with more than one device, therefore, before to extract features, it is necessary to

synchronize all the modalities in order to have all of them properly aligned. Most
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Figure 1.3: Main idea of the “cut” between sequences employed to model the transition
among different activities.

of the datasets available in literature contain data acquired with one sensor only

(e.g., a camera). Differently than using single modality, multimodal acquisition,

especially when collected by means of multiple devices, need to be synchronized

in order to have all the related modalities properly aligned over time. Most of the

currently available datasets are designed for activity recognition task, rather than for

anticipation. Therefore, for our study was very important to build a new multimodal

dataset for action anticipation purpose. To this aim, we spent a lot of time to collect

a new dataset for action anticipation purpose which comprises video data, acquired

with a smartphone camera, sensor data and audio signals, collected with a board,

called BlueCoin1. With the partnership of STMicroelectronics, an Android app was

developed to synchronized the two different devices. To our experience, we also

noted that, for long sequences, there are some synchronization issues between the

devices.

Since humans can anticipate the future activity by decoding all information from

past experiences and knowledge, in this thesis, we try to predict the future action

like a human by training a neural network with past sequences that represent our

past experiences.

One of the most important point is the adaptation of the data. Given a sequence

of signal overtime related to different activities, we consider the ”transition point”,

defined as the point in time where there is a change on the activities (see Figure

1.3). Just before and after the transition point are hence performed two different

activities and the goal is, given a set of multimodal signals related to the activity on

the left side of a transition point, to infer the activity which will be performed next

1https://www.st.com/en/evaluation-tools/steval-bcnkt01v1.html
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(i.e., the activity on the right side of the transition point). In doing the task only

the signals of the left side of the sequences are given. Let be t the time related to

the change from an activity to another, we wish to consider the window [t−∆, t[ of

the sequence (the past) to infer the activity which is present in the portion ]t, t+ ∆]

of the sequences (the future), where ∆ is the amount of time considered to encode

past and future from multimodal signals.

We define the problem as follows. Given the features vector xt at time t as input,

we want to predict the label of the next activity in [t, t+ ∆[.

1.2 Contributions

This thesis makes the following contributions:

• A system to anticipate the future activity is proposed. We propose and com-

pare different neural networks, such as Auto-encoder, Siamese Network and

Triplet Network, with Multi-Layer Perceptron and 1D CNN architecture, to

address the problem of action anticipation from multimodal data. The consid-

ered data fusion approach is based on the concatenation of the features which

were separately extracted from each modality.

• A dataset for action anticipation task is collected. This research focuses on

daily activity anticipation. We define 7 daily activities that are quite common

in an office. To this aim, a smartphone camera and a board, called BlueCoin,

are used. Smartphone device was placed in the chest pocket of the subjects

whereas the Bluecoin board on the right wrist of the subjects. The activities

are collected from 19 participants. The following data modalities are acquired:

video, audio, tri-axial, tri-axial gyroscope, tri-axial magnetic field, pressure

and temperature.

• The effectiveness of combining data collected from different sensors and of

improving the anticipation accuracy of the daily activities is demonstrated.

We use Support Vector Machines (SVM) and K-Nearest Neighbors (K-NN) as

the classification algorithms to evaluate our approach. Since in the state of

the art there are not results on action anticipation from multimodal data, a
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comparison between the accuracy values in classification and in prediction is

proposed as baseline.

1.3 Thesis Structure

This thesis is organized as follows.

Chapter 2 provides a review of all the building blocks which are used in the pro-

posed method. Moreover, it reviews concept of multimodal learning. In particular,

the fusion and the representation of the data will be discussed. A briefly introduc-

tion about some adopted systems used in multimodal learning, such as Boltzmann

Machine (BM) and Deep Boltzmann Machine (DBM) [28], Convolutional Neural

Network (CNN) [14] and Recurrent Neural Network [29] is given. The Chapter

also introduces the concept of Human Activity Recognition and its application in

Artificial Intelligence. Indeed, Action Recognition, Action Anticipation and Early

Action Anticipation belong to this research area, so in this chapter they will be

also discussed, along with the related work presenting the state of the art. Some

multimodal datasets, presented in the state of the art, which were collected mainly

for action recognition task are also introduced.

Chapter 3 describes our multimodal dataset, called ST Multimodal Dataset, col-

lected for our experiments purpose, focusing on definition of the activities, collection

procedure and alignment of the data.

Chapter 4 presents a description of the proposed approach used in this thesis

and the first results on action anticipation from different types of data and investi-

gates the contributions of our dataset by evaluating the accuracy values of different

modality combinations. To this aim, the Stanford-ECM Dataset [30] has been con-

sidered and it comprises video, acceleration and heart rate data. The second part of

the Chapter analyses the effectiveness of the proposed approach by considering the

ST Multimodal Dataset, introduced in Chapter 3. In this case, other modalities,

such as audio and gyroscope, are taken into account. Experimental results show the

improvement of accuracy values using an higher number of transition from past to

future.
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Chapter 5 gives a summary of the research and the conclusions of this thesis

whereas Appendix A and Appendix B summarize other researches that have been

carried out during the three PhD years. .

1.4 Published Papers

Part of the work presented in this thesis is based on these co-authored papers:

• Rotondo, T.; Farinella, G. M.; Giacalone, D.; Strano, S. M.; Tomaselli, V. and

Battiato, S. (2019). Anticipating Activity from Multimodal Signals.

Submitted to IEEE Transactions on Emerging Topics in Computing Special

Section on Assistive Computing Technologies for Human Well-Being Journal.

• Rotondo, T.; Farinella, G. M.; Tomaselli, V. and Battiato, S. (2019). Action

Anticipation from Multimodal Data. In Proceedings of the 14th Interna-

tional Joint Conference on Computer Vision, Imaging and Computer Graphics

Theory and Applications - Volume 4: VISAPP, ISBN 978-989-758-354-4, pages

154-161. DOI: 10.5220/0007379001540161.

• Rotondo, T. (2018). Multi-sensor Data Fusion for Wearable Devices.

In Doctoral Consortium - DCETE, ISBN , pages 22-28.

Moreover, with the partnership of STMicroelectronics, we are thinking to an

eventual patent regarding attention mechanisms which are able to weight the differ-

ent modalities and decide which sensors turn on or turn off.

During the three PhD years also other research areas have been addressed co-

authoring the following papers:

• Rotondo, T.; Ortis, A. and Battiato, S. (2019). Generalised Gradient

Vector Flow for Content-aware Image Resizing. In Proceedings of the

20th International Conference on Image Analysis and Processing.

• Rotondo, T.; M. Farinella, G.; Chillemi, A.; Ferlito, F. and Battiato, S. (2018).

A Digital Countryside Notebook for Smart Agriculture and Oranges

Classification. In Proceedings of the 15th International Joint Conference on

e-Business and Telecommunications - Volume 2: ICETE, ISBN 978-989-758-

319-3, pages 381-385. DOI: 10.5220/0006845305470551.
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Chapter 2

Background and Related Works

To understand the background of the research topic, in this chapter, all the fun-

damental concepts will be discussed. This thesis proposes a system that is able to

combine data coming from different wearable sensors, such as smartphones, wrist-

worn sensors, in order to anticipate daily human activities. The review, therefore,

focused on multimodal learning and its applications and on human activity recog-

nition with more emphasis on action anticipation.

This chapter is organized as follows. Section 2.1 describes the basic unit of the

proposed system used to create a shared representation between different modalities

and anticipate the near future action. In particular, Auto-encoder, Siamese and

Triplet network will be discussed with a some applications presented in the state

of the art. Multimodal Learning is introduced in section 2.2. In particular, the fu-

sion and the representation of the data coming from different domains are treated.

These steps are very important to understand how integrate and represent hetero-

geneous data, in order to capture the correlation between them. After a description

of these tasks, some applications of Multimodal Learning, such as image captioning,

lipreading, sentimental analysis, are presented. The most important Neural Net-

works, such as Boltzmann Machines [28], Convolutional Neural Networks [14] and

Recurrent Neural Network [29] , used to create a shared representation are described

in Section 2.3. All the fundamental concepts about Human Activity Recognition

are discussed in Section 2.4. This research area comprises the following topics: Ac-

tivity Recognition, Action Anticipation and Early Action Anticipation. The main

difference of these branches of study is given by the temporal moment in which a

decision is taken. Indeed in Activity Recognition, the prediction of the activity is

done after the action has been observed whereas, in Action Anticipation and Early
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Figure 2.1: Autoencoder Model.

Action Anticipation, the activity is anticipate before the next action starts. Finally,

Section 2.5 illustrates some multimodal datasets presented in the state of the art

which are created for activity recognition.

2.1 Building Blocks

In this section, the neural networks used in this thesis are described. In particular

Auto-encoder, Siamese and Triplet network are considered. Moreover, a briefly

introduction of the used classifiers is given.

2.1.1 Autoencoder

Autoencoder has become one of the most popular neural networks for unsupervised

learning tasks, such as dimension reduction [31], features extraction [32], image

recognition [31, 33], speech recognition [34], and so on. This network [35] applies

backpropagation algorithm to learn an approximation to the identity function in

order to have output similar to the input, as shown in Figure. In other words, given

an input x, it is transformed into x̂ thanks to the function f , x̂ = f(x), in encoder

phase, and then, in decoder phase, g(x̂) = g(f(x)) is computed in order to verify the

following condition: g(x̂) ≈ x. To minimize the reconstruction error, it is possible

to define the loss function as follows:

L = L(x, g(f(x))). (2.1)
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Many variations of this network are presented in literature, such as sparse au-

toencoder and denoising autoencoder. Sparse auto-encoder [36] is an auto-encoder

where the loss function includes a sparsity penalty Ω on the hidden layer. In this

way, only a few nodes are activated when a single sample is given to the network.

In other word the loss function is defined as follows:

L = L(x, g(f(x))) + Ω. (2.2)

In [36], the sparsity penalty Ω is defined in various form. It can also be thought as

a regularizer term for the copiyng task. In this way, the autoencoder approximate

the maximum likelihood training of a model.

Denoising auto-encoder [37] is an autoencoder that accepts as input a corrupted

data point and returns as output the original, uncorrupted data point. So the

network remove the noise rather than simply reconstruct the input.

In the state of the art, autoencoder was mainly introduced to reduce the di-

mensions of the input data by extracting the representation of the encoder part.

For example in [31], the authors train Restricted Boltzmann Machines and their

weights are used to initialize a deep autoencoder to reduce the dimensionality of

data. The encoder output is 30-dimensional and the authors also demonstrate that

this representation works better than principal components analysis (PCA). Di-

mension reduction can also improve performance on many tasks, such as semantic

hashing which aims to map a document to a binary code [38]. In [34], denoising

autoencoder is used to reduce noise in order to clean speech.

In multimodal learning, autoencoder is used in [3] to learn a shared representa-

tion between video and audio data. In particular, denoising auto-encoders is used

to represent each modality and then fused them into a multimodal representation

using another auto-encoder layer. This network is also used, in this paper and in

[4], to reconstruct a missing modality. In other words, the model is able to re-

construct the two modalities (e.g. audio and video), given only one as input (e.g.

video). The work of [39] introduces a model which uses stacked autoencoders to

learn higher-level embeddings from textual and visual input. The two modalities

are encoded as vectors of attributes and are obtained automatically from text and

images, respectively.
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Figure 2.2: Siamese Network Model.

In this thesis, autoencoder is trained like a denoising autoencoder where, given

a past clip as input, the model is learned to reconstruct future sequence.

2.1.2 Siamese Network and Triplet Network

Siamese networks [40, 41] consist of twin networks, as shown in Figure 2.2, that

perform a non-linear function Φ from the input domain X to an Euclidean space

Rn, i.e. Φ : X → Rn. These architectures accept two different inputs and share

weights, this allows to project, after learning process, two similar images in close

points in the feature space because each network computes the same metric function

between the highest level feature representation on each stream. So, they are useful

to establish and find a relationship between two input data. The outputs of each

sub-networks are the feature vectors of the input pair and, at the similarity layer,

the distance between the two feature vectors is measured.

To train Siamese Networks, in [42], the contrastive loss function is introduced

and it is defined as follows. Let X1 and X2 be an input pair and Y a binary label

assigned to this pair (Y = 0 if X1 and X2 belong to the same class, and Y = 1
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Figure 2.3: Triplet Network Model.

if they have different label), it is possible to define the function that minimize the

error as follows:

L(Y,X1, X2) = (1− Y )
1

2
D(X1, X2)

2 + Y
1

2

√
max(m−D(X1, X2), 0) (2.3)

where D(X1, X2) is a distance between two feature points of X1 and X2, m > 0 is

a margin. In other words, this function is defined as the sum of the loss computed

for similar and different pairs. The equation 2.3 allows to have a small distance

between similar examples and large distances for different samples.

In [43], an extension of Siamese Network, called Triplet Network, is presented.

It comprises three sub-networks, as shown in Figure 2.3, that share the parameters

hence accepting three inputs:

• a sample x, called anchor;

• positive clip x+ which belongs to the same class of x;

• negative sequence x− that is different from x.

The loss function computes two distances: one considers the representations of

x and x+, whereas the other one is computed from the features extracted with
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the network from x and x−. These distances are computed to assess that the one

between x and x+ is less than one between x and x−. In this way, the network builds

an embedding space where two similar samples are close to each other and at the

same time distant from negative samples.

Since Siamese networks and Triplet network are able to recognize if two images,

or in general two inputs, are similar or dissimilar, they are used to address many

different problems in computer vision and in machine learning. For example, [41, 44,

45] discuss methods which have a very large number of categories but the number of

samples for each of them is very small. This is the main characteristics of one shot

learning. In other words, the aim of one shot learning is to classify a new example

by using a model trained on few samples. In [41], a Siamese convolutional neural

network is used in order to learn image representations and reuse network’s features

without any retraining to recognized characters. The authors of [44] proposed an

architecture where each batch point is viewed as a ‘query’ that ranks the remaining

ones based on its predicted relevance to them. The presented model is also able to

optimize mean Average Precision over these rankings. The work of [45] defines this

task and proposes baseline models where spoken and visual digits are paired.

In [46], a model that determines the location and orientation of a image by

matching to a reference database is presented. Moreover, a new loss function which

improves the accuracy of Siamese and Triplet Network is also proposed. The work

of [47] proposes a social image embedding approach, called Deep Multimodal Atten-

tion Networks (DMAN), capture the correlations between image and textual words.

The representation of patches in an invariant and discriminative manner is an im-

portant task in computer vision. In [48], siamese networks are also used to learn

a discriminative representation of small patches captured from different views by

training deep convolutional models. Patch representations is also used to track an

object in a video [49, 50] where the algorithms find the patch that matches best

to the original patch of the target in the frame. More specifically, the methods

train a function that compares a pair of images and decide if the two images are

similar (the function returns a high score) or different (with a low score). A novel

triplet loss is proposed in [51] to extract feature for object tracking by adding it

into Siamese network. The matching performance can be improved with the use

of triplets in learning local feature descriptors with convolutional neural networks



Chapter 2. Background and Related Works 15

[52]. These studies can be applied not only for object tracking but also in person

re-identification task where the goal is to re-identify the same person across images

captured by different cameras with non-overlapping views [53]. The work of [54] pro-

poses a method where features and a similarity metric are learned simultaneously

for person re-identification. In [55], a CNN model trained by a triplet loss function

which is able to capture both the global full-body and local body-parts features of

the input persons is presented. An improvement of the siamese convolutional neu-

ral networks is presented in [56] where a matching gate is implemented in order to

extract subtle patterns to discriminate hard-negatives from positive pairs.

A similarity metric from data can be also used to address the face recognition

task which can be discriminate in face recognition and face verification [57, 58, 59,

60]. In the first case, the aim to recognize a person from a set of face images and

find the most similar one to the sample. Given pair of face images or videos, with

face verification it is possible to determine if the faces are from the same person or

not. Moreover, methods try also to discriminate the images which contain variation

of lighting, expression, pose, resolution and background.

In this thesis, Siamese network and Triplet network are used to build an embed-

ding space where past and future sequences semantically correlated are close to each

other. These architectures are trained as follows. One stream of the Siamese net-

work processes the past features whereas the other stream processes those related to

the future activity, whereas since Triplet Network has three branches, a sub-network

processes the past features (x), the second one processes the features related to the

possible (true) future activities (x+) and the last one considers the negative sample

related to the false future activities (x−).

2.1.3 Classifiers

The goal of a classifier is to predict the class/label of given data point. In particular,

let be X the input data and Y the set of labels, a classifier defines the following

function Φ : X→ Y . In this thesis, the proposed approach that anticipates the fu-

ture action from an observing sequence is evaluate with a SVM classifier for different

kernels and with a K-NN classifier for different values of K.
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Figure 2.4: Idea of SVM Classifier.

SVM is a parametric model and it tries to solve the following convex optimization

problem [61]:

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi

s.t. yi(w
TΦ(xi) + b) ≤ 1− ξi,

ξi ≤ 0.

where xi and yi are training sample and label respectively, w is the margin, ξi

is a positive slack variable and C is the penalty parameter of error term which

controls the trade-off between w and ξi. Since training samples are projected in

a higher dimensional space, the SVM algorithm try to find an hyperplane with

the maximal margin which is the distance between the decision boundary and the

closest of the data points, as shown in Figure 2.4. An important parameter which

plays a main role in the training phase is the kernel. In general, it is defined as

K(xi,xj) = Φ(xi)
TΦ(xj). In our experiment, linear kernel K(xi, xj) = xTi xj and

RBF kernel K(xi, xj) = exp(−γ ||xi−xj||2), with γ > 0 kernel parameter, are used.

K-NN [62, 63] is a non-parametric model, indeed its performance depends on

the chosen metrics and is not necessary any training. To use this classifier, it is

important to choose an appropriate value of K. The reason is explained by Figure

2.5 that shows the idea of K-NN for a set of data with 2 classes. Given a training

set and a new sample to classify, the algorithm calculates the distances between the

new data and the training samples; the smallest value of distance means that the
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Figure 2.5: Idea of K-NN Classifier.

training sample is closest to the new data, so these samples belong to the same class.

In Figure 2.5, K is set to 3 this means that K-NN considers only the closest three

samples to new data for classification purpose.

2.2 Multimodal Learning

In the state of the art, there are many papers related to only one modality but

we want to extend these concepts to multimodal inputs. This problem is not only

theoretical but it has already been dealt with machine learning techniques. The

main goal of Multimodal Learning is to build models that process information from

different modalities creating a shared representation to improve accuracies that could

be obtained by the use a single input. In this section, the problem of the fusion and

the representation of the data are discussed.

2.2.1 Fusion of Multimodal Data

Thanks to the many different mobile devices that have been developed, it is possi-

ble to simultaneously capture more information of the same situation or scenario.

Therefore it is very important to integrate the data coming from different sources in

order to have a prediction. Fusion of multimodal data guarantees many advantages.

Indeed, since it is possible to have many multimodal data of the same phenomenon,

we are able to create a more robust predictions and to capture complementary in-

formation. These aspects are similar to the human behaviours. Indeed, humans

combine senses to understand and capture all necessary information to make a pre-

diction.
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Figure 2.6: a) Early fusion. b) Late fusion.

In Multimodal Learning, many approach of the fusion of the data have been

proposed. The main different of these methods is given by the different level of

fusion. In [9], the following classification of the fusion approach is given: raw data

level, feature level (or early fusion) and decision level (or late fusion). Raw data

level refers to the combination of raw data captured from different sources in order

to have a new single modality. In [64], a combination of vision depth and inertial

sensors is proposed in order to recognize hand gesture.

Feature level or early fusion creates a joint representation of the features that

was previously extracted from each inputs, as shown in Figure 2.6 a). So, a single

network allows to learns the correlation between each modality, making the training

procedure more easier compared to the other strategies. For example, to improve

the classification accuracy of a single sensor, in [65], features extracted from the

visual modality and accelerometer device is combines by using a Gaussian Mixture

Model Bayes classifier.

In decision level or late fusion, shown in Figure 2.6 b), each input is classified

and then the results are fused with a fusion mechanism, such as voting scheme [66],

a leaned model [67, 68] or averaging [69]. So, for a different modality it is possible

to use different classifier but, since the fusion is not compute on raw data, this

approach does not learn the low-level relationship between input data. In [70], a

late fusion is used to track a human’s indoor location. In particular, PIR sensors are

used to localize the individual whereas a wearable acceleration sensor is introduced

to estimate the human’s state.

A combination of early and late technique generates the hybrid fusion strategy

[71] which takes advantages from both of them because it combines outputs from

early fusion and a classification of each input. An example of hybrid fusion is

introduced for speaker identification in [72], where audio signals and visual data are
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used as input of a model based on dynamic Bayesian network.

In the state of the art, there are many paper where early fusion and late fusion

techniques are compared for visual emotion recognition [73], semantic video analy-

sis [74], etc. In [75], an extension of the aforementioned methods is proposed. It

multiplicatively combines the single-source modalities and a set of mixtured source

modalities. In order to find accurate fusion architectures for multimodal classi-

fication, the work of [76] proposes a generic search space that allows convoluted

architectures to take place while also containing the complexity of the problem to

reasonable levels. The authors of [77] propose the Low-rank Multimodal Fusion

method which performs multimodal fusion using low-rank tensors to improve effi-

ciency. In particular, they demonstrate that this network is able to improve the

training and testing efficiency compared to other approaches which performs multi-

modal fusion with tensor representations.

Recently, attention mechanisms are introduced to weight the contribution of dif-

ferent modalities. In particular, given n arguments x1, ..., xn and a context c,the

network returns a weighted arithmetic mean of the xi where the weights are chosen

according the relevance of each xi given the context c [78]. In [79], a Modality At-

tention mechanism is introduce to computes a set of attention scores which indicate

the importance of each modality in order to improve the anticipation of the future

action. Attention mechanism is also used to generate caption of a video [80] or a

video description [81], where audio features, motion features and video features are

used as inputs.

2.2.2 Multimodal Representation

The goal of multimodal representation is to represent data coming from different

domains in order to capture the correlation between them. The representation of the

data is a challenging task because it must take into account the heterogeneous nature

of the data. In general, it is possible to distinguish two types of representation: joint

and coordinated representation.

Joint representation aims to project the single modality in an embedding space.

The simplest way to represent multimodal data is to concatenate the data features,

but other fusion techniques are described in the state of the art. For example, in
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Figure 2.7: RBM Pretraining Models.

[2], to learn the intra-modality and inter-modality dynamics, each modality is rep-

resented as tensor and it is constructed using a product from modality embeddings.

Neural Network are also used for this task [3, 4, 5]. For example, in [3], video and

audio signals are used as input and RBMs are used to build a shared representation,

as shown in Figure 2.7. One of the most linear RBM approaches for audio and video

is shown in Figure 2.7.a and 2.7.b. The models are trained separately for audio and

video data and the resulting probability can be used as a new representation of the

data. The concatenation of the inputs is given to the 2.7.c model, but since there

are nonlinear correlation between the data, it is difficult for the RBM to provide

a multimodal representation. In particular, the units have strong connections be-

tween the individual modality and weak connections between units that connect the

two inputs. The model in Figure 2.7.c that takes into account the previous ones

is considered; in fact, the modalities are trained separately and then the results

are concatenated. Another model, called multimodal Deep Boltzmann Machine, is

introduced in [4]. The approach is similar to the previous but Deep Boltzmann

Machine are used as the basic units for processing data from each modality. The

work of [5] proposes a model which is able to construct rich deep representations

that are aligned across the following modalities: vision, sound and language. In

particular, the authors present a deep convolutional net work that accepts as input

either a sound, a sentence, or an image, and produces a representation shared across

modalities. Sometimes, it is very important to consider temporal structure of the

data during the fusion process. To this aim, in [82] is proposed the Correlational

Recurrent Neural Network (CorrRNN) which is a temporal model for fusing mul-

tiple input modalities that are inherently temporal in nature. The model is able

to capture simultaneously the joint representation and temporal dependencies be-

tween modalities, to use of multiple loss terms in the objective function, including

a maximum correlation loss term to enhance learning of cross-modal information,
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and to use of an attention model to dynamically adjust the contribution of different

input modalities to the joint representation. In [83], the Learning Cross-Modality

Encoder Representations from Transformers (LXMERT) framework is proposed to

learn vision-and-language connections. The model comprises three encoders which

are able to capture the relationship between objects, process language and align

video and language with a cross-modality alignment. The author of [84] train a

multi-task log-bilinear model that compactly encodes word “meanings” represented

by each co-occurrence type into a single visual word-vector. In literature, many

approaches learn low-level representations, in [85] a joint visual-linguistic model is

proposed to learn high-level features without any explicit supervision.

The goal of coordinated representation is to process separately each modality but

some similarity constraints are used to coordinate the representations. For example,

in [86], to take advantages of intra-modality and inter-modality correlations in order

to learn accurate representations, an hashing based orthogonal deep model is learned

to build compact binary codes for multimodal representations. Another type of rep-

resentation is given by the canonical correlation analysis (CCA) [6]. It is a statistical

approach that find linear projections of two correlated inputs. An extension of this

technique, called kernel canonical correlation analysis (KCCA), is proposed in [8]

that finds nonlinear projections of the data by reproducing kernel Hilbert space.

This representation is limited by the fixed kernels, so another nonlinear extension

of CCA is the deep canonical correlation analysis [7]. This approach learns complex

nonlinear transformations of the data in order to have a highly linearly correlated

representations.

2.2.3 Applications of Multimodal Learning

In this section, some applications of multimodal learning will be discussed in order

to demonstrate the importance of both the combination of the data coming from

different domains and the creation of an embedding space where similar objects are

close to them.

An important task addressed with multimodal learning is the reconstruction of

a missing modality. So, given an information in one modality the task is to map

it in a different modality. Foe example, in [3], an autoencoder is used to learn a

shared representation between video and audio data and the reconstruction of a
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missing modality is proposed. In particular, the model is able to reconstruct the

two modalities (audio and video), given only video as input. Moreover, images and

texts are used in [4] to the same goal. Another interesting application of Multimodal

Learning is introduced in [87] where a system learns to locate image regions which

produce sounds and separate the input sounds into a set of components that repre-

sents the sound from each pixel. So this system allows to separate sound according

to visual data. Moreover, automatic colorization of greyscale images is another task

that can be addressed, as shown in [88], where two neural architectures are trained

to localize objects mentioned by the captions and properly color them. In general,

the reconstruction of a missing modality can be applied in many different field, such

as video and image captioning, lipreading and natural language processing, and so

on.

Captioning aims to automatically generate a textual description of the actions

in a video or in an image. This is a very challenging problem because the models

need to understand the visual scene and to identify its salient parts, but also to

produce grammatically correct and comprehensive yet concise sentences describing

it. One of the first paper that addresses this problem is [89]. The authors combine

different architectures to describe an image. Indeed, they use Convolutional Neu-

ral Networks to detect image regions, bidirectional Recurrent Neural Networks to

produce sentences and a structured objective to align the two modalities through a

multimodal embedding. The use of a recurrent model is also proposed in [90] for

video captioning. In particular, a variation of a long-short term memory model is

introduced to identify discontinuity points between frames or segments and modify

the temporal connections of the encoding layer accordingly. Recently, many works

of [80, 81, 91, 92] introduce the concept of attention model in order to automatically

describe the content of images. In particular, an adaptive encoder-decoder frame-

work is proposed to automatically decides when to look at the image and when to

rely on the language model to generate the next word.

A similar task is the reading of the lip movements, called lipreading, where tex-

tual modality is decoder from a visual data regarding the movement of a speaker’s

mouth. It can help human communication and speech understanding in order to

prevent, for example, the McGurk effect. To extract features from video, it is im-

portant to consider the position, the movement and the shape of the lips in order to
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minimize the errors. The work of [93] compares three methods in order to recognize

the lip shape. These approaches use hidden Markov models, two of these are top-

down approaches therefore derive lipreading features from a principal component

analysis of shape or shape and appearance, whereas the last one is a bottom-up

method and uses a nonlinear scale-space analysis to form features directly from the

pixel intensity. A different technique is presented in [94] where local spatiotemporal

descriptors are used to represent and recognize spoken isolated phrases based solely

on visual input. A system, called LipNet, is introduced in [95]. This model maps a

variable-length sequence of video frames to text with spatiotemporal convolutions,

a recurrent network and a connectionist temporal classification loss, trained entirely

end-to-end.

In the last decades, with the improvement of social media, it is possible to pro-

vide a vary huge quantity of data. This allows to consider problems like the analysis

of facial expressions and emotions considering not only images but also combining

them with other inputs (e.g. text or audio). In [96, 97], it is demonstrated that the

combination of visual, audio and textual features can be effectively used to identify

sentiment in Web videos. The work of [98] combines feature of textual, visual, and

audio modalities to train a classifier based on multiple kernel learning. In [99], a new

sarcasm dataset, called Multimodal Sarcasm Detection Dataset (MUStARD), com-

piled from popular TV shows is presented. Moreover, it is showed that multimodal

models are signicantly more effective when compared to their unimodal variants.

Another dataset for sentimental analysis is described in [100] where facial expres-

sions and hand movements during spontaneous spoken communication scenarios are

collected from ten actors with different devices placed on face, head and hands.

2.3 Adopted System in Multimodal Learning

In this section, the basic unit systems, presented in the state of the art and used

to create a shared representation between different modalities, are described. Many

of these are based on the study of different deep networks, starting from Restricted

Boltzmann Machines (RBM) [3, 4] to Convolutional Neural Networks (CNN) [30].

Each architecture processes a probability distribution on all multimodal input space.
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2.3.1 Boltzmann Machines

The Boltzmann Machines (BM) [28] are networks with a symmetrical connections

between binary units, called visible variables v ∈ {0, 1}D and hidden variables h ∈
{0, 1}P . There are connections between the visible state and the hidden state and

between the units of the same type. The energy of the state {v, h} is defined as

E(v, h; θ) = −1

2
vTLv − 1

2
hTJh− vTWh, (2.4)

where θ = {W,L, J} are the parameters of the model that represent, respectively,

the interactions between the visible-hidden, visible-visible and hidden-hidden states.

The probability that the model assigns to the visible variable v is

p(v; θ) =
p∗(v, θ)

Z(θ)
=

1

Z(θ)

∑
h

exp(−E(v,h; θ)), (2.5)

Z(θ) =
∑
v

∑
h

exp(−E(v,h; θ)). (2.6)

where p∗ is the non-normalized probability and Z(θ) the partition function. Up-

dating the parameters necessary to calculate the log-likelihood with the gradient

descent method are obtained from 2.5:

4W = α(EPdata[vh
T ]− EPmodel[vhT ]),

4L = α(EPdata[vv
T ]− EPmodel[vvT ]),

4J = α(EPdata[hh
T ]− EPmodel[hhT ]),

(2.7)

where α is the learning rate, EPdata[·] is the data dependency prediction and EPmodel[·]
is the prediction on the model. More details about these terms are given. Starting

from 2.5, we know that

p(v; θ) =
∑
h

p(v,h; θ) =
1

Z(θ)

∑
h

exp(−E(v,h; θ)), (2.8)

p(v,h; θ) =
1

Z(θ)
exp(−E(v,h; θ)) (2.9)
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exp(−E(v,h; θ)) = p(v,h; θ)Z(θ) (2.10)

p(h|v; θ) =
p(v,h; θ)

p(v; θ)
. (2.11)

Log-likelihood function can be easily calculated as follows:

log(p(v; θ)) = log(
p∗(v, θ)

Z(θ)
)

= log(
1

Z(θ)

∑
h

exp(−E(v,h; θ)))

= log(
∑
h

exp(−E(v,h; θ)))− log(Z(θ))

= log(
∑
h

exp(−E(v,h; θ)))− log(
∑
v

∑
h

exp(−E(v,h; θ)))

Applying partial derivatives both sides and using the equations from 2.8 to 2.11,

we obtain:
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∂

∂θ
(log(p(v; θ))) =

∂

∂θ
(log(

∑
h

exp(−E(v,h; θ)))− log(
∑
v

∑
h

exp(−E(v,h; θ))))

=
∂

∂θ
(log(

∑
h

exp(−E(v,h; θ))))− ∂

∂θ
(log(

∑
v

∑
h

exp(−E(v,h; θ))))

= − 1∑
h

exp(−E(v,h; θ))

∑
h

exp(−E(v,h; θ))
∂

∂θ
(E(v,h; θ))

+
1∑

v

∑
h

exp(−E(v,h; θ))

∑
v

∑
h

exp(−E(v,h; θ)
∂

∂θ
(E(v,h; θ))

= − 1

Z(θ)p(v; θ)
Z(θ)

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ)) + (2.12)

1

Z(θ)
Z(θ)

∑
v

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ)) =

= − 1

p(v; θ)

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ))

+
∑
v

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ)).

This formulation allows to express the partial derivative of log(p(v; θ)) as:

⇒ ∂

∂θ
(log(p(v; θ))) = −

∑
h

p(h|v; θ)
∂

∂θ
(E(v,h; θ))+

∑
v

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ)).

⇒ − ∂

∂θ
(log(p(v; θ))) =

∑
h

p(h|v; θ)
∂

∂θ
(E(v,h; θ))−

∑
v

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ)).

Ultimately, the terms EPdata[·] and EPmodel[·] have the following expression:

EPdata[·] =
∑
h

p(h|v; θ)
∂

∂θ
(E(v,h; θ)) (2.13)

EPmodel[·] =
∑
v

∑
h

p(v,h; θ)
∂

∂θ
(E(v,h; θ)). (2.14)

The learning algorithm of the BMs requires a very long execution time because
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Figure 2.8: Left: A general Boltzmann machine. Right: A restricted Boltzmann machine
with no hidden-to-hidden and no visible-to-visible connections.

it is necessary to initialize in a random way the Markov chains to estimate the pre-

dictions on the data and on the model. Learning is more effective if you use the

Restricted Boltzmann Machines [4, 28] (RBMs). In such models there are connec-

tions between the visible layer and the hidden state but there are no connections

between variables of the same type, as shown in Figure 2.8.

The parameters L, J are set to zero. In this case the algorithm is efficient using

the Contrastive Divergence which provides an approximation of the log-likelihood

with a short Markov chain. It is possible to use a stochastic approximation to

approximate the prediction of the model. θt and Xt, respectively, the parameter

and the status are added as follows:

• Given Xt, Xt+1 is updated by an operator Tθ(Xt+1, Xt) by leaving pθt un-

changed.

• θt+1 is obtained by replacing the predictability of the intractable model with

the prediction against Xt+1.
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A necessary condition for convergence is that the learning rate decreases as time

passes
max∑
t=0

αt = +∞ and
max∑
t=0

α2
t < +∞. This is satisfied for αt = 1/t. The described

models are the core of the Deep Boltzmann Machines (DBM) [28] which allow us to

learn the potential of internal representations and to deal with unlabelled or par-

tially labelled data.

2.3.2 Convolutional Neural Network

Convolutional Neural Networks [14, 29] (CNNs) are networks that process data as

multiple arrays by applying convolutional operations. Indeed, audio and sensor can

be represented as a one-dimensional signal, audio spectrogram and, in general, image

with a 2D signal whereas video as three-dimensional signal. These network are easier

to train than the standard ones (such as Multi-Layer Perceptron), because they have

few connections between the levels and few parameters. They are characterized by

the three following properties:

• each hidden unit is connected to a small local region of the input image and

to all the channels of the image;

• many hidden units can share parameters;

• Spatial sub-sampling and pooling operations can be used.

If the input image is gray-scale, the number of channels is one whereas for an RGB

image, it is three.

The goal of convolutional layer is to extract the high-level features such as edges,

from the input image. Generally, the first layer captures the low-level features such

as edges, colour, gradient orientation, etc., whereas with other deep layers, the

architecture performs a better fitting to the high-level features. In this way, the

network is able to understand images in the dataset. Stochastic Gradient Descent

is used to train CNN architectures.

In this thesis, a CNN architecture, called Inception CNN architecture or GoogLeNet

[15], is considered to extract features from visual data. It consists of modules that

are stacked upon each other, as shown in Figure 2.9. It has 27 layers, 9 of which
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Figure 2.9: GoogleNet Architecture.

are Inception layers. The idea of those layers is to find an optimal local sparse con-

struction. The Inception layer reduces the input size through convolution with the

filter size of 1× 1, 3× 3 and 5× 5. To reduce the dimension of an image and build

a sparse representation, before 3× 3 and 5× 5 convolutions, 1× 1 convolutions are

used to compute reductions and rectified linear activation is considered.

2.3.3 Recurrent Neural Network

Recurrent Neural Networks (RNNs) [29] are models that process an input sequence

one element at a time, keeping in the hidden units a state vector that contains

information related to the previous elements of the sequence. The training of these

networks is affected by the vanishing and exploding gradient problems that occur

when back-propagation error across may time steps [101]. Thus, the calculated and

propagated backward gradients tend to increase or decrease at each moment of time,

therefore, after a certain number of instants of time, the gradient diverges to infinity

or converges to zero. RNNs, as shown in Figure 2.10, is a feed-forward networks

where all the layers share the same weights. Since the main purpose of these network
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Figure 2.10: RNN Model.

is to learn long-term dependencies, it is difficult to learn to store information for

very long. To overcome this problem, long short-term memory (LSTM) networks

are introduced where the traditional nodes in the hidden layer are replaced with

other units called memory cells. LSTMs are particular RNNs with hidden units

that recall previous inputs for a long time. Since, at each instant, these networks

take the previous and the current state and the combination of them as input, they

decide which information to keep and which to delete from memory.

For example, in [102], a model based on the RNN is proposed with two LSTM

layers in order to be able to handle the variations, as follows

gt = Emb(Wemb, con(fm,t, fo,t)), (2.15)

ht = RNN(gt, ht−1), (2.16)

pt = Softmax(Wy, ht), (2.17)

yt = argmax
y∈Y

pt(y), (2.18)

where Y is the set of intent indices, pt is the softmax probability of each intention

in Y, Wy is the parameter of the model to train, ht is the hidden representation

coached, gt is the fixed size of the output of Emb(·), Wemb is the parameter of the

embedding function Emb(·), con(·) is the concatenation operation and Emb(·) is a

linear mapping function.

Policy network π is also introduced to determine when to process an image in a

representation of the fo object. The network continuously observes the movement

fm,t and the hidden state of the RNN ht to be able to calculate fo,t+1
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2.4 Human Activity Recognition

In the last year, Human activity recognition has become an important task in the

Computer Vision community because the recognition of human activities from a

series of the human behaviour observations can provide information about the sit-

uation and context of a given environment [103]. This allows several applications

in different research areas, such as robotics [23, 24, 25], health care [104, 105, 106],

surveillance [107, 108, 20], and so on.

The challenging of the task is given by the complexity of human activities. In-

deed, human interact with many objects and an activity can be composed by many

sub-activities, called atomic activities, which are the basic actions that can not be

broken into other ones [109]. For example, cooking eggs may involve taking bowl,

opening fridge, taking eggs, closing fridge, etc. Another aspect not less important is

represented by the order of the atomic activities, indeed, human can compute them

in hundreds different ways (e.g. to cook eggs, we can first open fridge, take eggs,

close fridge and then take a bowl).

Real world data are useful to recognize an human activity. With the improvement

of the technology, more and more wearable and mobile devices, such smartwatches,

smartphone, fitness tracker,etc., have been developed and they allow us to collect

millions of data, such as a heart rate, acceleration, temperatures, images, videos,

etc., and to track the human behaviour and activities. In vision, it is possible to

distinguish the collection of the data in: first person vision and third person vision.

With the first one, it is possible to record images and videos by wearing a camera,

such as GoPro or Google Glass, so the user’s point of view is captured, whereas

third person vision is characterized by the fact that images and videos are collected

from fixed cameras. So, in first person vision, many details about objects and people

are caught with a finer level granularity than third person cameras that capture the

high- level information [110].

Another classification is given by the number of modalities which are considered.

In the state of the art, there are many paper which consider the problem of human

activity recognition from a single input, usually visual modality [21, 107, 111], but it

is possible to consider the combination of data, such as skeletons and images [112],

audio signals and videos [113, 114], accelerometers [115], and so on.

The study of Human Activity Recognition comprises the following research areas:
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Activity Recognition, Action Anticipation and Early Action Anticipation. The aim

of the first topic is to recognize a human activity from a sequence that contains the

execution of the complete action. Action Anticipation and Early Action Anticipation

aim to anticipate the near future activity. The main different between them is that

Action Anticipation predict the label after the observation of the past action whereas

Early Action Anticipation tries to anticipate the future by observing only an initial

portion of data. In the following section each of these research areas are discussed.

2.4.1 Activity Recognition

The goal of activity recognition is to recognize an human action from data that

contain the its entire execution. In the last years, many studied have been presented

in order to create machines, such as robot, that are able to interact with humans.

To this aim, it is very important to implement algorithms that represent and classify

the data.

The representation of the data is a challenging task because humans do not al-

ways perform an action in the same way and in the same position. In literature,

this concept has been discussed. For example, in [116], a movement is defined as

motion over time, therefore the authors propose a method that constructs a view-

specific representation of movement. In particular, and a binary motion-energy

image (MEI), which shows where the motion is computing, a motion-history im-

age (MHI), which defines how the motion is computing, are considered. These two

images can be considered as the components of a temporal template which is de-

fines as a vector-valued image that takes into account the position and the motion.

To extract space-time features from human action, the work of [117] presents a

method which uses the solution to the Poisson equation. The extraction of spatio-

temporal information is also considered in [118], where the following descriptors are

considered: SIFT average descriptor, trajectory transition descriptor and trajectory

proximity descriptor.

Many papers proposed the recognition of the activity from a single input, in

particular the visual modality is used. The work of [119] presents a ConvNet ar-

chitecture for video action recognition. The model combines the appearance and

motion pathways of a two-stream architecture by using the multiplicative interac-

tions of space-time features. Many approaches have been also studied in [120] for
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extending the connectivity of a CNN in time domain to take advantage of local

spatio-temporal information. In [121], a method to recognize daily activities using

video from an egocentric camera. The proposed model is able to learn an activity by

exploiting the appearance of objects, hands, and actions. The work of [122] presents

a deep model for gaze estimation and action recognition in order to determinate

what a person is doing and where a human is looking. This is based on the analy-

sis of video collected from a wearable camera. A representation of the first person

actions computed from feature trajectories is proposed in [123]. The features are

simple to compute using standard point tracking and then are classified with a bag

of words classifier.

In multimodal learning, many researches on activity recognition have been pre-

sented. A combination of a CNN model and a LSTM is proposed in [112] in order

to extract spatial and temporal features from 3D skeletons and images which allow

to capture the body motion and the part shape with the purpose of activity recogni-

tion. In [30], a model for reasoning on multimodal data to jointly predict activities

and energy expenditures is proposed. In particular, for the considered tasks the

authors consider egocentric videos augmented with heart rate and acceleration sig-

nals. An LSTM is used to take multimodal signals as input composed of the video

and the acceleration and returns the activity label and, integrating the heart rate

signals, the energy consumption for each frames is also estimated. The work in [102]

proposes a on-wrist motion triggered sensing system for anticipating daily intention.

They introduces a Recurrent Neural Network (RNN) to anticipate intention and a

policy network to reduce computation requirements. In [113], a method based on

Hidden Markov Model (HMM) with continuous observation densities is presented

in order to recognise and segment actions from continuous audio-visual data. A

recognition approach called Non-Markovian Ensemble Voting is proposed by [114].

This method is able to classify multiple human activities in an online fashion. It

also can deal with activities that are extended over undefined periods in time. Hu-

man action recognition can be addressed by using only sensor data without visual

modality. For example, the work of [115] proposes an algorithm that evaluates 20

physical activities from data acquired by five accelerometers worn on different body

part. Moreover, other papers combine accelerometer and heart rate data to classify

activity [124] and to evaluate energy expenditure [104]. Th work of [125] proposes
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a system, called HuMAn, that aims to recognize and classify the human complex

activities with a wearable sensing. In [126], a smart assisted living system, that

addresses the human intention recognition problem to help elderly people, patients

and the disabled, is described. Inertial sensor data are used as input of a Hidden

Markov Models (HMM) to classify hand gestures.

Activity recognition can help in medical procedure monitoring to ensuring the

quality of a wide variety of healthcare procedures and for the detection of falls of

elder people. For example, the work of [127] presents a deep multimodal fusion

framework for monitoring and assisting a user perform a multistep medical proce-

dure. The relationships between important life style and health condition is studied,

for example to recognize sedentary behaviour [128], to analyze a dairy food [129] or

in memory rehabilitation [130]. Accelerometers are also used for fall detection of a

elder [131, 132].

2.4.2 Anticipation

Action Anticipation aims to anticipate an activity before it starts by observing the

past sequence. The design of machine that predict future occurrences is an open

issue in Computer Vision because the generation of the future is not unique. Indeed,

given a past sequence, there are many possible future activities which have similar

scenario. Therefore a model must be able to identify the details of the current

observations in order to anticipate the exact future action.

Since in the state of the art there are not papers on anticipation from multimodal

data, in this section, papers that anticipate the next activity from a single modality

are discussed.

Many studies in anticipation have been performed to address the data represen-

tation task. In [133, 134], the authors propose a study on how to anticipate human

actions and objects by learning from unllabeled video. In particular, since represen-

tations of future are “easier” to generate than pixels, they proposed a deep network

to predict the feature vector representing the images in the future frames. The work

of [135] proposes a deep learning framework for human motion capture; it learns a

generic representation from a large corpus of previous captured data and generalizes

well to new observations. They used an encoding-decoding network that learns to

predict future 3D poses from the most recent past. A new feature representation,
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named Pooled Time Series, based on pooling feature descriptors over time is intro-

duced in [136]. The work of [111] considers the spatio-temporal prediction problems,

where future image-frames depend by control variables, actions as well as previous

frames.

The representation is also important to generate future frames from a video or

an image. The work of [27] proposes a model for generating the immediate future

in unconstrained scenes. The future images are generated by transforming pixels of

past images. In [137], the authors use the future poses generated from a Generative

Adversarial Network (GAN) to predict the future frames of the video in pixel space.

In [138], it is proposed an approach to model future frames from a single input image

in a probabilistic manner.

In this thesis, we are interested to consider multimodal inputs to address action

anticipation task. So, our goal is to detect and recognize a human action before it

happens. The work of [139] proposes a Reinforced Encoder-Decoder (RED) network

for action anticipation that takes multiple representations as input and learns to an-

ticipate a sequence of future representations. These anticipated representations are

processed by a classification network for action classification. In [19], it is presented

a hierarchical model that represents the human movements to infer future actions

from a static image or a short video clip. In [140], the authors proposed a method to

improve training of temporal deep models to learn activity progression for activity

detection and early recognition tasks. Stochastic Context Sensitive Grammar is also

proposed in [141] to infer the goal of agents and predict the intended actions. The

proposed approach is able to combine events and the temporal relations between

the sub-events which are used to discriminate events with similar structures.

Anticipation of the human activities can enable an assistive robot to plan ahead

for reactive responses in human environments. In this context, the work in [21]

presents an anticipatory temporal conditional random field that models the spatial-

temporal relations with object affordance. So, they model the following aspects of

activities: the time structure of an activity (which is composed of a sequence of sub-

activities), the interdependencies with objects (that allow to perform an activity)

and the motion trajectory of the objects and humans. A study on early prediction of

the human’s motion is also conducted in [24]. Through this study, authors plan robot

trajectories that minimize a penetration cost in the human workspace occupancy
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while interleaving planning and execution. The importance of the different non-

verbal cues for action perception is analised in [25] where the authors propose a

robotic system that is able to “read” human action intentions and act in a way that

is legible by humans.

Activity anticipation task can also help drivers or autonomous vehicles to prevent

a dangerous manoeuvre, such as an accident. This is an extremely challenging task,

since manoeuvres are very diverse. Moreover, from human driver experiences, it

is necessary to pay attention on scene semantic, object appearance and motion. In

[20], a Dynamic-Spatial-Attention Recurrent Neural Network (RNN) for anticipating

accidents in dashcam videos is proposed. The authors use an object detector to

detect objects, full-frame and object-based appearance and motion features in their

model. Another challenges in urban environments is to understand and anticipate

pedestrian actions, in particular, at the point of crossing. More approaches use

the motion history of road users to predict their future trajectories [142], but, for

example, in [143] a RNN architecture with multilevel feature fusion for predicting

pedestrian crossing action is proposed.

There are not many large datasets for action anticipation task. The work in

[26] proposes a new dataset, called Epic-Kitchen Dataset. The authors show the

great potential of huge dataset for first person vision. This dataset is used in [79]

where the architecture RU-LSTM, composed by two different LSTMs (one used

for encoding and the other for inference), is proposed to address the Epic-Kitchen

activity anticipation challenge. A modality attention mechanism is also introduced

to weight different modalities in adaptive fashion.

To perform an activity, humans interact with many objects. This problem has

been investigated in [22], where the topic of next-active-object prediction from First

Person videos is introduced. The authors analysed the role of egocentric object tra-

jectories to anticipate object interactions and propose a suitable evaluation protocol.

The authors of [21] address the problem of enabling robots to predict human-object

interactions from visual input in order to assist humans in daily tasks.

2.4.3 Early Anticipation

The aim of Early Action Anticipation is to anticipate the future activity by observing

only an initial portion of data. This is an useful task because it can help to prevent
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many events. Indeed, for example, it is possible to anticipate an accident or a crime

before it happens.

To this aim, many papers have been proposed in literature. The work of [144]

presents a model, called multiple temporal scale support vector machine (MTSSVM),

in order to recognize an unfinished actions. In particular, the approach is able to

learn the evolution and dynamics of actions and predict action labels from partially

observed videos containing incomplete executions of the actions. Since the antici-

pation of the future activity is a probabilist method, in [145], the probabilistic way

of the anticipation is proposed. Moreover, an activity is defined as an histogram of

spatio-temporal features that models how feature distributions change over time. In

[108], in order to enrich the feature representations, an approach that reconstructs

missing information in the features extracted from partial videos is presented. The

work of [146] divides each activity into multiple ordered temporal segments in order

to extract spatio-temporal features from each of them. To compute the activity

likelihood, sparse coding is applied at each segment, and then the likelihood at each

segment is combined in order to obtain a global posterior probability for the ac-

tivities. In [147], an early detector is proposed to recognize partially events and

the method extends the Structured Output SVM. To determinate the relationships

between actions and their predictable characteristics, the work of [148] proposes

a framework that explores long-duration complex activity prediction. In particu-

lar, the authors introduces a method that splits a long activity into a sequence of

meaningful action units.

2.5 Multimodal Datasets

In the last years, many action datasets have been released, such as CMU-MMAC

Dataset [149], Epic-Kitchen Dataset [26] and Kinetics [150], but they comprise only

video data and most of the times they have been designed for action classification,

not being tailored for action anticipation task. There are few publicly available mul-

timodal datasets in literature. In the following subsection, some details of publicly

available multimodal dataset, created for action recognition task, are given.
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2.5.1 Opportunity Dataset

Opportunity dataset [151] contains complex activities with many atomic activities

(more than 27,000), collected in a sensor rich environment. Indeed , it was collected

by 12 subjects using 15 networked sensor systems, with 72 sensors of 10 modalities,

integrated in the environment, in objects, and on the body. Subjects simulated a

studio flat with a deckchair, a kitchen, doors giving access to the outside, a coffee

machine, a table and a chair. The following sensors are used: 24 custom blue-

tooth wireless accelerometers and gyroscopes, 2 Sun SPOTs1 and 2 InertiaCube32,

the Ubisense localisation system3 and a custom-made magnetic field sensor. Seven

computers acquired the data from specific sensor systems.

2.5.2 Multimodal User-Generated Videos Dataset

Multimodal User-Generated Videos Dataset [152] contains 24 user-generated videos

(70 mins) captured using handheld mobile phones both in high brightness and low

brightness scenarios (e.g. day and night-time). The video (audio and visual) along

with the inertial sensor (accelerometer, gyroscope, magnetometer) data is provided

for each video. These recordings are captured using single camera at distinct timings

and locations, changing lights and varying camera motions. Each captured video

was manually annotated to get labels for camera motions (pan,tilt, shake) at each

second. The ground-truth labels are included in the dataset.

2.5.3 CMU-MMAC Dataset

The Carnegie Mellon University Multi-Modal Activity Database (CMU-MMAC)

[149] contains multimodal measures of the human activity of subjects performing

the tasks involved in cooking and food preparation. 55 subjects have been recorded,

cooking the following five different recipes: brownies, pizza, sandwich, salad and

scrambled eggs. The dataset comprises the following modalities:

• Video:

1https://www.sunspotdev.org/
2https://www.vrealities.com/products/head-trackers/inertiacube3-ic3
3https://www.ubisense.net/
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– Three high spatial resolution (1024 × 768) color video cameras at low

temporal resolution (30 Hertz).

– Two low spatial resolution (640 × 480) color video cameras at high tem-

poral resolution (60 Hertz).

– One wearable low spatial resolution (640×480) camera at low temporal

resolution (12 Hertz).

• Audio:

– Five balanced microphones.

– Wearable watch.

• Motion capture: A Vicon motion capture system4 with 12 infrared MX-40

cameras. Each camera records images of 4 megapixel resolution at 120 Hertz.

• Five 3-axis accelerometers and gyroscopes.

2.5.4 Stanford-ECM Dataset

Stanford-ECM Dataset [30] comprises 31 hours of egocentric video (113 videos) syn-

chronized with acceleration and heart rate data. The video and triaxial accelerations

were captured with a mobile phone equipped with a 720 × 1280 resolution camera

at 30fps and 30Hz, respectively. The lengths of the videos range from 3 minutes to

about 51 minutes. The heart rate was collected with a wrist sensor every 5 seconds

(0.2 Hz). These multimodal data were time-synchronized through Bluetooth. Cubic

polynomial interpolation was used to fill any gap in heart rate data. Finally, data

have been aligned considering millisecond level at 30 Hz.

The activity classes of Stanford ECM-Dataset are listed in Table 2.1. There are

24 classes in total. “Background” is a miscellaneous activity class which includes

activities such as taking pictures or parking a bicycle. The dataset has also an

additional class, unknown, that is related to part of the data before or after an

action occurs.

4https://www.vicon.com/
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Activity Activity

1.BicyclingUphill 13.Shopping
2.Running 14.Strolling
3.Bicycling 15.FoodPreparation
4.PlayingWithChildren 16.TalkingStanding
5.ResistanceTraning 17.TalkingSitting
6.AscendingStairs 18.SittingTasks
7.Calisthenics 19.Meeting
8.Walking 20.Eating
9.DescendingStairs 21.StandingInLine
10.Cooking 22.Riding
11.Presenting 23.Reading
12.Driving 24.Background

Table 2.1: Activity classes of Stanford-ECM Dataset.

2.5.5 University of Texas at Dallas Multimodal Human Ac-

tion Dataset (UTD-MHAD)

The UTD-MHAD dataset [153] was collected with a Microsoft Kinect sensor and a

wearable inertial sensor in an indoor environment. The collected activities are 27

and are listed in Figure 2.11. These actions were performed by 8 subjects and each

of them repeated each action 4 times. The dataset comprises 861 data sequences

and the following modalities: RGB videos, depth videos, skeleton joint positions,

tri-axial acceleration and tri-axial rotation signals. The wearable sensor was placed

on the right wrist of the subject from action 1 to 21 to collect the hand motions and

on right leg from action 22 to 27 to detect the leg movement.

2.5.6 Multimodal Egocentric Activity Dataset

Multimodal Egocentric Activity dataset [154] contains 20 distinct life-logging activ-

ities performed by different human subjects which can be grouped in the following

4 sets: ’Ambulation’, ’Daily Activities’, ’Office Work’ and ’Exercise’, as shown in

Figure 2.12. Each activity category has 10 sequences of a duration of 15 seconds.

This dataset comprises the following modalities: video, accelerometer, gravity, gy-

roscope, linear acceleration, magnetic field and rotation vector. Google Glass allows

to record egocentric video and sensor data simultaneously in a synchronized fashion.
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Figure 2.11: Activities of UTD-MHAD dataset.

The video was collected with a 1280×720 resolution and 29.9 fps whereas the sensor

data frequency is 10Hz.

2.5.7 Daily Intention Dataset- Object Interaction Dataset-

Hand Motion Dataset

In [102], the authors collected three datasets: Daily Intention Dataset, Object In-

teraction Dataset and Hand Motion Dataset.

The first was used for training model to predict the future and they selected 34

daily intentions. Each of this is associated with a motion and an object. The video

was collected with a 640× 480 resolution.

The second dataset was used for pre-training an encoder to recognize daily object

categories. 50 object categories are selected and they collected 940 videos, recording

the way an object instance is interacted by a user’s hand.



Chapter 2. Background and Related Works 42

Figure 2.12: Activities of Multimodal Egocentric Activity dataset.

The last one was used for pre-training an encoder for recognizing motion. In this

case, eight users collected 609 motion sequences from the right hand and one user

collected 36 motion sequences from left hand.

2.5.8 50 Salads Dataset

50 Salads dataset [155] is a multimodal dataset of activities that involve manipulative

gestures. It captures 25 people preparing 2 mixed salads and comprises 4 hours of

annotated accelerometer data captured at 50Hz, RGB and depth video data collected

at 30 Hz and with a 640× 480 resolution camera. Accelerometers are attached to a

knife, a mixing spoon, a small spoon, a peeler, a glass, an oil bottle, and a pepper

dispenser. Two type of annotation are included, indeed, an activity corresponds to

either of two levels of granularity, high-level activity and low-level activity. In total,

966 activity sequences are annotated.
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2.6 Summary

In this chapter, all the fundamentals of the building blocks of the proposed approach

have been discussed. In particular, Auto-encoder, Siamese Network and Triplet Net-

work are introduces and a summary of used classifiers is given. Moreover, some chal-

lenging tasks, such as the fusion and the representation of data coming from different

domains, and some application of multimodal learning have been introduces.

A state of the art of Human Activity Recognition is also proposed. The review

has shown that this research area involves three main challenges in Computer Vision:

Activity Recognition, Action Anticipation and Early Action Anticipation. The main

difference of these branches of study is given by the temporal moment in which a

decision is taken.
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Chapter 3

ST Multimodal Dataset

In machine learning, data represent one of the most important aspects to train al-

gorithms. Most of the datasets available in literature contain data acquired with

one sensor only (e.g., a camera). Differently than using single modality, multimodal

acquisition, especially when collected by means of multiple devices, need to be syn-

chronized in order to have all the related modalities properly aligned over time.

Most of the currently available datasets are designed for activity recognition task,

rather than for anticipation. Therefore, for our study was very important to build

a new multimodal dataset for action anticipation purpose.

In this chapter, we describe our dataset collected for action anticipation task,

called ST Multimodal Dataset. The datasets, presented in Section 2.5, were created

for activity recognition purpose and some of them can be used for other tasks, such

as automatic segmentation, sensor selection and so on. The goal of this thesis is to

anticipate the future activity before it starts from multimodal data. So, it is very

important to consider a specific multimodal dataset for action anticipation purpose.

Moreover, since the problem is defined as the detection of the transition point in

order to discriminate past and future sequences, we need more transitions from an

activity to another in order to train a neural network for action anticipation task.

To this aim, we collected sequences of activities to create the ST Multimodal

Dataset, which is, to our knowledge, one of the first datasets for activity anticipa-

tion from multimodal sources, even if it can be used for other different purposes, such

as semantic annotation, sensor recognition, object recognition, action recognition,

action anticipation from a single modality, and so on. We grabbed video sequences

from a smartphone camera as well as different signals from a board, called Blue-

Coin, built by STMicroelectronics. In particular, data modalities captured by the
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BlueCoin board include: audio, tri-axial acceleration, tri-axial gyroscope, tri-axial

magnetic field, pressure and temperature. The videos were collected with a reso-

lution of 720 × 1280 at 29.94 fps, inertial sensors frequency was 52.63 Hz whereas

the sampling rate for the audio signal was 32 KHz. Inertial sensor of the BlueCoin

recorded data every 19ms. The lengths of the recorded sequences range from 29” to

2’ and 59”. These characteristics are summarized in the Figure 3.1.

Video
Resolution: 720× 1280.
Frame Rate: 29.94 fps.

Length: 29 sec to 2:59.

Audio
Number of channels: 4.

Sampling Rate: 32 KHz.
Length: 29 sec to 2:59.

Sensor Data
Sensor Data: Accelerometer (X,Y,Z), Gyroscope (X,Y,Z),

Magnetic Field (X,Y,Z), Pressure, Temperature.
Sampling Rate: 52.63 Hz.

Figure 3.1: Summary of main characteristics of each modality.

The length of recordings is always below 3:00 minutes, because we noted that,

for longer sequences, some synchronization issues between the smartphone and the

BlueCoin arised.

We carefully analyzed all the different alternatives for placing the smartphone

and the BlueCoin on the user’s body, paying attention to the activities of interest

by the ST’s applicative context (e.g., office). Figure 3.2 shows the sensor placement

we chose. The mobile camera was placed in the chest pocket of the subjects, to

collect egocentric video, whereas, since most of the considered daily activities were

performed with right hand (such as scroll down the page with a mouse), the BlueCoin

board was placed on the right wrist of the subjects. The smartphone and the

BlueCoin were time-synchronized through Bluetooth.

3.1 Activity definition

The multimodal dataset has been designed for action anticipation focusing on of-

fice environment considering the following activities that are quite common in such

context:
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Figure 3.2: Sensors position. Smartphone camera was placed in a chest pocket whereas
Bluecoin board on the right wrist of subjects.

Desk is a miscellaneous activity class, such as open/close file, open/close book,

drink water, eat, charge the phone and all activities that can be done at a

desk by a user with exception of reading and typing that are considered in

separate classes;

Reading comprises reading a book, a paper, a journal, a text file, a web page or

an email when the user is seated in a desk;

Sitting is related to the movement from standing to sitting (i.e., up-to-down);

Stairs includes sequences of the user going up or down on stairs;

Standing is related to the movement from sitting to standing (i.e., down-to-up);

Typing includes sequences of the writing using a keyboard;

Walking is related to sequences of user walking excluding going up/down from

stairs.
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Figure 3.3: Scheme of activities interaction.

The considered activities could be organized in a graph where it is possible visualize

the activities interaction. This is shown in Figure 3.3. Some transitions are trivial

such as from Standing to Walking or from Sitting to Desk, but some other are

challenging; for example, from Desk there are three possible futures, i.e. Typing,

Reading or Standing. The following twelve past/future transitions are considered:

• Sitting / Desk

• Desk / Reading

• Reading / Desk

• Reading / Typing

• Typing / Reading

• Desk / Typing

• Typing / Desk

• Desk / Standing

• Standing / Walking
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• Walking / Sitting

• Stairs / Walking

• Walking / Stairs

To introduce variability in the dataset, the data have been collected in two

different places: STMicroelectronics offices and University of Catania offices. The

multimodal sequences were collected with the help of 19 different subjects (5 females

and 14 males). Each subject performed each transition defined above about 20

times. This allowed to collect a dataset with large variations, because every subject

performed the same activity at different speeds and each activity was repeated many

times.

Before data acquisition, the collection procedure was explain to each participant

(some details will be given in section 3.2) and we encouraged them to perform each

activity in a natural way.

3.2 Collection Procedure

At the beginning of first recording session, the BlueCoin sensor was turned on by

keeping the power (PWR) button pressed until all the red LEDs were on, as shown

in Figure 3.4.

To collect videos and labels, an Android app, called Multimodal Log, was de-

veloped, as shown in Figure 3.5. By clicking on “Start Scanning”, the scan for the

identification of Bluecoin board begins and in “’Device List” you can select the board

to use (E.g. in Figure 3.5 a device, which has been called ”Mauro”, is detected).

After selection, the user can insert his data, such as name, age, height, weight and

gender, whereas touching on “Activity”, the user can choose the activities to be

acquired. By clicking on “START”, a recording session starts and the connection

with the BlueCoin device is established through Bluetooth, whereas touching on

“STOP” the session ends and the connection with the device is interrupted.

At the end of each acquisition, the Bluecoin sensor saves a .aei file which contains

audio and sensor data and a MATLAB code is used to extract the audio and sensor

data. In particular, .wav file and .csv file are saved; the first one contains the audio

clip whereas the second one the raw sensor data. Figure 3.8 presents an example
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Figure 3.4: Bluecoin setup.

of Bluecoin sensor data. Each column represents a different type of data of each

modality and the measurement unit in parentheses. So, the first column represents

the timestamp, acceleration along three axis from 2nd to 4th column, gyroscope along
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Figure 3.5: Smartphone app.

three axis from 5th to 7th column, magnetic field along three axis from 8th to 10th

column and the last two columns list pressure and temperature data, respectively.

Moreover, smartphone saves a .mp4 file which contains the acquired video whereas
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the information about the user and the time of the activity switch are saved in a

.txt file. The name of each file comprises year (yyyy), month (MM), day (dd), hour

(hh), minutes (mm) and seconds (ss).

In our case, the “Activity” section contains the following combination of transi-

tions:

• Desk/Reading/Typing

• Desk/Typing/Reading

• Walking/Sitting/Desk/Standing

• Walking/Stairs.

In order to acquire all the transitions we defined, the last activity is the same

as the first one. For example, if the selected transition is Walking/Stairs, the user

collects the following sequence: Walking, Stairs and Walking again.

A double tap on the smartphone screen was used to registrer the activity change.

The pressure of the tap is an important point, because if it is very strong, the

collected video is affected by a sudden movement whereas if it is done ”very gently”,

smartphone screen may not feel double tap and will not write the time of the activity

change to the .txt file. ”START”, ”STOP” and double tap are done with left hand

because in the left wrist there is not Bluecoin sensor, otherwise, if one of these click

are done with right hand, inertial data could be affected.

In some preliminary acquisitions, we noted that the BlueCoin sensors started

recording at slightly different times, with respect to the smartphone, and conse-

quently the data streams from the smartphone and BlueCoin were not perfectly

synchronised. Audio and sensor data were collected with the same device (i.e. Blue-

Coin) therefore they were synchronised. At the beginning of each acquisition, each

subject pronounced the word “START” in order to use the audio modality, that

is common to both devices (smartphone and BlueCoin), to synchronize the signal.

Some details of signals synchronization will be given in the subsection 3.4.
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3.3 Dataset organization

This dataset was collected by 19 subjects and data are separated in 19 folders, one

for each participant. In each of them, there are 4 folders which correspond to the

acquired sequences and each of them contains the following data:

• yyyyMMdd hhmmss.txt: user information, activity ground truth, transitions

and timestamp

• yyyyMMdd hhmmss.mp4: video data

• yyyyMMdd hhmmss.csv: inertial data

• yyyyMMdd hhmmss.wav: audio data.

3.4 Signal Correlation

Cross-correlation is a technique used in signal processing which measures the simi-

larity between two signals. So, given two signals u(t) and v(t), the cross-correlation

between them is defined as follows:

w(t) = u(t)⊗ v(t) =

∫ ∞
−∞

u(t) v(τ + t)dt

=

∫ ∞
−∞

u(τ − t) v(t)dt

(3.1)

where u(t) is the complex conjugate of signal u and τ is the time delay. The argument

of w(t) is called lag and it is the delay between the two signals. If u(t) = v(t), the

formula 3.1 defines the auto-correlation concept which is the cross-correlation of a

signal with itself.

In our experiment, since the data collected with the BlueCoin board were aligned

each other, the goal was the synchronization of the video with the Bluecoin data.

To this aim, we extracted the audio signal from video sequences and calculated the

cross-correlation between the audio signals captured by the smartphone and the

BlueCoin board, respectively. The first three seconds of audio signals are considered

because in this range of time the subjects says START. To this goal, the audio signals
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Figure 3.6: Align signal pipeline.

were extracted from each video in order to align the video data with Bluecoin data

and only one channel was considered from audio of Bluecoin.

The correlation pipeline is synthetically sketched in Figure 3.6. Each audio signal

extracted from videos was resampled on the original sampling rate 48KHz to the

BlueCoin’s audio sampling rate 32KHz. Since the word START is heard first in

the audio extracted from the video sequence, the waveform related to this word is

shifted a second forward. The cross-correlation of these signals and their lag are

computed. Figure 3.7a) shows the audio signals which are extracted from an audio

channel from the BlueCoin and from the corresponding video, a zoom of the first

three seconds of these signals is given in 3.7b) whereas in Figure 3.7c) the first three

seconds of audio signal from video, audio from Bluecoin and the aligned signals are

shown, respectively.

The delay was expressed as number of samples (S). This is used to generate a zero

S-dimensional vector that is concatenated to the audio signal extracted from video.

The delay was also expressed in seconds (s) to align each video with the audio signal.

To this aim, some black frames were placed at the beginning of the original video

file. The number of frames (#F) added is given by the following equation

#F = (1 + time) ∗ fr, (3.2)

where 1 is the second added at the beginning to shift START, time is the delay in

seconds and fr is the video frame rate.
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Figure 3.7: Correlation signal result.

3.5 Dataset Analysis

Removing the corrupted sequences, the final dataset is composed by includes 1325

multimodal data sequences each of which contains two or three transactions. Ta-

ble 3.4 compares the relevant multimodal datasets available so far, by considering

the main characteristics and the presence of transitions between activities. Our

dataset (see next section for details) is included in the comparison. The second and

third columns are referred to the acquisition modality. Fourth column indicates the

number of classes, whereas column five and column six are related to the number

of subjects involved into the acquisition and the number of sequences respectively.

Also information about video frames resolution and the presence of transitions be-

tween consequent activities, and acquisition modalities are included. As it can be

observed, our dataset has more sequences than the others. It has been specifically

tailored for multimodal action anticipation. Most of the datasets present transitions

between classes, but the number of transitions is not enough to train a neural net-

work. Moreover, differently from the multimodal dataset presented in literature, ST
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Activity ] of Sequances
Desk 2026

Reading 824
Typing 824
Walking 1353
Stairs 420
Sitting 405

Standing 405

Table 3.1: Number of sequences for each activity.

Past vs Fut Desk Reading Typing Walking Stairs Sitting Standing
Desk 418 411 419

Reading 411 418
Typing 418 411
Walking 428 419
Stairs 428
Sitting 419

Standing 419

Table 3.2: Number of sequences for each transition. Rows indicate past whereas column
future activities. ∆ is equal to 1 second.

Multimodal Dataset comprises many different modalities, indeed, video, audio and

sensor data (inertial and ambient sensor) are acquired.

Table 3.1 reports a summary of the number of sequences collected for each activity.

“Desk” activity is more represented than “Stairs”, “Sitting” or “Standing” activities

because “Desk” is the past of “Typing”, “Reading” and “Sitting” and the future of

“Typing”, “Reading” and “Standing”.

Since the proposed dataset was collected for activity anticipation task, Table 3.2

shows a transition matrix and reports the number of sequences for each transition.

For example, if the past is “Desk” and the Future is “Reading”, we have 418 tran-

sitions. From “Reading” to “Desk”, there are 411 sequences, and so on.

Table 3.2 also shows that the collected dataset is balanced, i.e. the same number

of sequences for each transition was acquired. Sequences were divided in two part

considering the transition point. We considered a ∆ = 1 before and after the tran-

sition point to obtain the data in Table 3.2. We also considered the case of ∆ = 2.

When 2 seconds is considered, the transition matrix changes as shown in Table 3.3.
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Past vs Fut Desk Reading Typing Walking Stairs Sitting Standing
Desk 418 408 350

Reading 408 418
Typing 418 408
Walking 420 355
Stairs 420
Sitting 355

Standing 412

Table 3.3: Number of sequences for each transition. Rows indicate past whereas column
future activities. ∆ is equal to 2 seconds.

In this case, some transitions are lost because some activities, such as “Sitting” or

“Standing”, are shorten than considered ∆ and are removed from the analysis.

3.6 Summary

In this chapter, ST Multimodal Dataset is introduced. It is a new multimodal

dataset that we collected to anticipate the future activity observing only the past.

Details about collection procedure and signal alignment have been given.



Dataset
First Third

] Class ] Subjects ] Sequences Resolution Transition Video Audio
Inertial Ambient

Person Person Sensors Sensors
Multimodal Egocentric

X 7 20 - 200 1280x720 7 X 7 X 7
Activity Dataset [154]

Daily Intention Dataset [102] X 7 34 3 164 640x480 X X 7 X 7

CMU-MMAC Dataset [149] X X 31 39 16 800x600 X X X X 7

Stanford-ECM Dataset [30] X 7 24 10 113 720x1280 X X 7 X 7

Opportunity Dataset [151] - - 12 4 24 - X 7 7 X X
UTD-MHAD Dataset [153] 7 X 22 8 861 640x480 7 X 7 X 7

Multimodal User-Generated
X 7 24 1 19 1920x1080 X X X X X

Videos Dataset [152]

ST Multimodal Dataset X 7 7 19 1325 720x1280 X X X X X

Table 3.4: Relevant multimodal datasets together with main characteristics.



Figure 3.8: Example of raw sensor data collected from Bluecoin.
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Chapter 4

Action Anticipation from

Multimodal Data

The prediction of the future is a challenge that has always fascinated humans. The

overall design of machines that anticipate future actions is still an open issue in

Computer Vision. In this chapter, the problem of predicting user actions is con-

sidered. To our knowledge, most papers on action anticipation consider only video

data, this chapter presents a study of predicting a future action from currently

observed multimodal data. In particular, our goal is to build a shared representa-

tion related to data coming from different domains, such as images, audio signal,

heart rate, acceleration, etc., in order to anticipate daily activities of a user wear-

ing multimodal sensors. To this aim, in Section 4.1, we consider the Stanford-ECM

Dataset [30] which comprises video, acceleration and heart rate data. The dataset is

adapted to our action prediction task, by identifying the transitions from the generic

“Unknown” class to a specific “Activity”. Auto-encoder and Siamese network with

Multi Layer Perceptron and 1D CNN are used for predicting next activity just from

features extracted from the previous temporal sequence, labelled as “Unknown”.

The used dataset is not specific for action anticipation task. Moreover, the

transitions from a generic unknown class to a specific activity had few sequences

and the adapted dataset was strongly unbalanced. To overcome these difficulties, in

the Section 4.3, the pipeline, presented in 4.1, is considered and it is evaluate on ST

Multimodal Dataset, introduced in Chapter 3. Our goal is to provide proof that our

pipeline is able to anticipate future action from an observed past clips, given more

past sequences.

The prediction accuracy of the tested models is compared with respect to the
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classic action classification which is considered as a baseline. Results demonstrate

that the presented system is effective in predicting activity from a past observation

and suggest that multimodality improves both classification and prediction in some

cases. This confirms that data from different sensors can be exploited to enhance

the representation of the surrounding context, similarly to what happens for human

beings, that elaborate information coming from their eyes, ears, skin, etc. to have a

global and more reliable view of the surrounding world.



Figure 4.1: Transition matrix: Past vs Future.
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Figure 4.2: Cut of the dataset: 64 sample before and after transition point are considered.

4.1 Proposed approach on Stanford ECM Dataset

In this section, our approach that is able to anticipate an activity from multimodal

signals is introduced. To this aim, Stanford-ECM Dataset [30] is considered. In the

following, dataset adaptation and the building blocks of our system are detailed.

Stanford-ECM Dataset [30] was created for classification task and it is described

in Chapter 3. It was necessary to adapt it to our action anticipation task. At first

time, the transition matrix, which is shown in Figure 4.1, was studied. The first

dark blue column represents the past whereas the first dark blue row is the activity

of the future. It is easy to note that the matrix is sparse, this means that there

are not enough transitions from a specific activity to another. For example, there

are only 8 transitions from ”Walking” to ”Descending Stairs” or only one transition

from ”Running” to ”Walking”. On the other hand, it is clear that most of the

transitions come from a generic ”Unknown” class to a specific activity (last dark

blue row) or from a specific activity to ”Unknown”, for example, we have 113 clips

from ”Unknown” to ”Walking” and 107 from ”Walking” to ”Unknown”.

In this study, we considered a transition, suitable to build training and test

sets: Unknown/Activity, where “Activity” means a generic activity different from

“background” and “unknown”. As shown in Figure 4.2, each modality is cut around

the Unknown/Activity transitions including 64 samples (or frames for video) before

and 64 after the transitions point which is the point where the activity changes.
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Figure 4.3: Number of Unknown/Activity transitions for each activity considered in this
paper.

Figure 4.3 shows the number of segments of the Unknown/Activity transitions

remaining after this process. Since some transitions were represented with few sam-

ples, we have concentrated the analysis to the following 9 activities: Bicycling,

Playing With Children, Walking, Strolling, Food Preparation, Talking Standing,

Talking Sitting, Sitting Tasks and Shopping. Hence, the final dataset contains 309

transitions Unknown/Activity.

Our problem is defined as follows. Let be yt = (vt, at, hrt)
T the input vector

at time t where vt ∈ R2 is a video, at ∈ R3 is an acceleration signal and hrt ∈ R
is a heart rate data, we define the feature representation of video, acceleration and

heart rate signal as xvt , xat and xhrt and xt = (xvt ,x
a
t ,x

hr
t )T the features vector at

time t. Given xt as input, we want to predict the label labelt+1 of the next action

by observing only data before the activity starts.

4.1.1 Proposed Approach

The proposed approach is synthetically sketched in Figure 4.4. The model considers

three modalities video, acceleration and heart rate as input after a feature extraction

process. Moreover details of the different components of our approach will be given.
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Figure 4.4: Pipeline of our anticipation approach.

Features Extraction

In this section we describe the feature representation xvt , xat and xhrt for each signal.

The extraction of video and acceleration features is similar to [30].

For visual data, features are extracted from the pooling layer five of the Inception

CNN architecture [15] pretrained on ImageNet [156]. Each video frame has been

transformed into a xvt feature vector of 1024 dimension.

To reduce the computational complexity and redundancy, for sensor data (ac-

celeration and heart rate data), we decided to extract features from the raw sen-

sor measurements, that characterize the original signals, by considering time and

frequency domains rather than use a neural network. For acceleration data, we

extracted features from raw signals through a temporal sliding window process con-

sidering a window size of 32fps. Time-domain features are computed from the time-

series of the original data, whereas frequency-domain features are extracted from

the spectral analysis of the signal. The values of spectral coefficient represent the

magnitude of frequency component [157]. For time-domain features, mean, standard

deviation, skewness, kurtosis, percentiles (10th, 25th, 50th, 75th, 90th), acceleration

count for each axis and correlation coefficients between each axis are computed. For

frequency-domain features, we consider the spectral entropy

J = −
N/2∑
i=0

P̄i · log2 P̄i
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Figure 4.5: Temporal Pyramid.

where P̄i is the normalized power spectral density computed from Short Time Fourier

Transform (STFT), which measures the distribution of frequency component nor-

malized by the window. Then, the obtained features from these domains are con-

catenated and xat is a 36-dimensional vector. For heart rate data, the features are

extracted from the time-series of the raw signals. Mean and standard deviation are

calculated to compute a xhrt ∈ R2 vector.

Temporal Pyramid

We represent features in a temporal pyramid fashion [158] composed by three level,

as shown in Figure 4.5.

The top level (j=0) is an histogram over the full temporal extent of a data,

the next level (j=1) is the concatenation of two histograms obtained by temporally

segmenting each modality into two halfs, the last level (j=2) is the concatenation

of four histograms obtained by temporally segmenting each previous histogram into

two halves.

In this way, 7 histograms are obtained corresponding to a 1024 × 7 visual fea-

tures, 36 × 7 acceleration features, and 2 × 7 heart rate features. All features are

concatenated into a single vector xt = (xvt ,x
a
t ,x

hr
t )T of 7434 components.
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Figure 4.6: Data Augmentation for Siamese Network.

Data Augmentation

Since we have few transition samples, data augmentation technique is used to expand

the training set to prevent over-fitting. As reported in [14], geometric transforma-

tion and RGB channels alteration are the traditional data augmentation approaches

which can be applied to images, while [159] proposes a method which exploit Gen-

erative Adversarial Network (GAN) and CycleGAN.

The permutation Unknown/Activity is considered, therefore each unknown se-

quence is paired with all the possible sequences of activity. The label of each aug-

mented transition is changed from 0-8 to 0-1, as follows:

label =

1 if lo = la

0 otherwise

where lo is the label of the activity in original dataset while la is the label in aug-

mented dataset. An example is shown in Figure 4.6. In other words, if unknown and

the activity belong to the same class (e.g. unknown related to playing with children

and the following activity is playing with children), we assign a label 1, otherwise a
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label 0 is assigned if unknown and the activity are different (e.g. unknown related

to playing with children and activity is related to food preparation).

The obtained dataset is strongly unbalanced. Table 4.1 compares the number of

sequences before and after augmentation. Some classes, such as Shopping or Food

Preparation, are poorly represented therefore it is necessary to down-sample the

dataset.

Activity ] of original activity transitions ] of augmented activity transitions ] of final transitions
Bicycling 18 4482 1353
Walking 79 19671 1353
Shopping 11 2739 1353

Talking Standing 26 6474 1353
Sitting Tasks 17 4233 1353

Playing With Children 32 7968 1353
Strolling 32 7968 1353

Food Preparation 14 3486 1353
Talking Sitting 20 4980 1353

TOT 249 62001 12177

Table 4.1: Number of sequences for each activity before and after augmentation.

We consider the square of minimum value of the number of original activity tran-

sitions (112 = 121) from sequences with label 1 and 154 sequences from sequences

with label 0 for each class, in order to balance activities classes and unknown class.

The final dataset has 12177 sequences.

Figure 4.7: a) 1D CNN Architecture. b) MultiLayer Perceptron Architecture.

Learning Approach

Our goal is to build an embedding space where the unknown sequences, which are

related to the past, are close to those of future activities. In this regard, we use

Auto-encoders and Siamese Networks.
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Since we want to use an Auto-encoder to predict the future activity from a generic

unknown past, it is trained like a denoising auto-encoder where the input is an

unknown clip and the output is an activity sequence. For example, if the transi-

tion is ”Unknown” ”Playing with Children”, the past clip (”Unknown”) is given to

the network as input and the network is trained to reconstruct the future activity

(”Playing with Children”). To measure the probability error, cross- entropy loss is

computed:

L(y) = −(y log(p(y)) + (1− y) log(1− p(y))) (4.1)

where y is the ground truth activity label and p(y) is the predicted probability.

Siamese network is also trained to make representations of features of ”Unknown”

sequences and next ”Activity” very close in the embedding space. One stream of the

Siamese network processes the unknown features whereas the other stream processes

those related to the activity. Euclidean metric is used as distance between inputs.

The contrastive loss function [42] is used for training purposes:

L(y) = y
√
D + (1− y)

√
max(1−D, 0) (4.2)

where y is the ground truth activity label and D is the euclidean distance between

two feature points.

We consider two different architectures for Auto-encoder and Siamese network :

Multilayer Perceptron [62] and 1D Convolutional Neural Network (CNN) [160, 161].

Figures 4.7 shows the architecture of the used networks. For Multilayer Perceptron,

two hidden layers are considered with a number of neurons of 4000 and 3000 respec-

tively. For 1D CNN, three convolutional layers are used with a number of filters

equal to 32, 64 and 2, respectively, (all of size 3× 1) and a relu activation function.

The output of each convolutional layer is reduced in size using a max-pooling layer

that halves the number of features.

Classification and Prediction

Our aim is to predict next activity from an unknown clip. To our knowledge, in

the state of the art, there are not results on action anticipation from multimodal

data, therefore we consider as baseline the classification of activity sequences and the
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classification of unknown sequences. A k-nearest-neighbor classification algorithm

(K-NN) and a support vector machine (SVM) are used for classification purposes.

4.2 Experimental Results on Stanford ECM

Dataset

In this section, the results of the proposed approach are shown and discussed. Our

model is evaluated on the Stanford-ECM Dataset. The feature representations ob-

tained with the considered deep architectures are classified with SVM or K-NN

classifier.

4.2.1 Setup

We randomly split our data into disjoint training (249 sequences) and testing sets

(60 sequences) for training and testing purposes. Auto-encoder is trained for 10000

epochs and the optimizer is Adam. Learning rate decreases in exponential fashion

and it starts from 0.003. For Siamese Network, the Adam optimizer is considered

with batch size of 249 samples. Variable learning rate is used starting from 0.001.

In the Multilayer Perceptron, in order to prevent overfitting, we apply a dropout

procedure during training. We evaluate K-NN for different values of k and SVM for

different kernels. In K-NN classifier, we consider two different weights: uniform and

distance. The first assigns equal weights to all points, while distance weight assigns

weights proportional to the inverse of the distance from the query point.

4.2.2 Baseline

In order to better evaluate our approach, we define a baseline where the values

of accuracy in classification and in prediction are compared. In classification, the

features related to activity sequence, extracted as described in session 4.1.1, are

classified, while in prediction we consider the classification of features related to

unknown clips.

The Tables 4.2 and 4.3 show the values of accuracy for each signals and com-

binations of all of them. For example, if we consider the accuracy values of video

features, in Table 4.2, we can see that, with a linear kernel, we obtain an accuracy
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Classification Prediction
Modality (] Features) Linear Kernel RBF Linear Kernel RBF

Acceleration (252) 31.67% 46.67% 31.67% 46.67%
Heart rate (14) 33.33% 28.33% 33.33% 35%

Video(7168) 66.67% 68.33% 60% 56.67%
Acceleration+Heart rate (266) 36.67% 50% 38.33% 48.33%

Video+Acceleration (7420) 70% 71.67% 68.33% 68.33%
Video+Heart rate(7182) 66.67% 66.67% 60% 63.33%

Video+Acceleration+Heart rate (7434) 70% 68.33% 68.33% 68.33%

Table 4.2: Baseline Results: SVM.

Classification
Modality (] Features) weights=uniform weights= distance

k = 1 k = 3 k = 5 k = 7 k = 9 k = 1 k = 3 k = 5 k = 7 k = 9
Acceleration (252) 41.67% 53.33% 48.33% 45% 45% 41.67% 51.67% 46.67% 50% 50%

Heart rate (14) 23.33% 21.67% 18.33% 23.33% 31.67% 23.33% 20% 15% 15% 15%
Video(7168) 63.33% 61.67% 61.67% 61.67% 60% 63.33% 61.67% 63.33% 66.67% 63.33%

Acceleration+Heart rate (266) 38.33% 46.67% 48.33% 45% 43.33% 38.33% 43.33% 45% 48.33% 46.67%
Video+Acceleration (7420) 61.67% 61.67% 63.33% 63.33% 61.67% 61.67% 58.33% 61.67% 65% 65%

Video+Heart rate(7182) 63.33% 61.67% 61.67% 61.67% 60% 63.33% 61.67% 65% 65% 63.33%
Video+Acceleration+Heart rate (7434) 60% 65% 63.33% 63.33% 58.33% 60% 61.67% 63.33% 65% 63.33%

Prediction
Modality (] Features) weights=uniform weights= distance

k = 1 k = 3 k = 5 k = 7 k = 9 k = 1 k = 3 k = 5 k = 7 k = 9
Acceleration (252) 41.67% 53.33% 48.33% 45% 45% 41.67% 51.67% 46.67% 50% 50%

Heart rate (14) 20% 26.67% 26.67% 25% 35% 20% 20% 20% 23.33% 26.67%
Video(7168) 55% 56.67% 60% 56.67% 60% 55% 58.33% 58.33% 56.67% 63.33%

Acceleration+Heart rate (266) 33.33% 46.67% 48.33% 45% 48.33% 33.33% 41.67% 45% 45% 48.33%
Video+Acceleration (7420) 53.33% 58.33% 60% 60% 56.67% 53.33% 61.67% 58.33% 60% 60%

Video+Heart rate(7182) 55% 56.67% 60% 56.67% 60% 55% 58.33% 58.33% 56.67% 63.33%
Video+Acceleration+Heart rate (7434) 53.33% 58.33% 61.67% 60% 56.67% 53.33% 61.67% 60% 60% 58.33%

Table 4.3: Baseline Results: K-NN.

value of 66.67% in classification and a value of 60% in prediction; if we combine video

features with acceleration data, for instance, the values are 70% in classification and

68.33% in prediction. These results suggest two conclusions. The first is that, as

it is easily understandable, the values of accuracy in classification are higher than

those in prediction, but not so much higher, therefore it is possible to anticipate the

future action. The second is that most of the information comes from the video, but

if we combine video with another signal, such as acceleration, the value of accuracy

increases. The same conclusions are obtained with K-NN classifier.

4.2.3 Auto-encoder and Siamese Network

Our goal is to predict the label of the next action by observing only data before

the activity starts. Our baseline suggests that it is necessary to fill the gap between
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(a)

KNN
weights=uniform weights=distance

K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
Baseline: Classification

60% 65% 63.33% 63.33% 58.33% 60% 61.67% 63.33% 65% 63.33%
Baseline: Prediction

53.33% 58.33% 61.67% 60% 56.67% 53.33% 61.67% 60% 60% 58.33%
Auto-encoder

56.67% 55% 55% 55% 60% 56.67% 53.33% 55% 56.67% 60%

(b)

SVM
Linear Kernel RBF Kernel

Baseline: Classification
70% 68.33%

Baseline: Prediction
68.33% 68.33%

Auto-encoder
51.67% 63.33%

Table 4.4: Auto-encoder Results considering a MultiLayer Perceptron architecture.

(a)

KNN
weights=uniform weights=distance

] of hidden layers(] of neurons) K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
1 (3000) 58.33% 53.33% 50% 48.33% 48.33% 58.33% 55% 51.67% 51.67% 51.67%
3 (3000) 38.33% 45% 50% 48.33% 41.67% 38.33% 45% 48.33% 50% 48.33%

(b)

SVM
] of hidden layers(] of neurons) Linear Kernel RBF Kernel

1 (3000) 58.33% 61.67%
3 (3000) 50% 50%

Table 4.5: Auto-encoder results considering a MultiLayer Perceptron architecture with
one hidden layer and three hidden layers.

the accuracy of classification and that of the prediction. As discussed in previous

section 4.1.1, we test an Auto-encoder and a Siamese network for our purpose. Two

different architectures are used for each network: Multilayer Perceptron (MLP) and

a 1D CNN. The interesting point is that with a 1D CNN we can consider three
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(a)

KNN
weights=uniform weights=distance

K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
Baseline: Classification

60% 65% 63.33% 63.33% 58.33% 60% 61.67% 63.33% 65% 63.33%
Baseline: Prediction

53.33% 58.33% 61.67% 60% 56.67% 53.33% 61.67% 60% 60% 58.33%
Auto-encoder

53.33% 48.33% 50% 50% 58.33% 53.33% 53.33% 53.33% 53.33% 53.33%

(b)

SVM
Linear Kernel RBF Kernel

Baseline: Classification
70% 68.33%

Baseline: Prediction
68.33% 68.33%

Auto-encoder
61.67% 65%

Table 4.6: Auto-encoder Results considering a 1D CNN architecture.

convolutional layers therefore our output has dimension of 1860 while with a MLP

we have only two layers and the output size is 3000.

Auto-encoder. Results of Auto-encoder are listed in the Table 4.4 and Table

4.6, in particular K-NN performance are shown in Table 4.3(a) and in Table 4.5(a)

whereas Table 4.3(b) and Table 4.5(b) exhibit the SVM results. Since our goal is to

fill the gap between the values of accuracy in classification and those in prediction,

the tables compare the performances of each classifier in classification and prediction

with the accuracy in prediction obtained with Auto-encoder. Considering both

architectures MLP and 1D CNN, results do not reach the accuracy of the baseline

because the network computes many parameters and the dataset is very small,

indeed the auto-encoder is trained with 249 samples. However, this is not true for

K-NN with K = 1 in Table 4.3(a). Indeed, in this case, we have 60% of accuracy

in classification, 53.33% in prediction whereas with an auto-encoder, accuracy of

56.67% is obtained. In other words, the network overcomes the baseline accuracy

value in prediction. Otherwise, in Table 4.5(a), auto-encoder gives an accuracy that
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is equal to the performance in prediction (53.33%).

To simplify the auto-encoder with a MLP, only one hidden layer with 3000 neu-

rons is considered. The performance are lower than the previous one, except for

K-NN with K = 1, as it can be seen in Table 4.4(a). This could be due to the

strong compression of the input data, in fact input has dimension 7434 and with

only one layer, it is compressed into a 3000-dimensional vector.

To improve our results, auto-encoder with MLP has been made deeper than the

previous one with two hidden layers, indeed three hidden layers are considered with

a number of neurons of 5000, 4000, 3000 respectively. The performances are below

the baseline results; for instance, for K = 1 (Table 4.4(a)), the accuracy is 38.33%,

which means 20% less than previous network. With one layer and three layers, SVM

does not achieve better results than baseline accuracy (Table 4.4(b)).

Since the results with an Auto-encoder are not what we expected, Siamese Net-

work is considered to our task.

Siamese Network. Table 4.7 and Table 4.8 show the results of the Siamese

network. The tables list the obtained accuracy with K-NN and SVM classifier both

for classification and anticipation. With a Siamese Network composed by a Multi-

layer Perceptron, results on anticipation are not so good and are even worse, in most

cases, than those obtained by the baseline. This could be due to the difficulty of the

MLP to learn from a very tiny dataset. More in details, the number of parameters

of the network (7434x4000+4000x3000) is too big with respect to the dataset size.

Table 4.8 shows results obtained by training the considered classifiers on the rep-

resentation learned through a Siamese Network, by exploiting a 1D convolutional

layer architecture.

The best values of accuracy are obtained with K-NN for K = 5 and K = 7.

Indeed, if we compare the accuracy values of our baseline in the Table 4.8 for k = 5

and weights=distance, we have 63.33% for classification, 60% for prediction whereas

the Siamese network overcomes these values obtaining a 66.67% of accuracy. For

k=7, results show that the accuracy value with a Siamese network is equal to 65%,

which is the same value of accuracy obtained for classification baseline. It is also

interesting to note that the representation generated by the Siamese Network is not

suitable in this case for classification task; in fact, accuracy achieved in classification

is quite lower than that of the simple baseline. This could be due to the fact that the
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Classification Prediction

Baseline Siamese Baseline Siamese

K KNN - weights=uniform

1 60% 58.33% 53.33% 55%
3 65% 60% 58.33% 55%
5 63.33% 58.33% 61.67% 55%
7 63.33% 56.67% 60% 53.33%
9 58.33% 56.67% 56.67% 53.33%

K KNN - weights= distance

1 60% 58.33% 53.33% 55%
3 61.67% 60% 61.67% 55%
5 63.33% 58.33% 60% 55%
7 65% 56.67% 60% 53.33%
9 63.33% 56.67% 58.33 % 53.33%

SVM - Linear Kernel

70% 58.33% 68.33% 55%

SVM - RBF Kernel

68.33% 46.67% 68.33% 56.67%

Table 4.7: Siamese Network Results considering a MultiLayer Perceptron architecture.

Figure 4.8: Projection of unknown features and activity features to improve the perfor-
mance of K-NN.

Siamese network has been trained to solve the challenge of making representations

of features of ”Unknown” sequence and next ”Activity” very close in the embedding

space with few samples. The results achieved with the SVM classifier do not reach

the accuracy of the baseline.

Figure 4.8 shows how is possible to improve the K-NN results. Figure 4.8a)

illustrates a possible situation in an embedding space. Given two different activities,
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Classification Prediction

Baseline Siamese Baseline Siamese

K KNN - weights=uniform

1 60% 50% 53.33% 55%
3 65% 50% 58.33% 51.67%
5 63.33% 55% 61.67% 63.33%
7 63.33% 55% 60% 63.33%
9 58.33% 55% 56.67% 58.33%

K KNN - weights= distance

1 60% 50% 53.33% 55%
3 61.67% 53.33% 61.67% 58.33%
5 63.33% 55% 60% 66.67%
7 65% 58.33% 60% 65%
9 63.33% 60% 58.33 % 65%

SVM - Linear Kernel

70% 71.67% 68.33% 60%

SVM - RBF Kernel

68.33% 65% 68.33% 60%

Table 4.8: Siamese Network Results considering a 1D CNN architecture.

if another element is projected in the middle of them, a wrong classification could be

done. So, projecting also the future activities in this embedding space, the classifier

has many information to guess the true label, as shown in Figure 4.8b). The results

obtained with Siamese Network considering a 1D CNN architecture are listed in

the Table 4.9. As it can be observed, in some cases the results are better than

the previous one. For instance, for K = 3 and weight=distance, we obtain 63.33%

whereas in Table 4.8 we have 58.33%. Therefore in this way it is possible to improve

results with respect to those exhibited in Table 4.8.

4.3 Proposed approach on ST Multimodal Dataset

The pipeline used in this paper is similar to the one presented in the previous Section.

Differently than Section 4.1.1, in this Section we consider inputs of more sources:

video, audio and sensor data, also to improve the performances, we considered a

Triplet Network architecture [43]. The pipeline is sketched in the Figure 4.9.
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KNN
Classification Prediction

weights=uniform weights=distance weights=uniform weights= distance
1 51.67% 51.67% 60% 60%
3 55% 55% 63.33% 63.33%
5 50% 56.67% 61.67% 63.33%
7 51.67% 55% 61.67% 65%
9 53.33% 55% 60% 65%

Table 4.9: Siamese Network with 1D CNN architecture. Possible way to improve K-NN
results.

Figure 4.9: Proposed approach with ST Multimodal Dataset.

Each input is cut around the transition from a past action to a future activity

including just over a second. Since each modality has different sampling rate, the

number of samples for each of them is the following:

• Video: 36 frames;

• Audio: 32768 samples;

• Sensor: 64 samples.

4.3.1 Audio features extraction

Audio is converted into a vector which contains all the main information about the

signal. There are many studies about audio and its application on speech recog-

nition[162, 163], action recognition [113, 114] and video captioning [80]. Audio
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] of Split) Classification Anticipation
k = 1 k = 3 k = 5 k = 7 k = 9 k = 1 k = 3 k = 5 k = 7 k = 9

1 22.23% 22.85% 22.54% 24.18% 24.28% 21.82% 22.95% 23.87% 25% 25.61%
2 19.67% 20.49% 21.11% 21.82% 22.24% 22.03% 21.62% 23.05% 22.34% 23.16%
3 22.95% 23.26% 23.16% 23.77% 23.77% 21.41% 22.85% 23.36% 23.16% 24.69%
4 21.52% 21.52% 22.95% 22.23% 23.46% 24.39% 24.90% 24.59% 24.69% 24.18%
5 21.11% 21% 21% 22.03% 22.85% 22.85% 25.31% 26.23% 26.95% 28.59%

Avg 21.50% 21.82% 22.15% 22.81% 23.32% 22.50% 23.53% 24.22% 24.43% 25.25%

Table 4.10: K-NN Results on ZCR and RMSE Features.

Features K-NN SVM
K = 1 K = 3 K = 5 K = 7 K = 9 linear rbf

Spectrogram 53.17% 55.16% 56.35% 54.76% 52.38% 52.78% 55.95%
MFCC 60.32% 62.30% 63.09% 63.09% 61.11% 62.30% 65.87%

MFCC (No T.P.) 55.56% 56.35% 57.14% 58.33% 57.93% 51.19% 66.27%
ZCR+RMSE 47.22% 48.81% 51.19% 51.19% 49.20% 48.81% 57.14%

ZCR+RMSE+MFCC 59.13% 60.71% 62.70% 61.90% 61.51% 63.10% 65.87%

Table 4.11: Classification results considering only sequences related to the classes: “Typ-
ing”, “Walking”, “Stairs”.

Past/Fut Desk Reading Typing Walking Sitting Standing Stairs
Desk 151 31 36 14 4 4 3

Reading 100 24 21 13 1 2 1
Typing 99 8 42 11 1 1 1
Walking 67 9 5 56 2 1 23
Sitting 50 8 9 6 3 1 3

Standing 59 4 6 4 3 2 3
Stairs 11 0 4 43 0 0 26

Table 4.12: Classification on the ZCR and RMSE audio features.

features extraction is based on different techniques and the main ways to pull out

information from audio are:

• Temporal and Spectral Features;

• Mel-Frequency Cepstral coefficient (MFCC) [17];

• Spectrogram.

Temporal features are computed from the waveform of the signal or its energy. An

example of these features is given by zero-crossing rate, which counts the number

of times the signal crosses the horizontal axis, or by the root mean square energy,

which compute the root-mean-square energy of audio signal. Spectral features are
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2 seconds
Classification Prediction

] of Split K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
1 37.28% 37.28% 38.22% 39.06% 38.95% 36.34% 36.44% 36.34% 34.66% 35.71%
2 34.66% 36.13% 38.74% 38.12% 38.64% 35.81% 35.71% 36.02% 36.44% 34.45%
3 35.29% 35.81% 35.92% 36.65% 34.76% 33.93% 35.50% 36.02% 35.81% 35.81%
4 35.08% 36.34% 37.59% 36.65% 37.17% 34.55% 36.96% 36.34% 36.96% 36.86%
5 34.35% 36.34% 35.81% 35.50% 36.34% 34.87% 34.66% 35.18% 34.97% 36.44%

Mean 35.33% 36.40% 37.26% 37.20% 37.17% 35.10% 35.85% 35.98% 35.77% 35.85%

1 second
Classification Prediction

] of Split K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
1 28.69% 30.02% 31.35% 34.43% 34.73% 33.29% 35.55% 36.17% 36.17% 36.78%
2 29.71% 30.64% 31.35% 30.23% 30.23% 31.97% 31.25% 31.76% 31.15% 32.27%
3 31.45% 33.09% 32.17% 33.71% 31.86% 30.84% 29.41% 29.92% 30.94% 29.10%
4 29.51% 30.12% 32.38% 31.56% 31.05% 28.38% 30.12% 31.66% 31.66% 32.17%
5 29.41% 30.74% 30.43% 31.56% 32.89% 30.23% 31.45% 32.68% 32.17% 33.61%

Mean 29.75% 30.92% 31.54% 32.30% 32.15% 30.94% 31.56% 32.44% 32.42% 32.79%

Table 4.13: Classification with KNN on Audio Features considering ∆ of 1 or 2 seconds.

2 seconds
Classification Prediction

] of Split Linear Kernel Rbf Kernel Linear Kernel Rbf Kernel
1 34.24% 40.52% 34.35% 40.21%
2 33.19% 40.73% 35.39% 39.90%
3 31.83% 39.48% 34.56% 39.37%
4 33.61% 40.21% 36.34% 36.54%
5 31.83% 39.37% 36.13% 36.75%

Mean 32.94% 40.06% 35.35% 38.55%

1 second
Classification Prediction

] of Split Linear Kernel Rbf Kernel Linear Kernel Rbf Kernel
1 31.76% 35.66% 33.50% 33.61%
2 31.97% 34.22% 33.71% 35.14%
3 31.25% 36.48% 30.53% 33.81%
4 32.99% 36.99% 31.56% 35.25%
5 30.12% 34.12% 33.30% 33.50%

Mean 31.62% 35.94% 32.52% 34.26%

Table 4.14: Classification with SVM on Audio Features considering ∆ of 1 or 2 seconds.
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computed from a Short Time Fourier Transform, such as MFCC or Spectrograms. In

general, spectral features represent audio in a frequency domain and usually obtain

better accuracy than temporal features.

MFCCs [17] are among the most used features in speech recognition [162, 163].

These features are based on human hearing perception, and have been used also

for the tasks of activity recognition [113, 114] and sound classification [164, 165].

The MFCC algorithm can be summarized as follows. Given an audio signal, the

algorithm cut it into short windows containing N samples. The previous and the next

windows are overlapped by M samples. To keep continuity of the signal, each frame

is multiplied by a Hamming window and then the Fast Fourier Transform (FFT)

is applied to compute the magnitude frequency of each window. The Mel-spaced

filterbank is computed by using triangular band pass filters in order to get smooth

magnitude spectrum. By multiplying each filterbank with the power spectrum,

the filterbank energy is computed and the log function is applied to each of them.

Finally, the Discrete Cosine Transform (DCT) is computed.

A Spectrogram is a time-frequency representation of audio, that allows to rep-

resent the audio signal as a bidimensional one. To compute the spectrogram, the

signal is divided into segments of equal length and then the Short Time Fourier

Transform is applied to extract the spectrum of each segment. Since spectrograms

can be turn on visual representations of audio signals, many papers exploit com-

mon neural network architecture, defined for images to these representations. For

example, in [87] the log-frequency scale is extracted from the spectrogram and then

the U-Net architecture [166] is applied. This convolutional neural network splits the

input in K components containing different features of the input sound in order to

localize the high resolution features. In [167], it is proposed a variant of VGG model,

called VGG-ish, trained only on audio dataset and used to classify audio signal.

We considered the audio modality and built a feature vector made of the con-

catenation of zero-crossing rate (ZCR) and root mean square energy (RMSE) and

tested it with a 5-fold validation. Table 4.10 compares the results for activity clas-

sification and anticipation which are obtained with K-NN for different values of K

by considering audio representation.

The accuracy values are not up to what we had hoped for. We supposed that

audio signal would have helped in recognizing some activities, such as typing or
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walking, but results were quite low. This could be due to the following motivations:

• the dataset is unbalanced with respect to the classes despite is balanced with

respect transitions.

• the features representation of audio is not suitable for this task.

• the duration of 1 second for audio clips is too short.

All these hypothesis were investigated in the following.

Dataset. As previously discussed, the ST Multimodal Dataset has a balanced

past/future transactions (i.e., couples of activities), but it is unbalanced if we con-

sider sequences of single activities (past or future). In Table 4.12, we show the

confusion matrix obtained performing the classification on the ZCR and RMSE au-

dio features by using K-NN classifier. All activities are confused with the activity

“Desk” which is the most represented class. It is very expensive and hard to bal-

ance the data, because balancing the sequences with respect to the past or future

activities, the transitions become unbalanced.

Features. Since ZCR and RMSE features did not give good results for classifi-

cation, we tried to identify the best audio features in a simpler classification scenario

discarding anticipation scenario. To this aim, we extracted audio features only on

sequences related to the future and considered a subset of the activities (“Typing”,

“Stairs” and “Walking”). In particular, for training 252 sequences for each activ-

ity were selected whereas the test set and the validation set have 84 clips for each

activity respectively. The following features were extracted:

• Zero Crossing (ZCR) and Root Mean Square Energy (RMSE);

• MFCC;

• Spectrogram.

Table 4.11 lists the achieved results.

Features are divided into time intervals and are represented in a temporal pyra-

mid fashion. A K-NN classifier with different values of K and an SVM classifier with
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linear and RBF kernels have been used as classifiers. MFCC features represented

with temporal pyramid (2nd row), give higher values of accuracy than the other

representations.

Duration. As mentioned in previous section, we consider a ∆ equal to 1 or 2

seconds to produce past/future sequences. Experiments discussed so far are related

to sequences with ∆ = 1. We hence performed test with sequences of longer duration

(i.e., ∆ = 2).

In previous test, we observed that MFCC with temporal pyramid gave the best

values of accuracy. Hence, we considered only these features to perform classification

tests on sequences of 2sec. We used a 5-fold cross-validation procedure with training

set composed by 2867 sequences whereas test set and validation set composed by

955 sequences. A comparison of classification accuracy values of audio clips with

duration of 1 sec and 2 sec is given in the Table 4.13 and Table 4.14 for KNN and

SVM respectively.From the obteined results, it is clear that increasing the duration of

audio clips from 1 to 2 seconds, the values of accuracy increase for both classification

and anticipation tasks.

4.4 Experimental Results on ST Multimodal

Dataset

This section reports experimental settings and results obtained on the ST Multi-

modal Dataset. Specifically, we aim to assess performances of activity anticipation

exploiting representations computed on multimodal signals. To better understand

anticipation results, we compare them with respect the task of classification. The

difference among anticipation and classification tasks is related to the observed past

of the sequence which we want to known the class of activity. For classification

task feature can be extracted from the whole sequences, i.e., the sequences is first

observed and then classifiers to understand the class of the future activity. For the

anticipation task, features are extracted only on the part related to the past of each

sequence to infer the future activity (i.e., features on the part of future are not used

for inference). We compare the triplet representation on multimodal signals with

respect to our previous Section 4.1.1 which we consider a baseline to be improved.
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Past Future Training Set Validation Set Test Set
Desk Reading 242 81 81
Desk Typing 243 81 81
Desk Standing 241 81 81

Reading Desk 241 81 81
Reading Typing 248 82 82
Sitting Desk 240 80 80
Stairs Walking 250 83 83

Standing Walking 239 80 80
Typing Desk 246 82 82
Typing Reading 242 81 81
Walking Sitting 238 80 80
Walking Stairs 252 84 84

Table 4.15: Number of sequences for each transition in training, validation and test set.

Activity Past Future
Desk 726 727

Reading 489 484
Sitting 240 238
Stairs 250 252

Standing 239 241
Typing 488 491
Walking 490 489

Table 4.16: Number of sequences for each activity in training set.

4.4.1 Dataset

In our experiments, ST Multimodal Dataset, presented in Chapter 3, was used to

evaluate our pipeline. The dataset has been partitioned to use 2922 transactions

as training set, and 976 sequences for each set to be used as validation and test.

The collected dataset is balanced about the past-future couples, as shown in the

Table 4.15, but, if we consider the number of clips for each activity, it is strongly

unbalanced, as listed in Table 4.16. For example, the number of sequences of activity

labelled “Desk” is 726 in the training set and 243 in the validation and test set,

whereas only 250 sequences in the training set and 83 clips in the validation and

test set represent the activity “Stairs”. Therefore “Desk” is three times greater than

the activity “Stairs”.
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4.4.2 Setup

Auto-encoder is trained for 200 epochs and the batch size is equal to 500 whereas for

Triplet Network, 100 epochs and a batch size of 300 samples are considered. In both

cases, the Adam optimizer is used with an exponential decreasing of the learning

rate starting from 0.001.

K-NN classifier and SVM classifier were used to evaluate proposed representations.

Different values of K were used to perform K-NN whereas linear kernel and Rbf

kernel were set for SVM.

4.4.3 Rotation of sensors

Data augmentation is an important technique that allows to generate synthetic data

useful to train a model and to prevent overfitting, without collecting other data. In

our case, this is a fundamental step because collecting human activity takes a long

time. So, to improve the accuracy results of our baseline, a data augmentation

technique was applied to the inertial data during training.

In the state of the art, there are not many papers that address data augmentation

for wearable sensors. In [168], many data augmentation techniques are implemented,

such as rotation, which simulates the different sensor placement, permutation, where

the data are sliced into segments with the same length and then each of them are

permuted to create a new window. Time-warping perturbs the temporal location of

data by distorting the time intervals between samples. Scaling method consists in

applying a random scalar to change the magnitude of the data, whereas magnitude-

warping changes the magnitude of each sample by convolving the data window with

a smooth curve varying around one. Finally, jittering is an approach that adds noise

to the data.

The aforementioned methods are similar to the techniques used to augment im-

age and video data but an approach specific for wearable sensor is described in

[169]. This method considers the physical constraint of the wearable sensor when

augmenting data. To add data collected with various rotation angles to training set,

they proposed to multiply the sensor data by a 3-dimensional rotation matrix.

In our case, the BlueCoin sensor can be worn in two different ways, as shown in

Figure 4.10 a) and b), this causes a rotation only around the z-axis (see Figure 4.10
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Figure 4.10: Possible ways to wear the Bluecoin sensor ( a) and b) ) and its axis orientation
(c)).

c)). So, inspired by [169], we multiply our 3-dimensional sensor data (accelerometer,

gyroscope, magnetic field) by the following rotation matrix:cosα − sinα 0

sinα cosα 0

0 0 1


where α is equal to 180◦.

The augmented data are concatenated to the training set data and then they are

classified and predicted with K-NN and SVM classifier for different values of K and

different kernels, respectively. The results are listed in the Tables 4.17 and 4.18,

they are also compared with the results of the data without augmentation.

The K-NN results suggest that the data without rotation are classified and pre-

dicted better than the data with augmentation. For example, for K = 3 and con-

sidering the data augmentation, the mean values are 51.72% in classification and

48.24% in anticipation whereas, considering the collected data, the mean results are

52.58% in classification and 48.28% in prediction. With SVM, the mean results

of augmented data are higher then accuracy values of collected data but not so

much higher to justify the augmentation of the data. Indeed, considering the RBF

kernel, the mean results of rotated sensor are 59.02% in classification and 53.30%
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Sensors with Rotation
Classification Anticipation

] of Split K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
1 51.33% 51.02% 54.20% 54.00% 54.10% 49.08% 50.31% 49.29% 48.36% 47.85%
2 51.84% 52.46% 54.10% 52.46% 53.07% 46.82% 47.34% 50.10% 50.00% 49.69%
3 52.05% 52.46% 55.12% 54.92% 56.35% 45.49% 47.23% 47.95% 48.67% 47.85%
4 51.84% 50.62% 52.87% 52.15% 52.56% 47.44% 47.75% 48.98% 48.36% 49.08%
5 51.13% 52.05% 51.13% 52.56% 52.97% 49.49% 48.57% 49.69% 51.33% 51.33%

Mean 51.84% 51.72% 53.48% 53.22% 53.81% 47.66% 48.24% 49.20% 49.59% 49.16%

Sensors without Rotation
Classification Anticipation

] of Split K = 1 K = 3 K = 5 K = 7 K = 9 K = 1 K = 3 K = 5 K = 7 K = 9
1 52.05% 51.64% 55.02% 55.43% 54.61% 49.49% 48.87% 48.26% 47.95% 48.16%
2 52.36% 52.87% 54.30% 52.77% 52.87% 46.41% 47.23% 49.38% 49.69% 51.43%
3 53.38% 52.36% 54.61% 54% 53.69% 44.98% 47.64% 47.95% 48.16% 47.85%
4 53.38% 52.46% 54.1% 52.87% 54.71% 48.05% 48.26% 48.77% 48.67% 50.51%
5 51.02% 53.59% 52.77% 52.05% 53.18% 50.21% 49.39% 49.18% 52.05% 51.13%

Mean 52.44% 52.58% 54.16% 53.42% 53.81% 47.82% 48.28% 48.71% 49.30% 49.82%

Table 4.17: Rotation of sensors: K-NN.

Sensor with Rotation
Classification Anticipation

] of Split Linear Kernel Rbf Kernel Linear Kernel Rbf Kernel
1 47.85% 60.25% 44.26% 55.94%
2 47.03% 57.99% 44.78% 52.15%
3 48.16% 58.71% 43.14% 50.21%
4 47.13% 57.79% 43.75% 54.00%
5 46.52% 60.35% 42.42% 54.20%

Mean 47.34% 59.02% 43.67% 53.30%

Sensor without Rotation
Classification Anticipation

] of Split Linear Kernel Rbf Kernel Linear Kernel Rbf Kernel
1 46.41% 59.43% 43.65% 55.74%
2 44.77% 56.66% 46.62% 51.95%
3 47.64% 58.91% 43.85% 51.13%
4 45.90% 57.07% 43.55% 52.97%
5 46.62% 60.14% 41.80% 54.10%

Mean 46.27% 58.44% 43.89% 53.18%

Table 4.18: Rotation of sensors: SVM.
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in prediction, whereas the accuracy values of data without rotation are 58.44% in

classification and 53.18% in prediction.

4.4.4 Baseline

As described in the Section 4.2, a comparison between the accuracy values in classifi-

cation and in prediction defines our baseline. In classification, the features extracted

from future clips are classified, whereas in prediction the features related to past se-

quences and the labels of the future activities are considered.

The accuracy results, obtained with SVM and K-NN classifier, are listed in the

Tables 4.19 and 4.20, respectively.

In Table 4.19, it can be observed that the most information comes from video but,

Classification Anticipation
Modality Linear Kernel RBF Linear Kernel RBF

Video 66.70% 70.47% 61.35% 66.49%
Audio 31.62% 35.49% 32.52% 34.26%

Sensors 46.27% 58.44% 43.89% 53.18%
Video+Sensors 69.37% 72.89% 68.89% 70.57%
Video+ Audio 67.27% 70.72% 61.52% 67.58%
Audio+Sensors 46.29% 58.83% 43.03% 54.04%

Video+Audio+Sensors 69.55% 73.75% 64.06% 70.29%

Table 4.19: Baseline Results: SVM.

Classification Anticipation
Modality k = 1 k = 3 k = 5 k = 7 k = 9 k = 1 k = 3 k = 5 k = 7 k = 9

Video 60.02% 59.81% 59.51% 59.53% 59.61% 61.78% 61.31% 60.57% 60.45% 59.73%
Audio 29.75% 30.92% 31.54% 32.30% 32.15% 30.94% 31.56% 32.44% 32.42% 32.79%

Sensors 52.44% 52.58% 54.16% 53.42% 53.81% 47.82% 48.28% 48.71% 49.30% 49.82%
Video+Sensors 62.95% 62.66% 62.40% 61.72% 61.58% 64.18% 63.15% 63.09% 62.32% 61.87%
Video+Audio 60.33% 60% 59.96% 59.76% 59.61% 62.05% 61.72% 60.72% 60.08% 60.29%

Audio+Sensors 54.49% 55.12% 55.57% 55.27% 54.63% 51.29% 52.11% 52.29% 52.19% 51.02%
Video+Audio+Sensors 63.24% 62.79% 62.42% 61.97% 61.76% 64.12% 63.61% 63.14% 62.27% 62.15%

Table 4.20: Baseline Results: K-NN.

combining this modalities with others, the accuracy values increase. Indeed, with

Rbf kernel, the video classification accuracy is 70.47% but, for example, considering

the combination between video and sensor, the accuracy result is 72.89%. Audio
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modality does not seem to be useful for action anticipation task because the accu-

racy values in classification and in Anticipation are not so higher than the other

modalities. With K-NN classifier, the same conclusions can be done.

To our experiences, the accuracy results in classification are higher than those

in prediction. With ST Multimodal dataset, it can be observed that this is true by

considering SVM classifier, whereas with K-NN classifier the prediction results are

higher than those in classification but the gap between them is not so large. For

example, in the third split for K = 3, the following accuracy results are achieved:

61.17% in classification and 64.14% in prediction. The corresponding confusion ma-

trices are shown in the Tables 4.21 and 4.22. As it can be observed, some activities

Desk Reading Typing Walking Sitting Standing Stairs
Desk 119 44 48 10 3 19 0

Reading 29 87 44 0 0 2 0
Typing 43 36 83 0 0 1 0
Walking 8 3 0 125 8 7 12
Sitting 7 0 0 7 59 7 0

Standing 11 1 0 14 9 46 0
Stairs 0 0 0 6 0 0 78

Table 4.21: Transition Matrix: classification of future sequences.

Desk Reading Typing Walking Sitting Standing Stairs
Desk 144 28 43 13 10 5 0

Reading 28 84 50 0 0 0 0
Typing 32 39 91 0 0 1 0
Walking 11 1 2 125 13 4 7
Sitting 5 1 0 6 67 0 1

Standing 13 4 2 18 4 40 0
Stairs 0 0 0 7 2 0 75

Table 4.22: Transition Matrix: classification of past clips (Anticipation).

are obvious, such as, Sitting, Standing and Stairs, indeed they are correctly classified

and predicted. In prediction (Table 4.22), the significant improvement is given by

the ”Desk” class that is successfully predicted 144 times whereas it is properly clas-

sified 119 times (Table 4.21). To better understand the Table 4.22, a study of how

many sequences are correctly predicted is shown in the Table 4.23. Since ”Desk”
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is properly anticipated 144 times and it has three possible past sequences, we may

ask ourselves which is the corresponding one. So, K-NN predicts it 52 times from

Typing, 39 times from Reading and 53 times from Sitting.

Past Fut Correct Mistake
Desk Reading 30 51

Reading Typing 50 32
Typing Desk 52 30
Desk Typing 41 40

Typing Reading 54 27
Reading Desk 39 42
Walking Stairs 75 9
Stairs Walking 75 8

Walking Sitting 67 13
Sitting Desk 53 27
Desk Standing 40 41

Standing Walking 50 30

Table 4.23: Study of how many sequences are correctly predicted.

4.4.5 Auto-encoder and Triplet Network

As sad in the Section 4.2, to anticipate the future activity by observing only data

related to past sequences, it is important to fill the gap between the accuracy val-

ues in classification and in prediction. To this aim, two different architectures are

considered: Auto-encoder and Triplet Network. In both cases, three 1D CNNs are

used. For the first network, the number of filters is 32,64 and 4 respectively and

a max-pooling layer is used to reduce the size of the output of each convolutional

layer. The output of encoder stream has dimension of 4040. For Triplet Network,

32,64 and 2 are the used filters and, to prevent overfitting, a kernel regularize equals

to 0.001 and a dropout of 0.2 are applied to each convolution layer during training

procedure. The size of the output of a branch of this network is 2020.

Auto-encoder. As it is possible to note in Table 4.16, ”Desk” is a most rep-

resented class in the dataset. So, since the gaol is to anticipate the future action,

to train an Auto-encoder, the training set is balanced by considering the future ac-

tivities. In particular, all sequences are added in order to have the same number
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of samples of Desk activity (727), therefore the following numbers of sequences for

each activity are added:

• Desk: 0;

• Reading: 243;

• Typing: 236;

• Walking: 238;

• Sitting: 489;

• Standing: 486;

• Stairs: 475.

In total, 2167 sequences are added and the training set has 5089 samples.

Tables 4.24 and 4.25 show the achieved results on action anticipation with SVM

and K-NN classifier, respectively. With K-NN classifier, the accuracy results are

Classification Anticipation
Baseline Baseline Auto-encoder

Linear Kernel RBF Linear Kernel RBF Linear Kernel RBF
69.55% 73.75% 64.06% 70.29% 62.11% 68.18%

Table 4.24: Auto-encoder: SVM Results.

Classification Anticipation
K Baseline Baseline Triplet
1 63.24% 64.12% 64.03%
3 62.79% 63.61% 63.67%
5 62.79% 63.14% 62.52%
7 61.97% 62.27% 61.97%
9 61.76% 62.15% 61.19%

Table 4.25: Auto-encoder: K-NN Results.

between the baseline accuracy values in classification and in prediction. For ex-

ample, for K=1, we have 63.24% in classification and 63.61% in prediction, with

auto-encoder 64.03% is achieved. For K=5 and K=9, the results are lower than
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those in baseline whereas, for K=7, we have the same baseline values in classifica-

tion. The accuracy values obtained with SVM classifier do not reach the baseline

results.

Triplet Network. To build a better embedding space where past and future

sequences, semantically correlated, are close, we exploited a Triplet network. Eu-

clidean metric is used to compute the distance between the transformation of the

inputs to minimize the following loss function:

L(y) = max(D(x, x+)−D(x, x−) +margin, 0) (4.3)

where D is the euclidean metrics between two feature representations and margin

is the margin to respect between positive and negative pairs.

To train the Triplet Network, it was necessary to create positive and negative

couples with binary labels (i.e., possible transaction vs not possible transaction) by

combining the sequences of the past and the future. Indeed, each past sequence is

paired with all the possible future activities, excluding those which past and future

are equal. Therefore the couples like Desk/Desk, Reading/Reading, and so on, are

not generated. If the past and future couple belong to one of the possible transitions

defined in Chapter 3 and listed in the first two columns of Table 4.23 (e.g. the past

activity is Desk and the following action is Typing), we assign a label 1, otherwise

if the past and future sequences are not possible (e.g. the past activity is Desk and

the future is Walking), we assign a label 0 for training purposes.

To create a balanced dataset, for each past sequences 30000 true couples and

an equal number of false pairs have been generated. For example, for Desk class,

10000 samples have been created for each of the following transitions: Desk/Reading,

Desk/Typing, Desk/Sitting, as possible transactions (label 1), and Desk/Walking,

Desk/Standing and Desk/Stairs as not possible transaction (label 0). Since Stairs

has only Walking as future activity, 30000 samples are considered only for the

possible transition with label 1, whereas 6000 samples are created for the other 5

false transitions (Stairs/Desk, Stairs/Reading, Stairs/Typing, Stairs/Sitting, Stairs/

Standing). In this way, 210000 couples with label 1 and 210000 pairs with label 0

are considered.

Tables 4.26 and 4.27 report the achieved results with SVM and K-NN classifiers,
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Classification Anticipation
Baseline Baseline Triplet

Linear Kernel RBF Linear Kernel RBF Linear Kernel RBF
69.55% 73.75% 64.06% 70.29% 57.52% 63.32%

Table 4.26: Triplet Network: SVM Results.

Classification Anticipation
K Baseline Baseline Triplet
1 63.24% 64.12% 64.65%
3 62.79% 63.61% 64.73%
5 62.79% 63.14% 64.14%
7 61.97% 62.27% 64.55%
9 61.76% 62.15% 64.18%

Table 4.27: Triplet Network: K-NN Results.

respectively. With K-NN, all baseline values for classification and anticipation are

improved. The best improvement is given by KNN with K = 7 and K = 9 where

the obtained results exceed 2% the baseline values. SVM classifier does not reach

the baseline values, indeed considering RBF Kernel, the values for classification is

73.75% and the one for anticipation is 70.29% with baseline representation, whereas,

the accuracy results with a Triplet Network is 63.32%. This may be due to the fact

that the hyperplanes generated with SVM fail to separate the features projected in

the embedding space, built with the Triplet Network which is specialised to work

with Euclidean space used by KNN.

The achieved results suggest that the selected activities can be anticipated by

considering both different modalities and a large number of transitions from past to

future.

4.5 Summary

This chapter presents results on action anticipation from multimodal data. Our

pipeline is evaluated on Stanford-ECM Dataset and on ST Multimodal Dataset.

We compared the performances of different architectures and classifiers.

Two different situations are evaluated. With Stanford-ECM Dataset, the antic-

ipation from a generic unknown activity to a specific action is considered whereas,
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with ST Multimodal Dataset, a future action is anticipated from a specific activity.

Preliminary results on Stanford-ECM Dataset suggest that multi-modality im-

proves both classification and prediction tasks, but we could not deeply take advan-

tage of deep learning approaches on multi-modal data due to a very limited dataset

for training the methods.

Populating a large dataset and improving the pipeline seem to suggest that

anticipate the future action is possible. Indeed, the number of transition of ST

Multimodal Dataset is almost sixteen times higher than Stanford-ECM Dataset.

Moreover, Triplet Network is able to fill the gap between the accuracy values in

classification and in prediction and to overcame them.
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Chapter 5

Conclusions

The main contribution of this thesis is related to the investigation of approaches

of Multimodal Learning and Action Anticipation. Anticipating the near future and

combining the information coming from different senses, such as eyes, skin etc., are

natural tasks for humans but they represent an open issue in Computer Vision and in

Deep Learning. Given the difficulties, action anticipation and multimodal learning

task have always been treated separately, as shown in Chapter 2.

The definition of the problem is really challenging, since it is associated to a

creation of a multimodal pipeline which combines the input features in order to

anticipate the future action. Since starting from past experiences, our brain is able

to associate similar semantic events and/or situation in order to generalize and un-

derstand the next action to be performed, we tried to anticipate future activity

by training a neural network with past sequences that represent human past ex-

periences. So, studying the data sequences, it is possible to detect a point, called

transition point, where the activity changes. This allowed us to adapt the dataset

and define the problem as follows. Given the time related to the action change, ac-

tivities were cut around its in order to generate past and future sequences. The past

clips were used to train a Neural Network to predict the future label by observing

data before the activity starts.

Section 2.5 revealed that many multimodal datasets available in the state of the

art were created for action recognition task and there is not any multimodal dataset

for action anticipation. Moreover, the definition of our problem involved the use

of more transitions from a past to a future activity but the datasets presented in

literature do not have enough to train a neural network. So, Chapter 3 described
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the collection procedure of a multimodal dataset that we created for action antici-

pation task, called ST Multimodal Dataset, which was collected with a smartphone

camera and a BlueCoin board. It comprises the following modalities: video, audio,

tri-axial accelerometers, tri-axial gyroscope, tri-axial magnetic field, pressure and

temperature. 7 daily activities that are quite common in an office are acquired from

19 participants.

The approaches presented in Section 4.1 and in Section 4.3 is able to combine

visual data and sensor information and project them in a new feature space (em-

bedding space) where the semantically correlations between data are considered. In

other word, past and future sequences semantically correlated are represented close

to each other in an embedding space, otherwise they are projected in two different

places of the space. Our approaches exploited different deep architectures (Autoen-

coder and Siamese Network in 4.1, Autoencoder and Triplet Network in Section

4.3) which were evaluated with SVM and K-NN classifiers for different kernels and

for different values of K, respectively. Moreover, to identify the contribution of

each signal, as baseline, each modality and combination of all of them were clas-

sified. Moreover, the comparison between the accuracy values in classification and

in anticipation was considered. In classification, the features related to future clips

were classified whereas the past features and the future labels were considered in

anticipation.

The achieved results suggest the following insights. The first results have been

shown that, comparing inputs with each other, the higher accuracy value is given by

visual modality. This value is consistent with human senses. Indeed, humans rely

on sight to capture main significant information. Combining the different modalities

between them, the accuracy values increases. In general, it was also observed that

the results in classification were higher than those in anticipation. This allowed

us to define as goal the filling of the gap between baseline accuracies by using a

Neural Network. In this case, results have been shown that, populating a large

dataset and improving the pipeline, the anticipation of the future action is possible.

For example, with a Triplet Network and a KNN classifier, the achieved results

overcome the baseline results by 2%. Moreover, the test results suggest that using

video, sensor data and their combination can achieve higher accuracy in classification

and in anticipation respect to the audio signals.
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Future works could be devoted to extend the dataset collecting more sequences

and to acquire bigger labelled multimodal datasets considering different environ-

ments and activities. In this thesis, early concatenation technique was used to

concatenate the features of the different data. Different approaches to fuse data

collected from different devices can be taken into account. For example, it could

be used an attention mechanism in order to weight each modality. Furthermore,

other neural network architectures, such as RNNs and LSTMs that keep, in the

hidden units, information related to the previous elements of the sequences, could

be considered to address the problem of action anticipation task.

The achieved results are very interesting because they allow to consider new ap-

plications. In fact, anticipating future actions from different data may improve fields

such us health care and surveillance. For example, in a driving system is possible

to capture not only visual data from a camera installed in a car, but this device can

collect other signals, such as GPS, inertial sensor, audio from microphones, and so

on. They could be used to improve the existing system to predict accidents even

before they occur. In addition, research can be extended to applications aimed at

increasing the interaction between humans and robots or simply between robots.
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Appendix A

A Digital Countryside Notebook

for Smart Agriculture and

Oranges Classification

In this paper, we propose a system useful to monitor land property based on IoT

cloud platform. It involves the dislocation of a series of sensors on the agricultural

field in order to detect all the interesting parameters to monitor and manage the

land property, such as temperature, humidity, solar irradiation, etc. Through a

wireless network, a cloud platform receives and examines these data. The proposed

system represents a first prototype with respect to a classic countryside notebook.

The farmers usually use this document to report every operation on the product,

ensuring its traceability. More specifically, we propose a digitalization of countryside

notebook and develop a ”K-NN Oranges Variety Classifier” to help the land owner

for the automatic labelling of the acquired images of an orange plant among different

varieties. The mobile App, shown in Figure A.1, was developed to work on an

Android operating system.

Figure A.1: Screenshots of our countryside notebook.
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Appendix B

Generalised Gradient Vector Flow

for Content-aware Image Resizing

Image retargeting is devoted to preserve the visual content of images with a proper

resizing, removing vertical and/or horizontal paths of pixels which contain low se-

mantic information. In this paper, we present a new method for image retargeting

which is based on GGVF. We assess and investigate the importance of one of the

main involved parameter (K) of GGVF, which balances the smoothing term and

data term. The proposed approach has been compared with respect to a method

based on GVF [170] and a seam carving approach [171] and it has been tested by

considering a data set of 1000 images and varying the percentage of resizing from

10% to 50% and for different values of the aim involved parameter K.

Results show that our algorithm better preserves the important information com-

pared to GVF and Seam Carving approaches, as shown in Figure B.2 and Figure

B.3. The three algorithms have different behaviours. In particular, comparing the

seems generated by the proposed algorithm (3th column) and the ones generated

by the GVF scheme (5th column) or by the seam carving approach (7th column),

is possible to observe that the methods of the state of the art remove information

from the object introducing deformations and distortions on the image, whereas the

GGVF approach preserves the visual content of the scene by maintaining both size

of the objects and the details related the visual stimuli of textures and edges.

To evaluate the performance of our algorithm for different values ofK, for each i−
th image, we considered the number of pixels in its binary mask pbmi and the number

of successfully preserved pixels after the application of the Seam Carving (SC), the

GVF and the GGVF methods, denoted as nSCi , nGV Fi and nGGV Fi respectively. The
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quality of a resized image is evaluated by considering the ratio between nmi and pbmi :

qmi =
nmi
pbmi

(B.1)

where m ∈ {SC,GV F,GGV F} is the resizing method applied to the input image.

Based on these definitions, the following evaluation score is computed:

Score2 =
1

N

|T |∑
i=1

qmi (B.2)

Table B.1 shows the achieved experimental results in terms of average Score2, by

varying the resizing factor and the value of K. The achieved results suggest that

there is a relationship between K and the percentage of resizing. However, when

the resizing factor is set to extreme values, the performances start to decrease after

a certain value of K.

0.001 0.05 0.75 1 1.25
10% 72.7% 74.7% 78.2% 77.7% 77.9%
20% 65.!% 65.6% 67.7% 68.2% 67.6%
30% 56.4% 56.8% 57.6% 58.2% 57.1%
40% 50.3% 51.4% 48.4% 47.7% 46.7%
50% 44.1% 43.9% 38.9% 37.7% 37.7%

Figure B.1: Score2 obtained with Equation B.2.

Figure B.4 shows three examples with a scale factor of 40%. The 2th and 4th

columns show the results obtained by GGVF (with the best choice for K), by GVF

and by Seam Carving respectively. The values reported under each image are the

cost obtained with Equation B.1. The 5th column highlights how our approach better

preserves the main object of the input image with respect to other algorithms (6th

and 7th column).
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Figure B.2: Examples of image resizing at 70% of the original width. Original image (1th

column), binary mask (2th column), seams generated by our approach with K = 1 (3th

column), our result (4th column), seams generated by GVF (5th column), GVF result (6th

column), seams generated by Seam Carving (7th column) and its result (8th column).

Figure B.3: Examples of image resizing at 50% of the original width. Original image (1th

column), binary mask (2th column), seams generated by our approach with K = 0.05 (3th

column), our result (4th column), seams generated by GVF (5th column) and GVF result
(6th column), seams generated by Seam Carving (7th column) and its result (8th column).
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Figure B.4: Examples of image resizing at 40% of the original width. The original images
are shown in the first column. The second column reports the resizing results obtained
by applying GGVF and the related cost (i.e., Equation B.1). The third column shows the
results obtained by GVF, whereas the fourth column reports the Seam Carving results.
The last three columns show some details of the outputs obtained by GGVF, GVF and
Seam Carving.



101

Bibliography

[1] H. McGurk and J. MacDonald. “Hearing lips and seeing voices”. In: Nature

264 (Dec. 1976), pp. 746–748.

[2] A. Zadeh, M. Chen, S. Poria, E. Cambria, and L.-P. Morency. “Tensor Fu-

sion Network for Multimodal Sentiment Analysis”. In: Proceedings of the 2017

Conference on Empirical Methods in Natural Language Processing. Copen-

hagen, Denmark: Association for Computational Linguistics, Sept. 2017, pp. 1103–

1114. doi: 10.18653/v1/D17- 1115. url: https://www.aclweb.org/

anthology/D17-1115.

[3] J. Ngiam, A. Khosla, M. Kim, J. Nam, H. Lee, and A. Y. Ng. “Multimodal

Deep Learning”. In: Proceedings of the 28th International Conference on Ma-

chine Learning. Omnipress, 2011, pp. 689–696. isbn: 978-1-4503-0619-5. url:

http://dl.acm.org/citation.cfm?id=3104482.3104569.

[4] N. Srivastava and R. Salakhutdinov. “Multimodal Learning with Deep Boltz-

mann Machines”. In: Journal of Machine Learning Research 15 (2014), pp. 2949–

2980. url: http://jmlr.org/papers/v15/srivastava14b.html.

[5] Y. Aytar, C. Vondrick, and A. Torralba. “See, Hear, and Read: Deep Aligned

Representations”. In: abs/1706.00932 (2017). arXiv: 1706.00932. url: http:

//arxiv.org/abs/1706.00932.

[6] H. Hotelling. “Relations between two sets of variates ”. In: Biometrika 28.3-

4 (Dec. 1936), pp. 321–377. issn: 0006-3444. doi: 10.1093/biomet/28.3-

4.321. eprint: http://oup.prod.sis.lan/biomet/article-pdf/28/3-

4/321/586830/28- 3- 4- 321.pdf. url: https://doi.org/10.1093/

biomet/28.3-4.321.

[7] G. Andrew, R. Arora, J. Bilmes, and K. Livescu. “Deep Canonical Correlation

Analysis”. In: Proceedings of the 30th International Conference on Interna-

tional Conference on Machine Learning - Volume 28. ICML’13. Atlanta, GA,

https://doi.org/10.18653/v1/D17-1115
https://www.aclweb.org/anthology/D17-1115
https://www.aclweb.org/anthology/D17-1115
http://dl.acm.org/citation.cfm?id=3104482.3104569
http://jmlr.org/papers/v15/srivastava14b.html
https://arxiv.org/abs/1706.00932
http://arxiv.org/abs/1706.00932
http://arxiv.org/abs/1706.00932
https://doi.org/10.1093/biomet/28.3-4.321
https://doi.org/10.1093/biomet/28.3-4.321
http://oup.prod.sis.lan/biomet/article-pdf/28/3-4/321/586830/28-3-4-321.pdf
http://oup.prod.sis.lan/biomet/article-pdf/28/3-4/321/586830/28-3-4-321.pdf
https://doi.org/10.1093/biomet/28.3-4.321
https://doi.org/10.1093/biomet/28.3-4.321


Bibliography 102

USA: JMLR.org, 2013, pp. III–1247–III–1255. url: http://dl.acm.org/

citation.cfm?id=3042817.3043076.

[8] P. Lai and C Fyfe. “Kernel and nonlinear canonical correlation analysis”. In:

Int. Journal of Neural Systems 10 (Nov. 2000), pp. 365 –377. doi: 10.1016/

S0129-0657(00)00034-X.

[9] M. Dalla Mura, S. Prasad, F. Pacifici, P. Gamba, J. Chanussot, and J. A.

Benediktsson. “Challenges and Opportunities of Multimodality and Data Fu-

sion in Remote Sensing”. In: Proceedings of the IEEE 103.9 (2015), pp. 1585–

1601. issn: 0018-9219. doi: 10.1109/JPROC.2015.2462751.

[10] K. Noda, H. Arie, Y. Suga, and T. Ogata. “Multimodal integration learning

of robot behavior using deep neural networks”. In: Robotics and Autonomous

Systems 62.6 (2014), pp. 721 –736. issn: 0921-8890. doi: https://doi.org/

10.1016/j.robot.2014.03.003. url: http://www.sciencedirect.com/

science/article/pii/S0921889014000396.

[11] A. Eitel, J. T. Springenberg, L. Spinello, M. Riedmiller, and W. Burgard.

“Multimodal deep learning for robust RGB-D object recognition”. In: 2015

IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS).

2015, pp. 681–687. doi: 10.1109/IROS.2015.7353446.

[12] A. Wali and A. M. Alimi. “Multimodal Approach for Video Surveillance

Indexing and Retrieval”. In: Journal of Intelligent Computing 1 (4 2010),

pp. 165–175. arXiv: 1308.1150. url: http://arxiv.org/abs/1308.1150.

[13] Y. Tang, D. Wu, Z. Jin, W. Zou, and X. Li. “Multi-modal metric learning for

vehicle re-identification in traffic surveillance environment”. In: 2017 IEEE

International Conference on Image Processing (ICIP). Sept. 2017, pp. 2254–

2258. doi: 10.1109/ICIP.2017.8296683.

[14] A. Krizhevsky, I. Sutskever, and G. E. Hinton. “ImageNet Classification with

Deep Convolutional Neural Networks”. In: Advances in Neural Information

Processing Systems 25. Ed. by F. Pereira, C. J. C. Burges, L. Bottou, and

K. Q. Weinberger. Curran Associates, Inc., 2012, pp. 1097–1105. url: http:

//papers.nips.cc/paper/4824-imagenet-classification-with-deep-

convolutional-neural-networks.pdf.

http://dl.acm.org/citation.cfm?id=3042817.3043076
http://dl.acm.org/citation.cfm?id=3042817.3043076
https://doi.org/10.1016/S0129-0657(00)00034-X
https://doi.org/10.1016/S0129-0657(00)00034-X
https://doi.org/10.1109/JPROC.2015.2462751
https://doi.org/https://doi.org/10.1016/j.robot.2014.03.003
https://doi.org/https://doi.org/10.1016/j.robot.2014.03.003
http://www.sciencedirect.com/science/article/pii/S0921889014000396
http://www.sciencedirect.com/science/article/pii/S0921889014000396
https://doi.org/10.1109/IROS.2015.7353446
https://arxiv.org/abs/1308.1150
http://arxiv.org/abs/1308.1150
https://doi.org/10.1109/ICIP.2017.8296683
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


Bibliography 103

[15] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V.

Vanhoucke, and A. Rabinovich. “Going deeper with convolutions”. In: The

IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

June 2015, pp. 1–9.

[16] K. Simonyan and A. Zisserman. “Very Deep Convolutional Networks for

Large-Scale Image Recognition”. In: CoRR abs/1409.1556 (2014). url: http:

//arxiv.org/abs/1409.1556.

[17] H. Hermansky and N. Malayath. “Spectral basis functions from discriminant

analysis.” In: International Conference on Spoken Language Processing. Jan.

1998.

[18] A. Furnari, S. Battiato, and G. M. Farinella. “Leveraging Uncertainty to Re-

think Loss Functions and Evaluation Measures for Egocentric Action An-

ticipation”. In: European Conference on Computer Vision – ECCV 2018
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