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Introduction

The muon was discovered in 1936 by American physicists C. D. Anderson
and S. Neddermeyer during their extensive cloud-chamber experiments
at the California Institute of Technology for the purpose of studying the
energy lost by cosmic rays in matter. From their results, they concluded
that “there exist particles of unit charge, but with a mass larger than that
of a normal free electron and much smaller than that of a proton” [1]. For
this reason, Anderson initially gave it the name of mesotron. In 1937 J. C.
Street and E.C. Stevenson, while working at Harvard University, estab-
lished beyond any doubt the existence of this new particle and provided
a fairly estimate of about 200 electron masses for its mass [2]. Since that
moment, the history of muon science began.

The idea of using muons as a probe to inspect the internal structure
of large size objects dates back to 1955 with the pioneer work of E.P.
George [3]. He measured the muon flux inside and outside a tunnel to
calculate the transmission rate and measured an areal density of overbur-
den rock consistent with the result of drilling and sampling at the same
site. He took this measurement with a Geiger counter and, therefore, he
wasn’t able to image the density structure. A milestone in the develop-
ment of muography - or muon radiography - is the famous experiment of
L. Alvarez in 1970 [4]. He attempted to use spark chambers with digital
readout units inside the Chephren’s pyramid in Egypt to search for hid-
den chambers. Although the collaboration did not succeeded in this goal,
they demonstrated that the areal density of the pyramid was measured
with a precision of 2% over a muon path of 100 m of limestone rock.
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The high visibility and historical importance of the target, had given
a big resonance to the work of Alvarez. The same thing happened al-
most fifty years later, in 2017, after that a secret chamber was discov-
ered inside the 4500 years old Great Pyramid in Giza, Egypt, by means
of muon radiography [5]. But in the last fifteen years, we are witness-
ing the return of muon-based imaging and the plethora of application
fields requiring penetrating probes is continuously expanding. Archaeol-
ogy, geology, mining, civil engineering and civil protection are all fields
where muon imaging is applied as an inspection method complementary
to traditional techniques, with the aim to overcome their limitations or to
access information otherwise unachievable.

Here, the results of the first multi-year muography experiment at Etna
Volcano is presented. The Muography of Etna Volcano (MEV) project
started in 2016 and the candidate took part in all activities since the
beginning, as will be explained in the following. The collaboration in-
volves physicists and engineers belonging to Department of Physics and
Astronomy “E. Majorana”, University of Catania, National Institute for
Nuclear Physics (INFN) - Catania division and Southern National Lab-
oratory (LNS), and National Institute for Astrophysics (INAF) - Catania
Astrophysical Observatory, geophysicists and volcanologists from both
Department of Biological, Geological and Environmental Sciences, Uni-
versity of Catania, and from National Institute for Geophysics and Vol-
canology (INGV) - Etna Observatory [6].

Volcanic activity is regulated by complex coupled phenomena occur-
ring in the plumbing system, from shallow depths to several kilometers
below the ground surface. In persistently active volcanoes (like Etna),
paroxysmal activity occurs when the system is driven out of its dynam-
ical equilibrium state [7]. Mitigation of volcanic hazards relies on the
capability of interpreting surface observation in terms of subsurface pro-
cesses that may tip a volcano out of its equilibrium state. Monitoring
of active volcanoes and also the investigation of their internal structure
is presently based on the study of ground deformation, seismicity, gas
emission and gravity, in particular to determine the density distribution
inside the structures [8, 9]. Despite great improvements, gravity survey-
ing remains a challenging, costly and difficult method, especially under
harsh environmental conditions and in presence of very uneven topogra-
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phy [10]. Furthermore, conventional gravity measurements may quickly
reach their limits in applications where high resolution is required to
monitor density changes [11]. Get access to high resolution density maps
of lava domes and plumbing systems subject to high hydrothermal vari-
ations is of primary importance to better constrain hazard models. This
blind spot represents a vulnerability of volcano monitoring systems ex-
clusively based on traditional techniques. Nevertheless, they allow to get
reliable information about processes that occur at greater depth and on
the whole density structure. Instead, muon radiography is limited to the
shallow levels of volcanic edifice and gives information only on portions
of the structure crossed by these particles. The just exposed differences
between the two methods stress the importance to elaborate muon trans-
mission data to improve also gravity surveying.

For the benefit of readers that are approaching for the first time to
muon radiography and for the sake of completeness, the second part of
this introduction is spent to remind principles underlying muon radiog-
raphy. In the end, the history of muon imaging applications to volcanoes
is summarized. Readers already familiar with this arguments may skip
these lines and go to the first chapter for the design of the first muon
telescope detector built within the MEV project. The second chapter de-
scribes procedures implemented to reconstruct muon tracks from raw
data and characterize telescope performance. Third chapter, in conclu-
sion, shows the preliminary muography results obtained until now with
the first detector prototype operating on the slope of Etna North-East
Crater.

Muon imaging principles

Cosmic-ray muon flux

Today we know that cosmic-ray muons are continuously irradiating ev-
erything on the Earth surface. At sea level, the integral intensity of verti-
cal muons is approximately 70 m−2s−1sr−1, with a rough cos2(θ) depen-
dence, where θ is the zenith angle measured from the vertical axis [12].
Primary cosmic rays arriving at the top of the atmosphere are composed



4

of about 98% of protons and ions, while the remaining 2% of electrons.
The first group consists of 87% of protons, 12% of Helium nuclei (alpha
particles) and the last 1% of heavier nuclei. The interaction of primary
cosmic-ray protons with nuclei like N, O, and others in air, produces a
large quantity of pions (π) and kaons (K), as well as nucleons. These
particles, referred as “secondaries”, have sufficient energy to continue the
cascade multiplication until energy per nucleon goes below threshold for
pion production, about 1 GeV [13]. Protons lose energy by ionization and
the major part of them with energy lower than 1 GeV stops in the atmo-
sphere. Neutral pi mesons (π0) with their short lifetime, 8.52 × 10−17s,
decay in two γ-rays, each of which initiates an electromagnetic shower.
Muons in the atmosphere are favourable produced mainly by the decay
of charged mesons. The most important decay channels with their re-
spective branching ratio are:

π− → µ− + νµ

π+ → µ+ + νµ

}
(∼ 100%) ,

K− → µ− + νµ

K+ → µ+ + νµ

}
(∼ 63.5%) .

In turn, low energy muons decay into electron or positron and electron
and muon neutrinos:

µ− → e− + νe + νµ

µ+ → e+ + νe + νµ

}
(∼ 100%) .

Figure 1 shows the vertical fluxes of principal cosmic-ray components
in atmosphere in the energy region where particles are most numerous
(except for the electrons, which are most numerous near their critical
energy, which is about 81 MeV in air).

The fundamental properties of muons and also their interactions with
other particles are the basis for muography, as for each research using
these particles. In one sentence, they can be depicted as follows:

Muons are unstable elementary particles of two charge types (pos-
itive µ+ and negative µ−) having a spin of 1/2, an usual mass of
105.6 MeV/c2 and 2.2 µs lifetime.
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Figure 1: Vertical fluxes of cosmic rays particles (except photons) as a
function of the depth in the atmosphere, taken from [12]. Points are
measurements for negative muons above 1 GeV [14–19].
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These properties explain why muons weakly interact with matter and
dominates by more than one order of magnitude the flux of other cosmic
particle at sea level. With their large mass compared to electron (mµ ≈
207 me), muon energy loss by Bremsstrahlung is 40000 times smaller than
that of electrons with the same energy, being proportional to 1/m2. Ion-
ization and excitation, therefore, dominate the muon energy loss up to
energies of about 500 GeV.

Muons produced in the interaction of high energy primary cosmic
rays have high β, consequently, and are extremely penetrating, because
they have virtually no nuclear interaction and their ionization losses are
small. To an external observer, they decay with a lifetime of 2.2 × 10−6γ s
because of relativistic time dilatation, where γ is the Lorentz factor, γ =(
1 − v2/c2)−1/2. This lifetime translate into a long mean decay length L in

air, given by L [km] = 6200 × E [TeV] [13]. Because muons are created at
an altitude of about 10 km, the ones with energy E ≥ 2 GeV [γ ≥ 20] suffer
little decay during the time required to observe them at Earth surface. At
larger θ, i.e. near the horizontal, muon path in the atmosphere becomes
longer and this favours the decay of low energy muons, resulting in a
increased mean energy. Figure 2 shows the muon energy spectrum at sea
level for four angles.

A semi-empirical extrapolation formula for the mean flux at sea level,
valid when muon decay is negligible (E > 100 GeV/ cos θ) and the Earth
spherical shape can be neglected (θ < 70◦), is:

dN
dEdΩ

≈ A
0.14E−γ

cm2 s sr GeV
×

⎛⎝ 1

1 + a0Ẽ cos θ⋆

Eπ

+
B

1 + a1Ẽ cos θ⋆

EK

+ rc

⎞⎠ , (1)

where the two terms represents the contribution of pions and kaons to
muon yield. The parameters A, γ and rc refer to the overall scale factor,
spectrum index and ratio of the prompt muons to pions, respectively [32].
The original equation of the spectrum was proposed by T. K. Gaisser with
A = 1, B = 0.054, γ = 2.7, θ = θ⋆, Ẽ = E, Eπ = 115 GeV, EK = 850 GeV
and a0 = a1 = 1.1 [20]. The new variable θ⋆ represents the angle of
incoming primary cosmic ray respect to the normal to upper atmospheric
layer. It is introduced to distinguish it from the zenith angle θ measured
on the ground surface and take into account the spherical geometry of
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Figure 2: Spectrum of muons at θ = 0◦, θ = 60◦, θ = 75◦ and θ = 87◦.
Experimental data are taken from [20], [21–31]. The line plots represents
the fits of the modified Gaisser parameterization to experimental data in
the low energy regime by Eqs. (1), (2) and (3). Reprinted figure with
permission from [32], Copyright (2019) by the American Physical Society.
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the Earth. This correction is important at large angles (θ > 70◦), at which
particles have to traverse greater thickness of atmospheric layer. In low
energy limit, the original Gaisser parametrization is significantly higher
than the observed values. In addition, E needs to be slightly modified
by the energy loss through the atmosphere (∆). To take into account
all these requirements, the following adjustments are adopted for E <
100 GeV/ cos θ:

rc = 10−4, (2a)

Ẽ = E + ∆, with ∆ = 2.06 × 10−3
(

950
cos θ⋆

− 90
)

, (2b)

A = 1.1

(
90
√

cos θ + 0.001
1030

)( 4.5
E cos θ⋆ ,

)
, (2c)

cos θ⋆ =

√
x2 + p2

1 + p2xp3 + p4xp5

1 + p2
1 + p2 + p4

, (2d)

where x ≡ cos θ, p1 = 0.102573, p2 = −0.068287, p3 = 0.958633, p4 =
0.0407253, and p5 = 0.817285. It should be noted that cos θ inside the
square root in Eq. (2c) doesn’t have a star. In the lowest energy region
(E ≤ 1 GeV/ cos θ⋆), the modifications by Eqs. (2) are not sufficient to fit
the data. The substitution

E → 3E + 7 sec θ⋆

10
(3)

is made before E is passed to Eqs. (2). The complete set of Eqs. (1–3)
is based on the world data set. The modified Gaisser formula strongly
departs from data only at very large angle (θ > 85◦) and the worst dis-
agreement reaches 40%, but it occurs only at low energy (Eµ0 < 10 GeV).
Hence, the integrated spectrum is dominated by the accurate parts of the
parameterization at small angles.

Cosmic muon flux may be considered stable at first approximation,
but, in fact, there are some factors that can induce variations both in space
and time. The list of possible agents which affect muon flux includes:
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• altitude: as can be seen in Fig. 1, muon flux intensity and compo-
sition depends on altitude, i.e on the path between air shower cores
and observation point;

• latitude: Earth’s magnetic field acts as a filter against low energy
primary cosmic ray, when they travel through magnetosphere be-
fore reaching the atmosphere. Close to the equator particles need
to have a minimum rigidity to reach the atmosphere, resulting in a
lower flux compared to the regions near geomagnetic poles;

• solar activity: variations in the solar wind velocity modulate the low
energy spectrum of cosmic ray particles in the atmosphere;

• atmospheric conditions (e.g. temperature, density, pressure) change
the characteristic of cosmic rays interactions in air and, thus, in
muon production.

Among these factors, altitude is the most relevant for muon imaging. It
can determine time-independent effects which produce a significant dis-
crepancy between measured and modelled or simulated muon flux, if
the latter refer to sea level. Other effects could be disregarded, except
for seasonal atmospheric fluctuations that should be taken into account
if experiments are repeated at different times. Long term measurements
by means of underground detectors (MACRO detector, in the Gran Sasso
Laboratory, Italy, and IceCube Observatory, deep in the Antarctic ice)
found a seasonal fluctuation in high energy muon rate between ±5% and
±10% [33,34]. In both cases, a high correlation between temperature vari-
ation in the atmosphere above observation points and fluctuation in muon
integral intensity was found. Values reported in literature for correlation
coefficient between pressure changes and muon intensity is of the order
of −0.5% per mbar for energies around 10 GeV, that implies negligible
muon intensity fluctuations for typical pressure variations of a few tens
of mbar.

Muon interaction in matter

The interaction of muons with atoms of matter they cross results in a loss
of energy and in a deviation from their initial direction (scattering), as for
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every charged particle. It is possible to distinguish two kinds of muon
imaging, according to which effect of interaction they are based on.

Deviation muography relies on the tracking of the scattering angle
of individual muons in order to produce a density map of the object in
study. According to Moliere theory, the angular deviation due to the ad-
dition of many small interactions roughly follows a Gaussian distribution
of zero mean value and standard deviation θM:

θM =
13.6 MeV

βcp
Q
√

x
X0

(1 + 0.038 ln (x/X0)) , (4)

where p is the particle momentum in MeVc−1, β is the relativistic factor,
Q is the absolute charge of muon, x is the material thickness and X0 is
the radiation length typical of the medium. X0 decreases rapidly as the
atomic number of the material grows up, and θM increases consequently.
However, target maximum size is limited by the requirement of tracking
muons both before and after traversing it. Furthermore, this technique is
valid only for scattering centres confined in such a way that it is possible
to assume that a single main diffusion event takes place. The Muon Portal
Project is an application of deviation muography for container inspection
from outside, in which the candidate was involved during the last part of
commissioning phase [35].

Here, we consider the usage of muons to inspect the internal structure
of gigantic objects according to the well-known concept of radiography.
The most popular radiography is the X-ray image of the human body. In
general, it is possible to consider the following definition:

Radiography is an imaging technique using energetic particles to
reveal the opacity, i.e density times length, of an object. A certain
amount of particles projected to the object is absorbed, depending
on its density distribution. Particles that pass through the object
are captured by a detector behind it.

In the previous lines are summarized the key elements to produce a ra-
diography: a source of energetic particles and a detector. As depicted
in Table 1, among various particles, muons are the most suited for very
large-size object such a mountain.

Muon energy loss in matter depends on the material density ρ and on
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Particle Basic interaction Penetration characteristics

Electron, X-ray Electromagnetic A few meters or less for
conversion

Proton, neutron,
pion

Strong and
electromagnetic

∼10 m for absorption

Neutrino Weak Earth-size and difficult
to detect

Muon Electromagnetic and
weak

102 − 103 m and easy to
detect

Table 1: Scale of radiography by various particles, taken from [36].

its size. It is possible to formally define a new quantity, the opacity ϱ, as

ϱ (L) =
∫

L
ρ (x) dx, (5)

where x is the muon path measured along particle trajectory L. In other
words, opacity is the density integrated over the path length. Cosmic-ray
muons are relativistic particles which weakly interact with matter, mainly
through ionization. The loss of energy can be written as:

−dE
dϱ

= a (E) + b (E) , (6)

where a and b are functions depending on the properties of the traversed
material. The a function describes the energy loss due to ionization, while
b summarizes the contribution of all other processes, i.e. Bremsstrahlung,
nuclear interactions and e+e− pair production. In the approximation that
these slowly-varying functions are constant, the mean range ϱ0 (g cm−2)
of a muon with initial energy E0 is given by

ϱ0 ≈ 1
b

ln
(

1 +
E0

Eµc

)
, (7)

where Eµc = a/b is the “muon critical energy”, i.e energy at which ioniza-
tion and radiative losses are equal. Particle Data Group (PDG) provides
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numerical values for a and b for a variety of materials and a wide range
of energies.

Now it is possible to establish a relationship between mean range and
intensity of penetrating cosmic-ray muons. Once that ϱ0 is given, the min-
imum energy Emin

µ required to penetrate through a given thickness can be
extrapolated from PDG tables in continuous slowing down approxima-
tion (CSDA); integrating Eq. (1) from Emin

µ gives the expected muon flux
Nµ(Emin

µ , θ). Figure 3 shows the penetrating muon flux at different zenith
angles θ as a function of standard rock thickness, as defined in [37].

Figure 3: Muon intensity versus standard rock thickness. Plot is obtained
by (i) fitting energy and CSDA range values from PDG table in [37] with
Eq. (7) to get a and b and calculate Emin required to traverse a given
thickness. This value is used for integrating Eq. (1) and retrieve the flux
at certain depth. Calculation and plot were made with MATLAB.

The probability of a muon to cross a certain amount of matter depends
on its initial energy and on the energy loss in traversing the medium. As
shown in Fig. 2, getting closer to the horizontal, muon flux has a lower
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mean intensity, but the number of particles with energy higher than few
GeV increases. In order to inspect the inner part of geophysical-scale
object, near horizontal muons are the best candidates because both flux
and probability to pass the target are reasonably high (see Fig. 3). Mea-
suring the fraction of muons passing through an object along different
directions from a fixed point of view gives access to the target opacity
integrated along these directions. If the traversed thickness through the
object is known, opacity map can be transformed in density map.

This technique is usually referred as transmission muography, because
the image appears while crossing muons add-up. Compared to deviation
muography, transmission mode requires only one particle detection ap-
paratus (commonly called telescope), which reconstructs muon trajectory
in order to infer its path through the studied object. A fundamental as-
sumption in this context is that muons follow a straight path traversing
the object, i.e. Multiple Coulomb Scattering (MCS) can be neglected and
the particle trajectory can be back-projected to reconstruct the linear path
of muons inside the target, at least in first approximation.

Muon imaging application to volcanoes

The renewed interest in muon imaging originated in Japan for the appli-
cation to volcanoes. The first proposal of studying the inner structure of
a volcano using muons as a probe belongs to K. Nagamine in 1995 [38].
In 2003, H. Tanaka produced the first muon radiography of a volcano in
which the structure of the central crater was recognized [39]. This exper-
iment was the proof that muography can obtain results to complement
measurements by micro-gravimetry and resistivity. Since that moment,
many successful applications of muon imaging by Japanese group fol-
lowed [40–43].

At the beginning of 2008, the collaboration between three French insti-
tutes (Institut de Physique du Globe de Paris, Institut de Physique Nucle-
aire de Lyon and Geosciences Rennes) initiated the DIAPHANE project
to promote muon tomography in the French Earth Science and Particle
Physics communities [44]. It was the first European project of muogra-
phy applied to volcanoes. They performed an independent and original
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development of the method after building several scintillator-based de-
tectors and they set many theoretical limits for muon imaging, in partic-
ular the feasibility study formula to define the application domain of this
analysis [45]. The French collaboration accomplished many long-term
measurements in several volcanic sites (Italy, Philippines, Guadeloupe),
including Etna [46, 47]. Later, they recognized for the first time, and
corrected, that the density estimated with muography in some config-
urations is biased by the presence of an upward muon flux, entering the
telescope from rear to front, which mimic the signal of downward going
particles coming from the target [48].

In 2014 Tanaka team and DIAPHANE collaboration developed inde-
pendently two different methods to join muon radiography and grav-
ity data, showing the advantage in resolving small-scale density varia-
tions [11, 49]. In recent years, both groups showed evidence of integrated
muon flux variations directly related to surface activities of theirs vol-
canoes, i.e. fumarole appearance and magma dynamics in the conduit,
respectively. These results have reinforced the hope that in the future
muon radiography can represent an alert system for potential eruption
risk and not only an useful method to fully understand volcano structure
and constrain hazard models.

The potential impact of muon imaging has led new emerging collabo-
rations to build their telescopes and equip other volcanoes with muon in-
strumentation, often experimenting with techniques different from those
previously used. TOMUVOL is a collaboration initiated in 2009, joining
other three French laboratories. Its reference site is Puy de Dôme, an
extinct volcanic dome near Clermont-Ferrand, France. They performed
a muon radiography in 2013 [50] and a comparison between different
technologies [51]. Subsequently they repeated the measurement at Puy
de Dôme together, but as two independent experiments, with the MU-
RAY collaboration and its telescope [52]. MU-RAY was the first Italian-
based muon imaging project, started in 2010, and it involved researchers
mainly from INFN - Naples division, and INGV - Osservatorio Vesu-
viano [53]. In 2012 they acquired first muon transmission data through
Mount Vesuvio [54]. The experience acquired with the MU-RAY detec-
tor prototype represents the basis of the new MURAVES project, led by
INGV and INFN and funded by the Italian Ministry of University and
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Research (MIUR) [55].
In 2012, a Hungarian group from the Wigner Research Center (WRC)

for Physics, Budapest, also started research on muon imaging. Initially,
they focused on the development of portable detector for cosmic muon
radiography of underground cavities [56, 57]. In recent years, the group
from WRC and the Japanese group led by Tanaka started a collaboration
and produced a muon radiography of the Sakurajima Volcano, Japan,
with the highest resolution yet achieved [58].

Between 2011 and 2012 a muon transmission data tracking campaign
was performed at Stromboli volcano, Italy, by a group of researchers in-
cluding also people from some of the aforementioned collaborations. The
results of this measurement were published only recently and displayed
the first muographic image of this large strato-volcano [59].



Chapter 1
MEV muon-tracking detector

The cornerstone of every transmission muography experiment is a detec-
tor able to track particles inside its field of view (FOV), in such a way that
it is possible to reconstruct their incoming direction and measure their
flux. In the field of muon-radiography applications, such an apparatus
is usually referred as muon telescope, independently of the charged parti-
cle detection technique it is based on. In order that the telescope works
properly in transmission mode, it is necessary that no other macroscopic
object lies behind the target so that it will remain the unique cause of
muon flux attenuation.

It was already mentioned in the Introduction that the targets of muon
imaging span from a pyramid to a volcano, passing through nuclear waste
monitoring and glacier bedrock. As a consequence, the requirements of
each telescope can be very specific and heterogeneous. However, some
common characteristics may be found. Muography of large size objects is
an out-of-laboratory experiment, so the detector need to be rugged and
waterproof to face every climatic condition. Furthermore, the telescope
could be placed far from a power network and, in this case, it is necessary
to equip it with an independent power supply system, except if it employs
nuclear emulsions to detect particles. Transmission muography usually
deals with a very low or even tiny particle flux, that is an advantage
from the point of view of the electronic data acquisition chain because it
doesn’t have to manage high signal rate. On the other hand, background
noise can easily overcome muon signals and a strategy to prevent (e.g.

16
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lead walls) or reject it (by time-of-flight measurement) is a crucial point.
This chapter will give a detailed description of the muon-tracking tele-

scope designed and built for the MEV project. The detector construction
was the main activity of the candidate during the first months of doctorate
period. A brief overview of other detectors for muography of volcanoes
is included for comparison. Before moving on, it is appropriate to clarify
that there is not a unique detection technique for muon imaging applied
to volcanoes or geophysical objects in general, and, at the same time, a
solution that is better than the others in every aspect has not been found
yet. Instead, it is possible to say that exists the best solution according to
the main goal of the measurement.

1.1 Mechanical construction and power source

The first telescope developed for the MEV project was built at the De-
partment of Physics and Astronomy of the University of Catania. The
detector was designed to meet all the requirements of a long-term mea-
surement campaign at the summit zone of the Etna Volcano. It is based
on three X-Y position-sensitive (PS) planes, with a sensitive area of 1 m2.
The tracking modules are enclosed in a cubic box with external side of
about 1.5 m, made with panels constituted by a double metallic cover and
an inner isolating filling of polyurethane. A view of the open box, with
the PS planes inside it, is shown in Figure 1.1. The external box has been
tested to be watertight and working as a dark box.

Two solar panels (size: 150 cm × 80 cm; weight: 40 kg; peak power:
260 W; output voltage: 12 V) are mounted on the upper side of the box
and charge two batteries (12 V, 205 A h; weight: 70 kg) housed inside the
box. The box is mounted on a modular frame made with scaffolding
pipes which facilitate the transportation of the structure using a truck
with a mechanical arm. In this way it is possible to move the telescope
already mounted to the measurement site. The weight of the box is about
300 kg. However, the internal aluminum structure which holds the PS
planes is modular and can be assembled in field. Each sensitive mod-
ule weighs less than 50 kg and can be carried by hand together with the
electronics. For a short campaign during summer, the external box is not
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Figure 1.1: Assembly phase of the telescope. It is possible to see the
three sensitive planes fixed vertically on an aluminum frame to keep the
alignment inside the external box.



CHAPTER 1. MEV MUON-TRACKING DETECTOR 19

necessary. The frame lies on adjustable legs to cope with uneven terrain.
Figure 1.2 shows the telescope installed at the measurement site at about
3100 m a.s.l. at Etna North-East crater. The mechanical and power design
of the detector makes it able to work out of the laboratory with no need
of external power.

Figure 1.2: The telescope placed on the slope of Etna North-East crater in
October 2018 during the second year of data taking campaign.

1.2 Tracking modules

The telescope can be thought as an imaginary parallelepiped where two
PS planes are placed on two opposite faces and the third detection matrix
lies parallel in the middle. Each sensitive module consists of two lay-
ers of 99 extruded plastic scintillator bars made by Fermilab [60] (nom-
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inally 1 × 1 × 100 cm3) with a central 2.5 mm hole inside through which
two 1 mm Wavelength Shifting (WLS) fibres (Saint-Gobain BCF-92) [61]
are embedded to transport the photons to a multianode photomultiplier
(MAPMT). The plastic scintillator is coated with a white reflector on each
external side. Figure 1.3 shows some photos taken during the telescope
assembly.

Each PS plane, therefore, is a matrix of N × N pixels, with N = 99.
Let fi,j and bk,l be the pixels of front and back matrices, respectively, with
i, j, k and l ranging from 1 to 99. The combination of all possible pixel
pairs of outer matrices defines a set of (2N − 1)2 discrete directions of
sight rm,n, with m = i − k, n = j − l. The direction r0,0 is normal to the
PS planes and is parallel to telescope axis, oriented from back (open-sky
side) to front (target object side) and passing through its center. The total
solid angle covered by the telescope and its angular resolution depend
on the number of pixels, their size p and the distance D separating front
and back matrices. Figure 1.4(a) shows the angular resolution δΩ(rm,n) of
MEV telescope with p = 100/N cm and D = 97 cm. The angular aperture
is about ±45◦ and the resolution does not exceed 4.3 × 10−4 sr, approxi-
mately. The detection area depends on number of pixel pairs which share
the same direction and on p. The geometric characteristics of the tele-
scope are summarized by the acceptance function T (rm,n), given in cm2 sr
as defined in [45], and shown in Figure 1.4(b). The maximum acceptance,
corresponding to the normal direction, reaches about 1.1 cm2 sr. It must
be specified that this value and the plot of theoretical acceptance (Fig.
1.4(b)) are referred to an ideal telescope having 100% detection efficiency.
In fact, acceptance is modulated by the efficiency of each bar, which ac-
counts for scintillation and light transportation efficiency in scintillating
bars and WLS, photon detection efficiency (PDE) of the light sensor and,
eventually, data acquisition (DAQ) chain performance.

1.2.1 Channel reduction system

Each PS plane, therefore, has 2 × N intersecting strips and 4 × N opti-
cal channels, one for each WLS. The number of corresponding front-end
channels was minimized by means of a channel reduction system, already
employed in other detectors, such as [35,62], which is particularly conve-
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(a)

(b)

Figure 1.3: Assembly of a telescope sensitive plane. In 1.3(a) it is possi-
ble to see the two layers of extruded plastic scintillator bars of a plane
enclosed in a frame of aluminum; 1.3(b) shows details of the two WLS
fibres embedded inside each bar.
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(a)

(b)

Figure 1.4: Distribution of the angular resolution δΩ (a) and the Accep-
tance T (b) for each discrete direction of sight of a telescope with three
99 × 99 matrices, p ≃ 1.01 cm and D = 97 cm. Both quantities are dis-
played as functions of azimuth, θx, and zenith angle θy. The telescope
axis corresponds to θx = 0, θy = 0. The drawings were obtained using
the software MATLAB.
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nient for tracking applications with high segmentation. Briefly, the two
WLS fibers of each strip are differently routed: one WLS is coupled with
those of the same Group-set, while the other one is coupled with fibers of
the corresponding Strip-set, i.e. the i-th fiber for each Group-set. Figure 1.5
shows an example diagram of channel reduction system usage for a posi-
tion sensitive module composed of 16 by 16 strips. In the MEV telescope
each Group is composed by n = 10 strips, but this number can be adapted
for the specific application. Combining the information of Group-set and
Strip-set, the hit strip can be uniquely reconstructed, without any loss of
information, and the required total number of readout channels is equal
to 40 for each LP. The channel reduction system makes possible to cou-
ple the WLS fibers with a single 64 channel MAPMT, lowering the power
consumption of the detector.

Equation 1.1 gives the crossing point of the particle depending on
which Group-set and Strip-set are fired:

Striphit = (i − 1)× n + j (1.1)

where i corresponds to the i-th Group-set and j stands for the j-th Strip-set
fired, respectively. This formula is valid when Group-set numbering starts
from 1; if i ≥ 0 the Group-set index does not need to be lowered by one
unit.

1.3 Front-End and Read-Out electronics

The electronic chain is fully custom-designed for the purpose of MEV
project in order to have low power consumption. It can be divided in two
main parts, the Front-End (FE) and the Read-Out (RO) electronics. The FE
consists of three boards, one for each PS module. Each FE board houses a
Hamamatsu H8500 MAPMT with 64 channels [63] and a MAROC3 chip
[64]. In the pre-processing phase, the chip pre-amplifies and shapes the
analog signal from the MAPMT with a peak time of about 20 ns and
compares all the signals to a common threshold, giving a digital time-
over threshold signal for each channel. A photo of a FE board is shown
in figure 1.6(a). At the time when the telescope was built and in sight of
the final measurement site on the top of Etna volcano, MAPMT, due to
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Figure 1.5: Diagram of the channel reduction system for a strip based
position sensitive detector. The star represents the crossing point of a
particle in the sensitive area.
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its very low dark current rate, was a preferable choice respect to silicon-
photomultiplier (SiPM). However, also the latest generation of SiPM has
a very low dark current which makes it a good option for this kind of
application. Nevertheless, for an usage at high altitude, as it is intended
for the MEV telescope, a temperature compensating power supply must
be included to take into account high daily and seasonal temperature
fluctuations and keep the sensors operating point constant.

The output from each FE board is then acquired, filtered and pro-
cessed by a National Instrument SOM (System-on-Module) [65] mounted
on a single RO board (see Fig. 1.6(b)), which also houses the sensing
components for temperature and movement (accelerometer). A scheme
of the complete electronic chain is sketched in figure 1.7. The SOM al-
lows a graphical approach for programming its FPGA with LabVIEW. A
dedicated User Interface (UI) has been developed to manage and control
all the parameters of the system.

Data are stored in a local SD card memory. The acquisition chain is
set to write a bunch of data in a separate file every 5 minutes (ten during
2017 campaigns). The system is equipped with a 4G LTE wireless router.
When the network signal is available, the data are sent to a cloud storage
at the Department of Physics at a rate depending on signal strength.

At the end of summer 2018, before interruption of the second year
of data acquisition campaign, a module to measure particles time of
flight (TOF) between the external tracking planes was installed. It con-
sists of an additional electronics board which is used after a delay line
driver, monostable and digital level translator for the OR signal output
of MAROC3 chips in the FE boards; the monostable, when triggered, re-
mains in a stable high state for a period of 250 ns. In the end, the output
of the three aforementioned mentioned circuits, suitably delayed, are sent
to a time-to-digital converter (TDC) with picosecond resolution [66].

The purpose of this measurement is the correct discrimination of near-
horizontal tracks. As will be evident in the following discussing the re-
sults, muography experiments applied to very large structure deals with
very tiny muon flux and in order to retrieve density variations inside the
target we search for fluctuation of this flux. This means that even little
noise source can overcome signal of muons which passed through the
target. A main source of noise comes from multiple particles which si-
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(a)

(b)

Figure 1.6: (a) A front-end (FE) board equipped with a Hamamatsu
H8500 64 channel MAPMT. (b) A photo of the read-out (RO) board placed
inside a plastic box with the modules for MAPMTs power supply.
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Figure 1.7: Diagram of the electronic chain of the telescope.

multaneously hit the telescope tracking modules and could be wrongly
reconstructed as the track of a unique particle traversing the whole de-
tector. As discussed in [36], this phenomenon can be almost completely
avoided by using at least three detection planes spatially apart, as we did.
Another source of noise that pollutes data especially in the region near
horizontal direction, i.e. at angles at which the muon flux is further re-
duced, comes from upward muon flux. It deals with muons which seems
to come from below the horizontal plane before passing through the tele-
scope, so that they perfectly mimic particles which come downwards in
the opposite direction. If such an event passes successfully all geometric
conditions to reject background noise, it will be indistinguishable from
a downward muon event and it will produce a wrong increase of flux
measured. In order to remove this noise, it is required a non-geometric
criterion to distinguish particles coming from the front of the detector
from those which enter it from back side. A possible solution is a time-
of-flight (TOF) measurement between telescope extreme planes.

The power consumption of the whole telescope is about 25 W, includ-
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ing the data transmission system and TDC.

1.4 Signal processing and data acquisition

The MAROC3 chip compares each pre-processed signal per channel (i.e.
after pre-amplification and shaping) to a remotely settable threshold, pro-
ducing at its output an encoded digital representation of the detector
response to the passage of a particle. A periodic calibration procedure
is included in order to adjust the gain of each channel and compensate
MAPMT non uniformity, by means of an 8-bit coded variable gain pream-
plifier, in such a way that dark current signal rate is roughly the same for
the whole light sensor. While the gain of each pixel may differ, the dark
rate is related mainly to the photocathode which is made as uniform as
possible by the manufacturer.

Another advantage of the channel reduction system is that it makes
possible to use a single SOM and, in this manner, the synchronization of
the data coming from each FE board is ensured. The SOM simultaneously
samples at 200 MHz all 120 channels, corresponding to the response of all
three planes of the detector.

A crucial point for data acquisition strategy is the trigger condition
to start the record of an event. During the initial test phase, a not-too
strict trigger condition was chosen in order to fully understand the de-
tector response, postponing the track recognition in the offline analysis.
In particular, the acquisition of an event was triggered when two Group-
set, one for each coordinate, have a high signal (greater than threshold)
in at least two PS modules within a time coincidence window of 80 ns.
This condition determines a trigger rate of about 100 Hz which produces
a binary file of about 10 MB for ten minutes of acquisition. The SOM can
easily handle a signal rate of the order of kHz, it was established to not
change the trigger condition after the test phase and it has remained the
same until the end of the first measurement campaign at Etna North-East
crater (summer 2017).

The introduction of TDC module has required some modifications in
MAROC3 chip operating mode. In order to achieve the best time reso-
lution, the bipolar fast shaper chain was chosen, which has lower signal
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rise time respect to unipolar fast shaper chain. However, this operat-
ing mode reduces the amplitude of the signal in such a way that the
MAROC3 threshold can be adjusted within a limited range. Consider-
ing that MAX961 fast comparator and monostable in the TDC chain have
a measured propagation-delay time jitter of 0.3 ns, typical transit-time
spread (tts) of Hamamatsu H8500 MAPMT is equal to 0.4 ns, trapping
and re-emission time spread together with different light path lengths
along WLS fibers produce an estimated light propagation time jitter of
about 0.8 ns at most and including time resolution of TDC and MAROC3
chips, the nominal time resolution per channel of the TOF module is es-
timated as:

σt =
√

∆t2
FC + ∆t2

MAPMT + ∆t2
WLS + σ2

t,MAROC3 + σ2
t,TDC ≃ 1 ns. (1.2)

Because the TOF is intended to measure the time difference between the
crossing instant of particle in telescope external planes, the real time res-
olution σ∆t must be multiplied by a factor

√
2. Table 1.1 resumes all

contributions to σt with the corresponding symbols used in Eq. (1.2).

Component Time jitter

MAX961 fast comparator & monostable (∆tFC) 0.3 ns (measured)
Hamamatsu H8500 MAPMT tts (∆tMAPMT) 0.4 ns (declared)
WLS light path induced time jitter (∆tWLS) 0.8 ns (measured)
MAROC3 chip time resolution (σt,MAROC3) 0.4 ns (measured)
TDC-GPX2 time resolution (σt,TDC) 20 ps (declared)

Table 1.1: Contributions to TOF module time resolution. MAX961 fast
comparator, monostable and MAROC3 chip time resolutions were mea-
sured in our laboratory; for a detailed description on WLS time jitter
estimation see ref. [67].

The trigger condition has remained the same during 2018 acquisition
campaign, but after the introduction of TDC module some issue arose. In
particular, trigger rate resulted too high to guarantee the synchronization
between tracking and timing data. Hence, from the beginning of the
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data acquisition campaign of 2019 the condition to start the record of
an event become more stringent and requires a high signal from at least
two Group-set, always one for each coordinate, in all three planes. The
tracking efficiency is not reduced by the new trigger condition because,
as will be extensively explained in the next chapter, only particles tracks
reconstructed from three points, one for each tracking module, have to be
considered in order to avoid including spurious coincidences.

1.5 Muon detection systems for volcanoes

Last section of this chapter is an overview on other detection mechanisms
used for transmission muography of big size objects such as a volcano.
In introducing the description of MEV telescope, some of the common
features of this kind of detectors have been already cited (rugged con-
struction, independent power supply and electronics for low signal rate).
Another characteristic shared by all detectors under discussion is their
size. They are essentially constituted by a series of position sensitive el-
ements with an active area of the order of one square meter. Anyway,
their size is much more little respect to the object they scan, so that the
detectors could be considered as a point respect to the target. In addition,
all muon telescopes do not have the ability to measure the momentum of
each particle and, besides muons, they are sensitive to all other charged
particles.

Muography application to volcanoes is based on tracking, so every
detector designed for this purpose have at least two position sensitive
modules, at a certain distance between each other, able to reconstruct the
crossing point of the particle in order to retrieve its trajectory. Here it
is possible to find the main feature that distinguish a muon telescope
from another, i.e. the physical principle for particle detection. A muon
telescope could be based on scintillation or nuclear emulsion sensitive
modules or gaseous detector.

Since the renaissance of muon-radiography experiments by Japanese
research group, plastic scintillators have represented the best compromise
for these applications. They allow to construct robust detectors which re-
quire not much maintenance of the sensitive components and can be eas-
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ily read out by means of PMTs or, even more conveniently, with SiPMs
as discussed before, with a not too high number of channel required.
Power consumption, which includes light sensitive sensors and electron-
ics power supply, is not critical for this kind of detector and, hence, they
have all required characteristics to operate in harsh environments. On the
contrary, some issue could rise from the light sensors which performance
is very influenced by temperature variations in the case of SiPMs.

Plastic scintillators layout is highly customizable and, in fact, it is pos-
sible to find muon telescopes which employ square, rectangular [46, 68]
or triangular section scintillator bars [54] arranged to constitute a position
sensitive module. Shape, disposition and size of each module determine
the spatial resolution on position measurement and the required algo-
rithm to reconstruct it. Fixed X-Y spatial resolution, angular resolution
depends mainly on the distance between the two external tracking mod-
ules. Increasing this space allows to restrict the telescope field of view on
the target object, but at the same time lowers detector solid angle of view
and the muon flux intensity that can be tracked in the same time interval.
These considerations about angular resolution regard all telescope based
on multiple independent tracking planes.

Nuclear emulsions represent actually the best technology from the
point of view of spatial resolution which is roughly equal to the grain size,
i.e. of the order of microns. A muon telescope based on nuclear emulsion
can be very compact because its very high spatial resolution allows to
place many tracking modules at a short distance between each other [59].
This detection technique is completely passive, i.e. it not needs power
supply and electronics. In fact, nuclear emulsion foils must be analyzed
at the end of the measurement by an optical system. Here the drawbacks
of this technology come out: the time information is completely inacces-
sible and the plates can not be power on or off at the beginning or at
the end of the measurement, respectively. So, they should be assembled
just before to start the measure and read immediately after the end. All
tracks recorded in the meanwhile, despite any possible shielding, may not
be distinguished from those acquired during the measurement. In con-
clusion, nuclear emulsions are well suited only for not-dynamic objects.
A very successful application of nuclear emulsion, combined with other
techniques, is the already cited muon-radiography of Great Pyramid in
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Giza, Egypt, by the ScanPyramids project [5].
Gaseous detectors represent a very well suited solution for applica-

tions where angular resolution is a key-parameter. A gaseous tracking
module can be realized with different techniques, such as close cathode
chambers, multi-wire proportional chambers or drift chambers, all based
on the same principle of collecting, by means of an electric field, electrons
and ions generated by a charged particle along its trajectory within the
gas volume. Whatever it is the technology, resolution up to 100 microns
is easily achievable. Successful examples of gaseous detectors application
for muography are the studies on Puy De Dome complex, France [50],
and Sakurajima volcano, Japan [58], but despite many advantages, which
include relatively simple construction and electronics, there are also some
issue that become even more crucial for experiments outside of a con-
trolled room. A continuous gas flux is often required, that means a sys-
tem whit power supply and many gas bottles for refill, in particular for
detectors of large area. In addition some mixtures include explosive gases
that pose strict security limits. The performances are strongly dependent
on the precise control of the applied electric field and, briefly, it is possible
to say that gaseous detectors need to be constantly monitored. These fea-
tures are not very well suited for experiments in a hostile and accessible
site.

Another characteristic which allows to classify muon telescopes is the
presence of a background rejection system. Low energy muons, electrons
and protons are the main source of background noise for muography, es-
pecially in the case study of large size object that absorb the major part of
cosmic muon flux which impinges on them. A validated solution to over-
come this issue consists in one or more lead walls with a suitable thick-
ness in order to stop background particles before reaching at least one
sensitive module. This solution, however, has the drawback of introduc-
ing additional scattering centers for high energy muons and could deflect
them while traversing the detector. When adopting lead wall shielding, it
is necessary that the telescope has a high tracking resolution to recognize
deflections which happen inside the detector and avoid to reject good
muon tracks also. It is estimated that a suitable energy cut for muog-
raphy of volcanoes is of the order of 5 GeV and it requires tons of lead.
Besides being expensive, this solution sets important constraints to the
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mechanical design of the detector.
Considering the relatively small size of a muon telescope and that

particle to be tracked have a relativistic factor β very near to 1, a TOF
measurement is not very useful for an energy cut. However, it is appro-
priate to distinguish the incoming direction of near horizontal particles.
In conclusion, these two technique are complementary one to another.



Chapter 2
Event reconstruction methods

The core of the PhD activity concerns the research about events recon-
struction methods directed towards the most significant muon imaging
reconstruction. Several strategies have been explored by investigating the
relation between constraints on acceptable data and number of retrieved
particle tracks. The code by means of which data bit-stream is converted
into spatial information of the interaction points of particles in the sen-
sitive tracking modules was implemented from scratch in MATLAB lan-
guage and, also, in C++ to speed-up calculation of heavier tasks. The
same also applies to the code user for data clustering, when needed, and
to compute the trajectory of each particle. Data plots are mainly made
with MATLAB. In the following, in order to keep the text clear and read-
able without getting lost in code syntax, the workflow of the procedures
defined is written as generic pseudo-code.

2.1 Signal height filtering

First of all, in the off-line analysis, data sent by the telescope are filtered
according to the pulse signal height. The reader should remember from
the previous chapter that data were digitized by MAROC3 chip. Then,
the offline analysis is performed on bit-stream of digital data. As a conse-
quence of digitization, the original height translates into number of clock
cycle with an high bit, i.e. a representation of time-over-threshold (ToT).

34
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Before going deeper in describing this first stage of data analysis and to
better understand what in the following, it is necessary to give the details
of position data structure produced by the telescope acquisition system.

Data sent by the telescope to cloud storage hosted at Department of
Physics and Astronomy in Catania consist of binary files which contain
a header of two 32-bit integers, respectively, number of rows Nr and
columns Nc in the file, followed by a Nr × Nc array of 64-bit words. Nc
is equal to the number of tracking modules, i.e. Nc = 3, while Nr is re-
lated to how many events were registered during a data acquisition time
window for every file (five or ten minutes). At each clock cycle (i.e. every
5 ns) three 64-bit sequences are written in a row of the file, describing the
output of each MAROC3 chip. A 64-bit sequence can be decomposed in:

• 10-bit corresponding to the state of Group-set X;

• 10-bit corresponding to the state of Strip-set X;

• 12-bit empty (equal to 0 - low state);

• 10-bit corresponding to the state of Group-set Y;

• 10-bit corresponding to the state of Strip-set Y;

• 12-bit unsigned integer (evID).

The value of evID is a progressive event counter which resets its value to
zero every 212(= 4096) events. Because the time coincidence window was
set equal to 80 ns, the record of an event consists of 16 consecutive rows
in the file, which have the same event counter value, in fact. An example
of the bit-stream corresponding to the Group-set X data recorded for an
event is reported in Table 2.1. For the same bit-index, i.e. along a column,
the number of high states is proportional to ToT of the starting analogue
signal.

In reducing the 16 lines recorded for a single event, it is possible to
introduce a threshold for signal height, setting a lower limit for the mini-
mum number of clock cycle at which a signal over threshold was sampled.
In order to prevent the contamination by electronic noise (bit-flipping), a
minimum number of two consecutive clock cycles with a registered high
state is required in order to evaluate the corresponding channel fired. The
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result of this first analysis step is reported in the last row of Table 2.1 and
corresponds to the logical AND operation (∧) performed along each col-
umn of the table which contains the minimum required number of high
values.

The algorithm in Pseudo-code 1 resumes the method just exposed for
event synthesis from data stream, with signal height filtering.

Pseudo-code 1: Algorithm for event synthesis with signal
height filtering.

Input: bitset64[N, 3]
1 for i=0; i<N; i=+16 do

2 foreach bitset64 do
3 disperse into:

– group-x of class bitset10;
– strip-x of class bitset10;
– empty-value of class bitset12;
– group-y of class bitset10;
– strip-y of class bitset10;
– evID of class bitset12;

4 end
Output: a matrix with 16 rows for each variable.

5 foreach matrix column do
6 if sum(column) > minN_high then

Output: ∧ along column;
7 else

Output: 0;
8 end
9 end

10 end
Result: Group-set X[N/16, 3], Strip-set X[N/16, 3], Group-set

Y[N/16, 3], Strip-set Y[N/16, 3], evID[N/16, 3].

The output of first analysis stage are stored in three files per day,
one for each tracking module, which consist of four columns, Group- and
Strip-set for both X and Y coordinates, and a number of lines equal to the
number of detected events.
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Group-set X
0 1 2 3 4 5 6 7 8 9
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0

0 1 1 0 0 0 0 0 0 0

Table 2.1: Example of bitstream data within an event (16 lines) only for
Group-set X. First alphanumeric row represents the bit-indexes; last row
reports the results of the ∧ (logical AND) operation performed along each
column, taking into account the lower threshold for high states number
to consider the corresponding channel as fired.
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2.2 Track reconstruction

The content of the files produced at the end of first offline analysis stage
represents the input argument to particle impact point reconstruction
method. It is based on Equation 1.1 for decoding the channels reduc-
tion system information into particle impact point coordinate.

Before going ahead, it is useful to classify the results of coordinates
reconstruction procedure into three categories:

a) no X[Y] retrieved: this happens when no group- and/or no strip-
channel has a high bit for a coordinate;

b) single-hit, i.e. a unique X[Y] reconstructed, that is the result pro-
duced when a single bit is high in both Group- and Strip-set for the
evaluated coordinate;

c) multiple-hit, i.e. more than one X[Y] reconstructed, that are the out-
come of multiple high bits in Group- and/or Strip-set.

The output of position reconstruction method can be of type (a) because
the trigger condition required for the acquisition of an event requires that
at least two Group-set (or three from 2019) have a high signal, while no
condition is set on number of Strip-set with a high state. In addition, sig-
nal height filtering procedure can switch off group- and/or strip channel
which does not satisfy it.

Extending the position reconstruction to all tracking modules, for each
event it is possible to have:

A) no track retrievable when condition (a) happens for at least one
coordinate in a sensitive plane;

B) a single-hit for all six coordinates (X-Y for three tracking modules);

C) at least one multiple-hit for the same event, produced by condition
(c) for one or more coordinates.

In case A, the event is discarded; in case B, the three X-Y point coor-
dinates are ready to be passed as input for the next step of the analysis,
i.e. alignment check by means a of 3D linear fit; case C opens more then
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one strategy for the reduction of all possible combinations between single
point for every plane. In particular, a clustering procedure is introduced
in order to group reconstructed points in each tracking module in order
to compress the information on every point group to the coordinate of its
centre. The adopted clustering procedure is described right now.

2.2.1 Data clustering

The word clustering refers to a machine learning technique for the par-
tition of data points into groups. Usually, data points are assigned to
a specific group according to some common features which distinguish
them from the points belonging to other groups.

For the problem under consideration a slightly modified version of the
Density-Based Spatial Clustering of Application with Noise (DBSCAN)
was implemented. Standard DBSCAN method proceeds through the fol-
lowing steps:

1. The search for a cluster begins with an arbitrary point that has not
been already visited. The distance between this point and the others
is calculated and the neighbours within a distance ε are extracted.

2. If there are a sufficient number of point in neighbourhood, accord-
ing to an established parameter minPoints, the starting data point
is assigned to a new cluster and the procedure to identify the other
points of the same cluster begins. Otherwise, the starting point is
labelled as noise. In either case the it is marked as “visited”.

3. Points within distance ε from the first point also become part of the
same cluster. The procedure of grouping all points within distance ε

into the same cluster is repeated for all the new points just included
in the group.

4. The procedure of step 2 and 3 is repeated until all the points be-
longing to the cluster are labelled, i.e. all the points that have at
least minPoints neighbours within distance ε have been retrieved
and marked as visited.
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5. Once that no other point can be assigned to the cluster, the proce-
dure is ready to start again from step 1. This process repeats until
all data points are labelled as visited and assigned to a cluster or
marked as noise.

In order to understand the modifications introduced with respect to
standard DBSCAN method, it is convenient to imagine which can be the
result of a charged particle interacting with the scintillating bars of a X-Y
tracking module such that included in the MEV telescope. The simplest
scenario is when a single bar for each coordinate was hit by the particle
and position reconstruction procedure outcome is of kind (b). On the
other hand, the telescope geometry makes possible that particles entering
the detector tilted respect to its axis can cross two adjacent bars in one
or both directions. If struck bars belong to the same Group-set, the result
is a single high bit for the Group-set and two high bits for the Strip-set
in X and/or Y. Combining the reconstructed impact points, we expect a
cluster with size equal to 2 × 1 or 2 × 2 strips, at most. The maximum
distance within points of this cluster is equal to

√
p, where p is the width

of a scintillating bar, as defined in Chapter 1.
The worst scenario is when a particle hit the tracking module at the

intersection between two adjacent Group-set in both direction: in this case
the results is two contiguous high bits in the Group-set and two high bits
in the Strip-set, i.e. bit 0 and bit 9. Applying the position reconstruction
procedure to this case and referring to Equation 1.1, we have i and (i +
1) for the Group-set indices and j = 0, 9 for the Strip-set indices, which
correspond to:

Striphit =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i × n
i × n + 9

(i + 1)× n
(i + 1)× n + 9

(2.1)

where n is the number of strips belonging to the same Group-set. If the
same scenario is valid for both coordinates, the results are four X and
four Y strips hit that, coupled to retrieve the possible impact points gives
16 combinations. An example of such a case is shown in Figure 2.1, with
i = 1. It is clear that, only one cluster correspond to the real particle
impact point, i.e. the central cluster with size 2 × 2.
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Figure 2.1: Drawing of the data point reconstructed for a tracking module
when a particle hit two adjacent group in both coordinate. In this example
Group-set indices i = (1, 2), with numbering starting from 0.

In any case, now it should be clear that, for the problem of point
grouping for MEV telescope data, it is required a threshold for the max-
imum number of points belonging to the same cluster, i.e. maxPoints =
2 × 2, while a single point without any other point in its neighbourhood
is also a cluster produced by scenario (b) for both coordinates. Instead,
if the modified DBSCAN algorithm find a cluster with size greater than
maxPoints, it will be labelled as noise. The complete modified DBSCAN
procedure is reported in Pseudo-code 2.

Once point clustering procedure is completed, a list of data point
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Pseudo-code 2: Modified DBSCAN procedure.

Input: datapoints
1 while there is a non-visited data point do
2 find ramdomly a non-visited data point;

3 calculate distance between this point and the others;

4 extract neighbours within distance ε from the starting point;

5 foreach neighbours do
6 if is not visited then
7 mark it as visited;
8 end
9 add it to current cluster;

10 calculate distance within this neighbour and other
points;

11 if there are points within ε then
12 add them to neighbours;
13 end
14 end

15 if cluster size > maxPoints then
16 mark this cluster as noise.
17 end
18 end

Result: list of clusters with corresponding noise marker.
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groups is obtained with corresponding noise/not-noise labels. For clus-
ters not marked as noise, it is possible to calculate X-Y coordinates of the
cluster centre which will be passed to the next stage of track reconstruc-
tion procedure.

2.2.2 Particle trajectory reconstruction

At this stage of track reconstruction, it is possible to have a unique com-
bination of points, i.e. one point for each plane, or a set of combinations
given by the Cartesian product between the point-sets retrieved for each
tracking module, i.e. T1, T3, T2, respectively:

T1 × T3 × T2 :=
{((x1, y1, z1) , (x3, y3, z3) , (x2, y2, z2)) : (xi, yi, zi) ∈ Ti ∀i = 1, 3, 2}.

(2.2)

In previous equation the coordinate z is introduced for first time; if x̂
and ŷ are the unit vectors which represent the spatial directions on a
tracking module, ẑ is the remaining component of the orthonormal basis
that defines a Cartesian coordinate reference system, with ẑ aligned along
the telescope axis. Furthermore, the order in which the tracking module
are cited is not accidental, but corresponds to the real plane arrangement
inside the telescope box, with the module labelled T3 in middle. The goal
of this last step of analysis procedure is to check if a point combination is
aligned along a line, so that it is possible to get back to trajectory of the
corresponding particle.

The 3D linear-fit procedure implemented always allows to retrieve the
best-fit line corresponding to every point combination. Then, it is possible
to establish if the points are aligned in space according to a condition
related to the distance within each point and the best-fit line. In the
scenario C, i.e. when point reconstruction procedure has retrieved more
points for al least one Ti, a different best-fit line corresponds to each
combination computed by Eq. 2.2. Among retrieved lines, the method
search for the one with the smallest sum of squared residuals and, if it
also satisfies the alignment condition, it is admitted as a good event track.

The method implemented for 3D linear fit is based on Principal Com-
ponent Analysis (PCA), a dimensionality-reduction method used to lower
the dimensionality of large data sets {A}. This means that a p-dimensional
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space, where p is the number of variables which describe the data set, is
reduced to a smaller one, i.e. a k-dimensional data set, with k < p, while
preserving as much information as possible. In fact, lowering the number
of variable data set usually comes at the expense of accuracy, but smaller
data set are easier to explore and faster to analyse. If we have a series of n
observations, original data set A can be arranged as a matrix n × p; with
regard to the problem of 3D linear fit, n = 3 because the data set consists
of three observation, i.e. one point for each plane, and p = 3 because
each point is described by three variables (x, y, z). Here is a step by step
explanation of PCA, leaving aside involved mathematical formalism.

1. Standardization: prior to starting, it is critical to perform standard-
ization of the data set because PCA is quite sensitive to the variances
of initial variables. Standardization is the process of transforming
data set in order to have zero mean and unit variance. Mathemat-
ically, this can be done by subtracting the mean (µ) and dividing
every value by the corresponding variable standard deviation (σ):

{Am} =
(xi, yi, zi)−

(
µx, µy, µz

)(
σx, σy, σz

) (2.3)

where {Am} is the data set after standardization.

2. Covariance matrix computation: this step allows to understand if
there is any relationship among variables within the input data set.
In particular, the key parameter is the sign of covariance because,
if it positive, this means that two variables increase or decrease to-
gether, while if covariance is negative one increases when the other
decrease and vice versa (inversely correlated).

3. Compute eigenvectors and eigenvalues of the covariance matrix and
identify principal components. In order to understand why we need
to calculate eigenvectors and eigenvalues, it is better to explain what
is intended as principal components (PCs). They are new variables
constructed in such a way that they are linear combinations of the
starting variables, uncorrelated and that the first components con-
tain the major part of information about starting variables. This
means also that a p-dimensional space has p PCs. Discarding the
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components with less information allows to reduce dimensionality,
at expenses of a little part of information. At this point, it is impor-
tant to point out that the components which carry the large variance
are those that preserve more information. For example, consider the
scatter plot of a data set shown in Figure 2.2. Within the family of
intersecting lines that pass through the centre of our data set, it
should be simple to guess that the first PC is the line that matches
magenta marks (line segments of the best-fit line), because it is the
line that maximizes the variance, i.e. the average distance from pro-
jections of data points on the line (red dots) to the origin. Second
PC must be uncorrelated with the first, so, within this example, it
is obviously a line perpendicular to the first one and it accounts for
the next highest variance. Now, it should be clear that the impor-
tance of covariance matrix eigenvectors is that they correspond to
the directions of axes which carry on maximum variances and it is
why we identify them as PCs. The corresponding eigenvalues, i.e.
the coefficients attached to each eigenvector, are directly related to
the amount of variance in each PC. So, the eigenvector with highest
eigenvalue is the first principal component and so on.

4. Feature vector. Once retrieved the PCs, it is possible to choose
whether to keep all them or discard those with less information
and construct with the remaining ones a matrix of vectors usually
named feature vector. It is a matrix, V, whose columns are the eigen-
vectors of PCs we decided to keep. This is the first step towards
dimensionality reduction, because keeping only k eigenvectors from
p (dimensions of the starting data set), the final data set will have
k dimensions and V will be a p × k matrix. The best fit line we
are searching for corresponds to the direction of the first PC, i.e. the
eigenvector v⃗1 with the highest eigenvalue λ1 (multiplied by σ to get
back to the original data axes), and pass through the centre of the
data set,

(
µx, µy, µz

)
. By defining the position vector of the point P0,

p⃗0 =
(
µx, µy, µz

)
, and the direction vector d⃗ =

(
v1xσx, v1yσy, v1zσz

)
,

the parametric equation of the best-fit line can be written as:

p⃗ = p⃗0 + t⃗d. (2.4)
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Figure 2.2: Blue circles are an example of two-dimensional data set
(p = 2). In the top panel is shown the line corresponding to first principal
component v⃗1 (black line) together with two segment of best-fit line (ma-
genta marks). Bottom panel represent the second principal component,
orthogonal to v⃗1, for the same data set. Red segments are the projections
of each data point on the principal component sketched in corresponding
plot.
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5. Recast data along principal components axes. Till now, starting
data, apart standardization, remain always in term of the original
axes. In this last step the approximation Sm to original data can be
constructed by reorienting them to the principal components, which
means simply:

Sm = V⊺A⊺
m. (2.5)

Both C++ and MATLAB have libraries which take as input the data
set arranged as matrix A and return principal components in descending
order.

Going back to our goal, it remains to introduce a stage to check if
the distance between each point of A is within the distance threshold
from line p⃗, but this is a simple linear algebra problem. Pseudo-code 3
describes the full procedure for alignment check. In the end, we retrieve
for each combination (xi, yi, zi) the corresponding line equation, given by
p⃗0i and d⃗i, a truth table, which reports if each point of the combination
satisfies alignment condition, and the sum of squared residuals that, in
case of multiple aligned combinations, allows to establish the better one,
i.e. the one that can be associated to a particle event.

2.2.3 Events classification

In accordance to what exposed until now, reconstructed tracks which sat-
isfy the alignment check, so that they can be associated to a particle event,
can be properly divided into the following groups:

• gold-events, which are events coming from six single-hit (a couple
X-Y for each tracking module) aligned along a line;

• silver-events, i.e. aligned tracks which comes from five single-hit and
a multiple-hit (that can generate one or more clusters);

• generic-events, which include all other possibility outside the first
two categories.

It is important to underline that the procedure previously described for
track reconstruction and event selection is based on the assumption that
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Pseudo-code 3: Alignment check procedure (MATLAB-like).

Input: A (3 × 3 matrix), dist_thr

// Step 1:

/* Compute mean of data along first dimension */

1 avg = mean(A,1) ; //
(
µx , µy, µz

)
/* Compute standard deviation of data along first dimension */

2 st = std(A,1) ; //
(
σx , σy, σz

)
/* Standardization */

3 xyz = (A .- avg) ./ st;

// Steps 2, 3 and 4:

/* Get feature vector */

4 V = pca(xyz); /* Extract first PC */

5 v_1 = V[ : , 1] ; // left-most column

/* Find the line: p = p_0 .+ t *d */

6 p_0 = avg; d = (v_1)⊺ .* st;

// Last step:

7 truth_tab = (false, false, false);
8 squared_res_sum = 0;
9 for i = 1 : n_col(A) do

10 dist = norm(cross(v_1, avg-A(i,:))) / norm(v_1); if dist <
dist_thr then

11 inline(i) = true;
12 squared_res_sum += dist2;
13 end
14 else
15 squared_res_sum = DBL_MAX;
16 return ; // alignment condition not satisfied

17 end
18 end

Result: p_0, d, truth_tab, squared_res_sum.
// Operators preceded by a full stop describe element-wise

operations, i.e. operations element by element.
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just one particle interacts with the detector within a coincidence time win-
dow. In fact, it has been explained that when there are multiple aligned
tracks reconstructed within the same event, only one is chosen as a true
particle event. Multi-track events reconstruction, related to the almost
simultaneous detection of two or more particles, is not straightforward,
due to reduction channel system employed. Fake hits due to noise could
mimic the effects of a multi-track event, i.e. at least two cluster on each
plane. A detailed analysis about this kind of events can be found in [69]
and it shows that an average ratio of the order of 10−5 was estimated
for multi-track with respect to single-track events. Hence, until now, it is
established to exclude multi-track events from muography analysis.

Gold and silver-events correspond obviously to unambiguous tracks
so they are considered more reliable than generic-events, because former
come from raw data that can include noise effects in at most one coordi-
nate for only one plane.

2.3 Detector characterization

Once established the procedure to get the trajectory of each particle whose
interaction has been detected by the telescope, some other preliminary
operations remain to be performed in order to fully characterize the de-
tector performance.

2.3.1 Compensation of residual misalignment

Besides the tracking modules have been mechanically aligned during tele-
scope assembly, a further check on possible residual misalignment was
made as further step towards muon imaging. The quantities investigated
are the:

δx = x1 − 2x3 + x2, (2.6)
δy = y1 − 2y3 + y2. (2.7)

In fact, by assuming that tracking module T3 is exactly in the middle
between the others, i.e. ∥z1 − z2∥ = D and ∥z1 − z3∥ = ∥z3 − z2∥ =
D/2, it is easy to deduce that the relationships x1 − x2 = x2 − x3 and
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y1 − y2 = y2 − y3 apply for three point belonging to the same line. As
a consequence, the residuals introduced in Eqs. 2.6 and 2.7 account for
misalignment with respect to the best-fit line.

Figure 2.3 shows the distribution of δx and δy, without any compensa-
tion of misalignment, calculated for the data set of gold-events acquired
during the first measurement campaign at North-East Etna crater in 2017.

Figure 2.3: Normalized histograms of δx and δy computed for gold-event
tracks reconstructed without any offset for the data acquired at NE Etna
Crater in 2017.

The residuals can be minimized by fixing two of three coordinate for
each direction X and Y while shifting the latter by an offset. Among
the possible combinations, we considered several offsets for (x3, y3) in
order to minimize the average residuals and maximize the number of
reconstructed tracks which fulfil the alignment condition. Figure 2.4
shows the residual distribution obtained by shifting x3 → x3 − 5.215 mm,
y3 → y3 − 1.876 mm. The number of reconstructed gold-events increases
from 499925 to 506594, i.e. by roughly 1.3%.

In Figure 2.5 the number of reconstructed gold-events is reported as
a function of the different trial offsets evaluated, while Figures 2.6 shows
trend of residual averages according to the respective offsets.
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Figure 2.4: Normalized histograms of δx and δy computed for gold-event
tracks reconstructed with x3 → x3 − 5.215 mm, y3 → y3 − 1.876 mm for
the same data set of Figure 2.3.

Figure 2.5: Number of reconstructed gold-events as a function of X- and
Y-offsets applied to x3 and y3, respectively.
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(a)

(b)

Figure 2.6: Panel (a) and (b) show the mean of δx and δy, respectively, for
the various offsets explored while checking for residual misalignment of
tracking modules.
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Therefore, residual misalignment of few millimetres in both directions
and the slight increase of reconstructed events number confirm the good
mechanical alignment achieved while assembling the telescope.

2.3.2 Self-consistent efficiency estimation

A procedure to estimate the detector efficiency was developed, indepen-
dently of any reference measurement made with other detectors. The
procedure is based on the n-tuple of six coordinates (x1, y1, x3, y3, x2, y2)
which are candidate to became a gold- or silver-event. For example, con-
sider the case where you want to compute the efficiency of strip layer
Ty

2 . The procedure searches for the n-tuples which have a single-hit for
the first five coordinates (x1, y1, x3, y3, x2). For y2 there are the following
possibilities:

1. it is the result of a single-hit or, among the possible y2 reconstructed
from a multiple-hit, there is one which gives an aligned n-tuple.

2. no y2 corresponds to an aligned n-tuple. Now it is possible to dis-
tinguish two sub-cases:

2a. along the orthogonal coordinate, (x1, x3, x2) are aligned and it is
possible to trace back to which y2 would give an aligned track;

2b. otherwise, the n-tuple is discarded.

N-tuples corresponding to case 1 are counted in nc,k for each y2,k strip,
with 1 ≤ k ≤ N, while, each time 2a happens, the number of expected n-
tuple with y2,k, ne,k, is increased by one. The detection efficiency of the
y2,k strip can be defined as the ratio between latter introduced quantities:

ε
xj
i,k =

n
xj
c,i,k

n
xj
e,i,k

, (2.8)

where i indicates the tracking module Ti and xj = x, y.
Figure 2.7 shows an example of how efficiency for each strip of T1,x

is computed: in Fig. 2.7(a) there are the histograms of counted, nc,k,
and expected, ne,k, tracks for each strip; Fig. 2.7(b), instead, shows the
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(a)

(b)

Figure 2.7: 2.7(a) shows the number of counted and expected tracks, re-
spectively grey patch- and black stairs-plot. 2.7(b) represents the effi-
ciency values calculates according to Equation 2.8 for each strip. Both
plots refer to the detection layer X of tracking module T1 and are rela-
tive to the data set acquired during 2017 campaign at NE Etna Crater, as
shown in the titles.
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2017 2018 2019

ε̄x
1 (94.08 ± 1.14)% (78.18 ± 7.28)% (89.21 ± 3.58)%

ε̄
y
1 (89.72 ± 3.76)% (71.83 ± 15.01)% (87.33 ± 4.50)%

ε̄x
3 (78.42 ± 12.79)% (56.13 ± 24.05)% (85.04 ± 7.16)%

ε̄
y
3 (77.42 ± 13.26)% (52.96 ± 25.22)% (73.79 ± 22.78)%

ε̄x
2 (93.83 ± 1.20)% (70.40 ± 11.28)% (86.46 ± 3.81)%

ε̄
y
2 (89.03 ± 3.88)% (65.01 ± 15.62)% (85.91 ± 5.54)%

Table 2.2: Mean efficiencies ε̄
xj
i computed for every year of data taking

campaign at North-East Etna Crater.

efficiency εx
1,k calculated from Eq. 2.8. This example plots refer to data set

acquired during 2017 at NE Etna Crater.
The procedure for computing ε

xj
i,k was performed on each data set ac-

quired at NE Etna Crater and the mean X-Y efficiency for each detection
plane are reported in Table 2.2. The complete plot list of counts, nc,k, and
expected, ne,k, tracks histograms with respective efficiencies for each strip
of every plane is included in Appendix A.

2.3.3 Real angular acceptance

The coefficients ε
xj
i,k allow to retrieve the real angular acceptance T of

the detector for each data taking campaign. For each direction of sight(
θx, θy

)
within the telescope field of view, it is necessary to consider all

the n-tuples (x1, y1, x3, y3, x2, y2) aligned along this direction and compute
their overall efficiency:

ε
(
θx, θy

)
=

3

∏
i=1

∏
xj=x,y

ε
xj
i . (2.9)

The mean of all ε
(
θx, θy

)
gives the coefficient ε̄

(
θx, θy

)
that, multi-

plied by the theoretical acceptance for the same direction T
(
θx, θy

)
, re-

turns the real or corrected acceptance T
(
θx, θy, ε̄

)
. Figure 2.8 shows a

comparison between theoretical and corrected acceptance distribution for
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(a)

(b)

Figure 2.8: Comparison between theoretical T (top panel) and corrected
acceptance T (ε̄) (bottom panel) distributions, for each direction of sight
of the MEV telescope. The T (ε̄) distribution refers to the measurement
campaign of 2017 at North-East Etna crater.
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the telescope during 2017 measurement campaign. In this case, it is pos-
sible to see that, besides two distributions slightly differs in shape, the
main difference is the peak value, which is reduced by a factor greater
than two. It is possible to think that it is as if efficiency reduced the real
detection area of the telescope.

To see the T (ε̄) for other data sets (2018 and 2019), also from other
perspective point of views, the reader is request to refer to Appendix B.
However, an important evidence of how much the correction by efficiency
affects angular acceptance can be given by the maximum of the distribu-
tion, reported in Table 2.3.

2017 2018 2019 Theoretical

max (T (ε̄))
[
cm2sr

]
0.4627 0.0814 0.3905 1.0843

Table 2.3: Maximum of corrected acceptance distribution T (ε̄), computed
for every year of data taking campaign at North-East Etna Crater. Last
column of the right reports the maximum of theoretical distribution T .

From Tables 2.2 and 2.3 it is clearly evident that 2018 measurement
campaign was afflicted by low efficiency conditions. It is appropriate to
remind that particle detection by MEV telescope is a threshold mecha-
nism, as explained in the previous chapter. This means that if the sig-
nal level is sufficiently higher than threshold, possible fluctuations of
MAPMT gain, which can occur among different devices or distinct an-
odes of the same detector, are negligible. The 2017 measurement cam-
paign was carried on with optimal MAPMT gain and threshold condi-
tions, which were previously found during the commissioning stage in
laboratory and, later, at the INGV facility in Nicolosi [6]. Since 2018, the
TOF module was included in the detector and this required some mod-
ifications of the set-up, such as switching from unipolar to bipolar fast
shaper chain in the MAROC3 chip. Obviously, it was necessary to move
the threshold level. But without an easy access to the telescope at North
East crater, there were long data taking periods when acquisition condi-
tions were not optimal because threshold and signal levels were too close.
At the beginning of 2019, MAPMT high voltage power supply has been
suitably increased, allowing the restore a better signal-to-noise ratio.



Chapter 3
Muography results

This chapter reports the preliminary results of three measurement cam-
paigns at Etna Volcano. As mentioned earlier, the MEV telescope was
installed at 3100 m a.s.l. on the slope of North East crater since 1st Au-
gust 2017, after the conclusion of the test phase. First data taking cam-
paign lasted until snow covered solar panels and the electronics turned
off within a few days, when the battery pack discharged. The detec-
tor remained buried under a huge snow coverage during all winter and
only at the end of July 2018 it was possible to restore the power supply
and start a new acquisition. Again, with the incoming winter, the tele-
scope shut down after the solar panels were covered. The design of the
detector has demonstrated to be able to overcome exceptional weather
conditions during winters at high altitude without detriments to elec-
tronics and tracking modules. Only the components outside of the box
were partially damaged, i.e. solar panels and antennas for data transmis-
sion over LTE network. Third data taking campaign is currently ongoing
(September 2019) since July, after the substitution of the damaged exter-
nal elements. However, this work includes data acquired until August
25, 2019. Table 3.1 shows the time statistics for every measurement cam-
paign referred by year. The effective acquisition time, reported in the
rows below the number of days for which each measurement campaign
lasted, takes into account short periods of interruption due to telescope
maintenance.

Results reported in the following refers to events reconstructed with

58
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2017 2018 2019

Days of acquisition 57 95 34
Seconds of effective acq. 4691447 8081590 2811325
Effective days 54.30 93.54 32.54
Duty cycle 95.26% 98.46% 95.70%

Table 3.1: Nominal and effective acquisition time for each of three data
taking campaign.

2017 2018 2019

Total reconstructed events 22237352 1931467 1897242
% (gold- and silver-events) 25.86% 34.61% 23.73%

Table 3.2: Number of reconstructed events by means of modified DB-
SCAN procedure.

modified DBSCAN clustering algorithm (page 39) applied to each track-
ing module. In order to filter out electronics induced noise signals and
according to what discussed describing the procedure, events with more
than two group- or strip-set bits high for at least one plane were rejected.
In addition, the condition on maximum number of points belonging to
the same cluster was retained equal to four. Total number of events re-
constructed is reported in Table 3.2, together with the percentage of gold-
and silver-events gathered. This value can be considered as an index of
clustering procedure effectiveness. In fact, a higher number of gold- and
silver events means that events reconstructed from data in which one or
more coordinate have multiple-hit constitute a smaller extent of the total.
Values in Table 3.2 are the first evidence of the lower detection efficiency
estimated for 2018 campaign with respect to the others.

Figures 3.1 to 3.3 show the plots of integral fluxes acquired during
every measurement period. We follow the common practice to display
muography data as a function of X and Y displacements, ∆x and ∆y, be-
tween entrance and exit coordinates of muon tracks in telescope external
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Event rate [Hz] 2017 2018 2019

Raw data 2.18 0.24 0.66
After ε compensation 4.74 2.67 1.59

Table 3.3: Event rate for the three measurement campaign at Etna NE
Crater.

planes. The convention ∆x [y] = x1 [y1]− x2 [y2] is adopted. This means
that, if T1 corresponds to tracking module closest to the target (front-
side), ∆y > 0 identifies particles coming from the detector front. On the
contrary, ∆y < 0 refers to particles entering the telescope from back-side,
i.e. the side facing “open-sky”, without any object which could absorb
the muon flux in front of tracking module T2. Into a (∆x, ∆y) bin of these
two-dimensional histograms are counted all the particles which have a
trajectory centred around the corresponding telescope direction of sight
r∆x,∆y, with a dispersion equal to the angular resolution δΩ(r∆x,∆y). This
is not a simple convention to show muography data, but it corresponds
to assume that the detector can be considered as a point-size object with
respect to the target. The bottom steps of the colour scale is set in grey in
order to make evident flux variations in the histogram bins correspond-
ing to the target object location, approximately 0 < ∆y < 40, with respect
to the flux acquired from the open-sky side at the same |∆y|. Counts in-
crease around centres of upper (∆y > 0) and bottom (∆y > 0) half of the
histograms comes from the combined effect of telescope acceptance and
cosmic-ray muons flux dependence on zenith angle.

Next step in data processing is the compensation of integral flux di-
rectly measured by the telescope in order to take into account the non-
uniformity of strip efficiency ε. The correction was achieved considering
all tracks which pass through the same strip set (x1, y1, x3, y3, x2, y2) and
dividing by their overall efficiency computed with Equation 2.9. Further
dividing by the effective acquisition time of each measurement campaign
you get the event rate for each direction in the FOV of the telescope. This
is shown in the top panel of Figures from 3.4 to 3.6, which display the
results only for ∆y > 0. Table 3.3 shows rate values of reconstructed
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Figure 3.1: Plot of the integral flux acquired from 08/01/2017 to
06/10/2017. Colour bar represents counts per bin in two-dimensional
histogram.
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Figure 3.2: Plot of the integral flux acquired from 07/30/2018 to
11/01/2018. Colour bar represents counts per bin in two-dimensional
histogram.
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Figure 3.3: Plot of the integral flux acquired from 07/23/2019 to
08/25/2019. Colour bar represents counts per bin in two-dimensional
histogram.
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events for raw data and after efficiency compensation. Here is evident a
decreasing trend in the rate of reconstructed events, also after correction
for strip efficiencies. This can be explained as a consequence of multiple
factors. First of all, the efficiencies estimated for each strip according to
the procedure exposed in the previous chapter (subsection 2.3.2), which is
a standard method in data analysis, are based on the number of particles
that produced a detectable signal in at least five out of six detection lay-
ers. It is not referred to the real number of cosmic-ray muons that should
be expected to measure in the corresponding solid angle. Furthermore,
as previously explained, during 2018 data taking campaign, some issues
arose in finding the best settings of threshold and signal level after the
switch from unipolar to bipolar fast shaper chain of the FE chip. Since
2019, a more stringent trigger condition had been introduced and this, as
expected, produced an additional lowering of event rate.

Bottom panels of these Figures represent the event rate angular dis-
tribution according to elevation angle θy before and after compensation
for strip efficiencies. The two distributions are normalized in order to fit
into the same vertical scale. Event rate attenuation due to Etna NE Crater
is clearly evident in these plots by comparing the distribution in range
−0.3 rad < θy < 0.3 rad, which are noticeably suppressed for θy > 0 with
respect to rate at opposite elevation angle, i.e. coming from the open-sky
side.

A method to automatically find target object profile from rate distribu-
tion was implemented. It scans each column of the rate two-dimensional
histogram, i.e. at fixed θx, and performs a best-fit with an error function
(erf):

f (∆y) = a + b
(

1 + erf
(
(∆y − µ)√

2

))
, (3.1)

with erf(x) =
1√
π

∫ x

−x
et2

dt =
2√
π

∫ x

0
et2

dt. (3.2)

In Equation 3.1 parameter a is an offset that shifts f (∆y) along vertical
axis, b is a constant normalization factor and µ is erf mean. Equation 3.2
is the definition of an error function for a random variable normally dis-
tributed with mean µ = 0 and variance 0.5. We are interested in getting
parameter µ from the fit, which corresponds to the inflection point of er-
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(a)

(b)

Figure 3.4: (a) Measurement campaign 2017: rate of events [Hz] coming
from the front side of the detector, after correction for strip efficiencies. (b)
Normalized rate distribution as a function of the elevation angle θy mea-
sured from the horizontal

(
θy = 0

)
. Red stairs plot refers to raw data, i.e.

integral flux, while black line shows the angular distribution after correc-
tion for efficiency. Normalization factor are equals to about 3.49 × 10−2

Hz and 7.62 × 10−2 Hz, respectively.
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(a)

(b)

Figure 3.5: (a) Measurement campaign 2018: rate of events [Hz] coming
from the front side of the detector, after correction for strip efficiencies. (b)
Normalized rate distribution as a function of the elevation angle θy mea-
sured from the horizontal

(
θy = 0

)
. Red stairs plot refers to raw data, i.e.

integral flux, while black line shows the angular distribution after correc-
tion for efficiency. Normalization factor are equals to about 3.58 × 10−3

Hz and 3.95 × 10−2 Hz, respectively.
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(a)

(b)

Figure 3.6: (a) Measurement campaign 2019: rate of events [Hz] coming
from the front side of the detector, after correction for strip efficiencies. (b)
Normalized rate distribution as a function of the elevation angle θy mea-
sured from the horizontal

(
θy = 0

)
. Red stairs plot refers to raw data, i.e.

integral flux, while black line shows the angular distribution after correc-
tion for efficiency. Normalization factor are equals to about 1.10 × 10−2

Hz and 2.54 × 10−2 Hz, respectively.
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Figure 3.7: Example of the procedure to determine the target object profile
by means of erf(x) fit function. The distribution here shown refers to
normalized event rate for ∆x = 0 and ∆y > 0 for the 2017 measurement
campaign in 3.4(a). Red line shows the best-fit function Eq. 3.1, with
a = 0.1238, b = 0.3383 and µ = 36.0758.

ror function with sigmoid shape. An example of the procedure is shown
in Figure 3.7.

Events rate per bin (∆x, ∆y), obtained as just exposed, can be nor-
malized dividing by the angular acceptance T (∆x, ∆y). In this way, we
obtain the event flux measured in counts per (cm2 s1 sr1), which can
be compared to the expected cosmic rays flux at the same zenith an-
gle. Figure 3.8 reports the flux distribution computed from 2017 data,
together with lines of equals zenith angle θ measured from the vertical,
with θ = π/2 − θy, i.e. zenith and elevation angle θy are complemen-
tary angles. Figures from 3.9 to 3.11 show muon fluxes coming from the
front side of the telescope for each data taking campaign. NE Crater pro-



CHAPTER 3. MUOGRAPHY RESULTS 69

Figure 3.8: Particle flux computed from 2017 data. Magenta and black
lines correspond to same zenith angles, reported on the plot, calculated
at steps of 10 ∆y. Different colours were chosen just to improve visibility.

file, retrieved with the procedure previously exposed is also displayed in
each plot. Figures from 3.12 to 3.14, show the corresponding Y-Z pro-
file of flux two-dimensional histograms in Figures 3.9-3.11, together with
the expected cosmic-rays muon flux as a function of the zenith angle θ,
according to the approximated distribution [70]:

dN
dΩ

≈ 0.83 × 10−2 cos θ [muon cm−2s−1sr−1]. (3.3)

Y-Z profiles pictures make even clearer the differences among the three
measurement campaigns, as already discussed in respect of Table 3.3.

In order to further compensate the detector inefficiency, we computed
the ratio between expected muon flux at zenith angle corresponding to
each bin (∆x, ∆y) and open-sky measured flux, avoiding to include the
effect of muon absorption due to NE Crater. In this way, a correction coef-
ficient matrix was obtained and point-wise applied to the flux measured
from detector front side. The effect of this latter correction to measured
flux, performed independently for each data-set, is shown in Figures from
3.15 to 3.17.
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Figure 3.12: Y-Z profile of two dimensional histogram in Figure 3.9, with-
out colour scale saturation. Magenta line represents the expected flux of
cosmic-ray muons according to the approximated distribution of Eq. 3.3.
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Figure 3.13: Y-Z profile of two dimensional histogram in Figure 3.10,
without colour scale saturation. Magenta line represents the expected
flux of cosmic-ray muons according to the approximated distribution of
Eq. 3.3.
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Figure 3.14: Y-Z profile of two dimensional histogram in Figure 3.11,
without colour scale saturation. Magenta line represents the expected
flux of cosmic-ray muons according to the approximated distribution of
Eq. 3.3.
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Figure 3.15: Flux corrected from 2017 data in the region of Etna NE Crater.
Colour scale is set equal to the one in Figure 3.16, in order to easily com-
pare flux values.

Figure 3.16: Flux corrected from 2018 data in the region of Etna NE Crater.
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Figure 3.17: Flux corrected from 2019 data in the region of Etna NE Crater.
Colour scale is set equal to the one in Figure 3.16, in order to easily com-
pare flux values.

Regarding Figure 3.15 it is possible to notice the transition from flux
values around 0.5 counts cm−2 s−1 sr−1 to values greater than 0.6 counts
cm−2 s−1 sr−1 which corresponds to absorption effect due to the rear rim
of the crater overlapping that of the front edge, as seen from the telescope
location (see also Figure 1.2). Around ∆y ≈ 30 can be recognized another
transition region which correspond to the crater roof. Figure 3.16 shows
noticeable variations with respect to the former one: muon flux through
the upper region of the crater is higher while for ∆y < 30 the evidence
of some conduits can be recognized. These effects can be directly recon-
nected to the collapse of the crater roof happened during the beginning of
2018, when the telescope was off. According to volcanologic explanation,
the collapse was due to high temperature gases which had risen from
the inner part of the volcano and corroded slowly the upper structure,
until it fell down. Figure 3.17, instead, is quite similar to what obtained
from 2017 measurement campaign. In fact, the inner part of an edge col-
lapsed and the material settled down over the crater bottom, increasing
the height of the new roof. The evolution of NE Crater as just exposed is
confirmed by visual survey of the site, as shown in Figures from 3.18 to
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3.20.
However, the last step remains to be accomplished in order to get tar-

get density from the measured flux. An extensive series of Monte Carlo
simulation by means of Geant4 toolkit [71], MUSIC [72] or PUMAS [73]
is required in order to produce a lookup table which will reports the
muon flux transmitted through a given material thickness as a function
of its density. In order to get valid results, it is necessary to perform
this task by means of a simulation software which takes into account
also the effect of multiple Coulomb scattering encountered by muons in
traversing the material, unlike methods based on analytical approxima-
tion of flux absorption. This analysis could unveil density variations also
in correspondence with regions of almost equal muon flux values, due to
different thicknesses of traversed material through the Crater. In order to
accomplish a simulation as close as possible to reality, it is necessary to
get a precise Digital Elevation Model (DEM) of Etna summit zone which
will allow to compute traversed thickness along each direction of sight of
the MEV telescope at its location.

3.1 Background removing by TOF

As explained in section 1.3 and section 1.4, a module for Time of Flight
(TOF) measurement was included in the acquisition system and it is cor-
rectly operating since the beginning of 2019 data taking campaign. If
time-of-flight is defined as ∆t = trear − t f ront = tT2 − tT1 , the sign of this
quantity allows to set apart front (∆t > 0) and rear muon fluxes (∆t < 0).
Particles whose incoming trajectories were wrongly reconstructed, have
∆y sign opposite with respect to that of ∆t, i.e. upward going muons
entering detector from the back side are characterized by ∆y > 0 and
∆t < 0, while those coming from the front side have ∆y < 0 and ∆t > 0.

Figure 3.21 shows measured overall TOF distribution (black stairs
plot), that appears like a normal distribution with mean slightly shifted
toward negative values from 0, due to the prevalence of particles coming
from the open-sky with respect to the front flux which includes the target
absorption effect. After removing events for which ∆t and ∆y signs are
opposite, two distinct distributions appear (red stairs plot) as expected,
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Figure 3.18: This picture shows an example of a long fracture through
which hot gases rise from the inner part of Etna Volcano, melting and
corroding rocks in fissure walls. Courtesy of Prof. Carmelo Ferlito, De-
partment of Biological, Geological and Environmental Sciences, Univer-
sity of Catania.
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Figure 3.19: Etna NE Crater edge before roof collapse happened after 2017
measurement campaign. Here two conduits with rising gas are clearly
visible. The inner part of the crater shows initial signs of collapse as con-
centric rims. Courtesy of Prof. Carmelo Ferlito, Department of Biological,
Geological and Environmental Sciences, University of Catania.
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Figure 3.20: Inner of Etna NE Crater after roof collapse, pic taken in
July 2018. Central cavity depth is greater than 50 m. Courtesy of Prof.
Carmelo Ferlito, Department of Biological, Geological and Environmental
Sciences, University of Catania.
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Figure 3.21: Overall (black) and filtered (red) ∆t normalized distributions
for data acquired during 2019. Blue dot-lines represent two Gaussian
distribution used to fit independently filtered positive and negative ∆t
histograms.



CHAPTER 3. MUOGRAPHY RESULTS 83

Figure 3.22: Measurement campaign 2019: rate of events [Hz] coming
from the front side of the detector, after correction for strip efficiencies
and removing upward-going tracks by TOF filtering.

which correspond to front and rear fluxes. TOF filtering procedure ex-
cludes also events with |∆t| < 100 ps and |∆t| > 20 ns, which are well
below time resolution of TOF module and over physically acceptable
value, respectively. A curve fitting procedure was performed consider-
ing independently ∆t > 0 and ∆t < 0 distributions and using a truncated
Gaussian function as model for each distribution (blue dotted lines). The
two Gaussian have mean equal to −3.48 ± 0.087 ns and 3.659 ± 0.098 ns,
respectively.

The effect of TOF filter are clearly visible also in Figure 3.22, in com-
parison to 3.6(a). It can be noticed that TOF filtering, besides lowering the
overall front flux, removes wrongly reconstructed tracks which pollute
the image in area under the crater, in correspondence with telescope max-
imum acceptance region. As obvious, measured integral flux is higher in
this region, but also background noise is gathered here. Another useful
quantity to understand how TOF filter acts is the ratio between excluded
tracks and overall distribution as a function of the elevation angle θy,
shown in Figure 3.23 together with the distribution before TOF filter. It
is possible to notice two little bumps in the ratio distribution for θy ap-
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Figure 3.23: Measurement campaign 2019: magenta stairs plot represent
the angular distribution of ratio between events discarded by TOF and
overall distribution, that is the black stairs plot. Central peak in ratio stair
plot is due to removed tracks with |∆t| < 100 ps.

proximately equal to 0.08 rad and 0.3 rad. The first can be connected to
removed tracks in the region under the crater, while the latter, at elevation
angles corresponding to the transition from flux absorbed by the target
to open-sky flux, can be due to low-energy muons scattered in the upper
part of the crater. These particles, besides being scattered, lose energy in
traversing the target and their TOF is outside acceptable range.



Conclusions

This work resumes the current status of research project for muography
of Etna Volcano, within which the PhD candidate developed his activity.
It was demonstrated how with ingenious solution it is possible to built
a robust and sustainable telescope for muon radiography. Even if the
project is still in R&D stage, remarkable results were achieved. In partic-
ular, the dynamic evolution of Etna North-East Crater was observed by
means of muographic images, supported by volcanologic model that is
believed to govern eruptive activity in the summit zone and visual ev-
idences. Data analysis procedure for event reconstruction is now well
established, but last step remain to be accomplished in order to get a
density map of the target. The new trigger condition introduced since
2019 measurement campaign has been fundamental to ensure synchro-
nization of TDC data with those of tracking modules, but it has lowered
trigger rate. A compromise that allows to resume a trigger rate similar to
those registered during 2017 and 2018 will be useful to reduce acquisition
time. However, the contemporary flux measurement at open-sky enables
to compensate reduced rate of event reconstructed in comparison with
expected cosmic-ray muon flux.

Furthermore, in order to reconstruct an exhaustive density model of
the investigated structure, we retain that it is fundamental to measure
cosmic-ray muon flux absorption at the same time with at least two de-
tectors from two distinct perspectives. In fact, the capability to recognize
tiny structures, especially in the thicker region of the target, is limited
by their orientation relative to telescope directions of sight. For example,
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if a conduit develops along a telescope direction of sight, it will be more
easily identified because it produce a significant flux increase through the
mountain. Otherwise, if the conduit develops perpendicular to telescope
direction of sight, flux variation will be very small to be recognized.

Results presented, even if preliminary, suggest to pursue in detector
development in order to correct all issues emerged from the experience
made with this prototype. A solution under discussion could be based on
bars with bigger section that allows to increase the scintillating volume
traversed by particles and, hence, light production efficiency. Angular
resolution could be kept as current by extending space between telescope
external tracking modules. This redesign of detector geometry will also
relax TOF measurement that brings with it some challenges at present
status. In fact, as shown while discussing it, actual time resolution of
TOF module doesn’t allow to completely separate front and rear fluxes
according to their ∆t. An uncertain remains for TOF values near time res-
olution of the system. In this regard, an innovative smart solution based
on directionality of Cherenkov radiation emitted in a transparent solid
medium was studied by means of simulations with Geant4 [74]. Prelim-
inary tests with a handmade prototype confirm the working principle of
this solution. However, a well engineered construction is fundamental in
order to guarantee optical coupling between detector components and to
eliminate air gaps which introduce internal reflection of Cherenkov light.
Developments concerning TOF measurement and Cherenkov detector for
incoming direction discrimination are fundamental to eliminate as much
as possible data pollution by background particles.

Despite we are conscious about what is needed to make a better muon
telescope, smart solutions included in the current prototype allowed to
obtain important results which attracted attention from research commu-
nity. First conference talk about MEV project results, that was delivered
by the candidate in September 2018 at 104th SIF (Italian Physical Society)
National Congress, was awarded as best communication in section Geo-
physics and Environmental Physics [75]. In November 2018, we were
invited to join for the first time Muographers annual meeting, which
brings together all worldwide excellence in the field. An expression of
interest about the project was made by Prof. Hiroyuki K. M. Tanaka from
University of Tokyo - Muographix Institute. This has conducted to an
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official trilateral academic agreement between the Hungarian, Italian and
Japanese Institutes for cooperation between Wigner Research Centre for
Physics, the University of Catania and University of Tokyo [76].



Appendices

88



Appendix A
Efficiency plots

In the following Figures, all the histograms of counts, nc,k, and expected,
ne,k, tracks (top panel a) together with the corresponding efficiencies ε

xj
i,k

(bottom panel b) are shown. In order to keep the efficiency plot as clear
as possible, the error bar (red vertical line) was drawn only where the
confidence interval is 2σε > 0.1. The title above each panel refers to the
data set and detection plane corresponding to the relative plot. All data
sets were acquired at North-East Etna crater and, in particular:

• Figures A.1 to A.6 are relative to 2017 measurement campaign;

• Figures A.7 to A.12 are relative to 2018 measurement campaign;

• Figures A.13 to A.18 are relative to 2019 measurement campaign.
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(a)

(b)

Figure A.1
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(a)

(b)

Figure A.2



APPENDIX A. EFFICIENCY PLOTS 92

(a)

(b)

Figure A.3
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(a)

(b)

Figure A.4
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(a)

(b)

Figure A.5
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(a)

(b)

Figure A.6
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(a)

(b)

Figure A.7
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(a)

(b)

Figure A.8
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(a)

(b)

Figure A.9
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(a)

(b)

Figure A.10



APPENDIX A. EFFICIENCY PLOTS 100

(a)

(b)

Figure A.11
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(a)

(b)

Figure A.12
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(a)

(b)

Figure A.13
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(a)

(b)

Figure A.14
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(a)

(b)

Figure A.15
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(a)

(b)

Figure A.16
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(a)

(b)

Figure A.17
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(a)

(b)

Figure A.18



Appendix B
Real acceptance distributions

Figures included in this appendix show the variations of angular accep-
tance distribution according to the efficiencies estimated for each data set.
In particular:

• Figures B.1 to B.3 refer to corrected acceptance relative to NE Etna
Crater measurement campaign of 2017;

• Figures B.4 to B.4 refer to corrected acceptance relative to NE Etna
Crater measurement campaign of 2018;

• Figures B.7 to B.9 refer to corrected acceptance relative to NE Etna
Crater measurement campaign of 2019.

Every Figure contains the theoretical acceptance T in the top panel in
order to make clearer the comparison with corrected acceptance T (ε̄).
Each of the three real distributions is shown from different perspective
views.
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(a) T .

(b) T (ε̄).

Figure B.1: T (ε̄) refers to the measurement campaign of 2017 at North-
East Etna crater.



APPENDIX B. REAL ACCEPTANCE DISTRIBUTIONS 110

(a) T .

(b) T (ε̄).

Figure B.2: T (ε̄) refers to the measurement campaign of 2017 at North-
East Etna crater.



APPENDIX B. REAL ACCEPTANCE DISTRIBUTIONS 111

(a) T .

(b) T (ε̄).

Figure B.3: T (ε̄) refers to the measurement campaign of 2017 at North-
East Etna crater.
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(a) T .

(b) T (ε̄).

Figure B.4: T (ε̄) refers to the measurement campaign of 2018 at North-
East Etna crater.
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(a) T .

(b) T (ε̄).

Figure B.5: T (ε̄) refers to the measurement campaign of 2018 at North-
East Etna crater.
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(a) T .

(b) T (ε̄).

Figure B.6: T (ε̄) refers to the measurement campaign of 2018 at North-
East Etna crater.
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(a) T .

(b) T (ε̄).

Figure B.7: T (ε̄) refers to the measurement campaign of 2019 at North-
East Etna crater.
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(a) T .

(b) T (ε̄).

Figure B.8: T (ε̄) refers to the measurement campaign of 2019 at North-
East Etna crater.
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(a) T .

(b) T (ε̄).

Figure B.9: T (ε̄) refers to the measurement campaign of 2019 at North-
East Etna crater.
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