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ABSTRACT 

 

The most continuous and ubiquitous seismic signal on Earth is the microseism, 

closely related to ocean wave energy coupling with the solid Earth. On the basis of 

the spectral content, it is possible to distinguish three types of microseism: primary 

(PM), secondary (SM), and short-period secondary microseism (SPSM). In this 

thesis, we characterise microseism in terms of amplitude and spectral content, and 

explore the relationship between microseism and sea state by using seismic signals 

recorded in two different areas: Antarctica and Eastern Sicily. Regarding the seismic 

signals, data recorded by 20 stations during 1993-2017 and by 6 stations during 2010-

2017 were used in the former and latter areas, respectively. Concerning the sea state 

along the Antarctica coasts, we used sea ice concentration maps coming from satellite 

data in the whole Southern Ocean. On the other hand, regarding the Eastern Sicily, 

sea wave height data, provided by both buoys in the Ionian and Tyrrhenian Seas and 

hindcast maps of the Mediterranean Sea, were used. As for the microseism 

characterization, most of its energy turned out to be contained in the SPSM and SM 

bands, while the band 13–20 s (PM) showed a much weaker energy. Microseism 

exhibited seasonal variability in both Eastern Sicily and Antarctica. In the former 

area, the amplitude maxima were observed during winter and the minima during 

summer, as expected in all the temperate latitude regions. Conversely, in Antarctica 

the sea ice impedes the microseism generation and thus makes the temporal pattern 

of microseism amplitudes different with respect to the microseism recorded in 

temperate latitude regions. The results obtained by the correlation analysis showed 

clear anti-correlation patterns between sea ice and SPSM recorded in Antarctica and 
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high correlation values between SPSM and sea wave height in the Ionian and 

Tyrrhenian Seas. Finally, we presented algorithms, based on machine learning 

techniques, allowing to spatially and temporally reconstruct the sea state in both 

Antarctica and Eastern Sicily with fairly low error. This technique will allow inferring 

the sea state in periods when the satellite images or buoy data, routinely used for sea 

state monitoring, are not available, with wide applications in many fields, first of all 

climate studies. Combining the results coming from the correlation maps and the 

machine learning techniques, we showed a decrease in sea state sensitivity of 

microseism, due to the increasing distance from the station recording the seismic 

signal. This is particularly important for the future development of an experimental 

monitoring system of the sea state conditions based on microseism recordings.  

 

Keywords: microseism, sea ice, sea wave height, correlation analysis, machine 

learning 
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Studio delle relazioni tra microseism e stato del mare mediante analisi 

statistiche e di machine learning: casi di studio in Antartide e Sicilia 

orientale 

 

SINTESI IN ITALIANO 

 

Il segnale sismico più continuo e onnipresente registrato sulla Terra è il microseism, 

generato dal trasferimento dell'energia delle onde oceaniche alla Terra solida. Sulla 

base del contenuto spettrale, è possibile distinguere tre tipi di microseism: primario 

(PM), secondario (SM) e secondario a corto periodo (SPSM). In questa tesi, il 

microseism è stato inizialmente caratterizzato in termini di ampiezza e contenuto 

spettrale, successivamente è stata studiata la relazione tra microseism e stato del mare 

utilizzando segnali sismici registrati in due diverse aree: l'Antartide e la Sicilia 

orientale. Per quanto riguarda i segnali sismici, sono stati utilizzati i dati registrati da 

20 stazioni nel periodo 1993-2017 e da 6 stazioni nel periodo 2010-2017, 

rispettivamente nella prima e nella seconda area. Per quanto riguarda lo stato del mare 

lungo le coste dell'Antartide, abbiamo utilizzato mappe di concentrazione di ghiaccio 

marino provenienti da dati satellitari in tutto l'Oceano Antartico. Per quanto riguarda 

invece la Sicilia orientale, sono stati utilizzati i dati sull'altezza delle onde marine, 

forniti sia da boe installate nel Mar Ionio e nel Tirreno, sia dalle mappe di hindcast 

del Mar Mediterraneo. Per quanto riguarda la caratterizzazione del microseism, la 

maggior parte della sua energia è contenuta nelle bande SPSM e SM, mentre la banda 

PM ha mostrato un'energia molto più debole. Il microseism presenta una variabilità 

stagionale sia nella Sicilia orientale che in Antartide. Nella prima area, i massimi di 

ampiezza sono stati osservati durante l'inverno e i minimi durante l'estate, come 
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previsto in tutte le regioni di latitudine temperata. Al contrario, in Antartide il 

ghiaccio marino impedisce la generazione del microseism, dando luogo quindi ad una 

diversa variabilità temporale delle ampiezze del microseism rispetto a quanto 

osservato nelle regioni di latitudine temperata. I risultati ottenuti dall'analisi di 

correlazione hanno mostrato chiare anti-correlazioni tra ghiaccio marino e SPSM 

registrati in Antartide, e alti valori di correlazione tra SPSM e altezza delle onde del 

mare nel Mar Ionio e nel Tirreno. Infine, sono stati applicati algoritmi basati su 

tecniche di machine learning, che consentono di ricostruire spazialmente e 

temporalmente lo stato del mare sia in Antartide che in Sicilia orientale con un errore 

piuttosto basso. Questa tecnica permetterà di desumere lo stato del mare nei periodi 

in cui le immagini satellitari o i dati delle boe, abitualmente utilizzati per il 

monitoraggio dello stato del mare, non sono disponibili, con ampie applicazioni in 

molti campi, primo fra tutti lo studio sul clima. Combinando i risultati provenienti 

dalle mappe di correlazione e dalle tecniche di machine learning, è stata evidenziata 

una diminuzione dell’effetto dello stato del mare sul microseism, dovuta alla 

crescente distanza dalla stazione che registra il segnale sismico dal mare. Ciò è 

particolarmente importante per il futuro sviluppo di un sistema di monitoraggio 

sperimentale delle condizioni dello stato del mare basato su registrazioni di 

microseism. 

 

Parole chiave: microseism, ghiaccio marino, altezza dell’onda marina, analisi di 

correlazione, machine learning 
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PREFACE  

 

Modern seismology is able to obtain plenty of information by the analyses of signals, 

that until a couple of decades ago were considered to be noise, such as microseism. 

This is considered as the most continuous and ubiquitous seismic signal on Earth, 

generated by ocean wave energy coupling with the Earth’s ground (Longuet-Higgins, 

1950; Hasselmann, 1963; Ardhuin et al., 2015). On the basis of its source mechanism 

and spectral content, it is classified as: primary microseism (hereafter referred to as 

PM), secondary microseism (SM), and short-period secondary microseism (SPSM) 

(Haubrich & McCamy, 1969; Bromirski et al., 2005). Because of the microseism 

source nature, such a signal has been used to make inferences on climate changes 

(Grevemeyer et al., 2000; Aster et al., 2008; Stutzmann et al., 2009). Indeed, the 

microseism features closely depend on the sea state, and their link has been 

empirically and theoretically explored by several authors (e.g. Bromirski et al., 1999; 

Bromirski & Duennebier, 2002; Ardhuin et al., 2012; Ferretti et al., 2013, 2018). 

Furthermore, microseism investigations and, more generally, seismological studies 

are currently undergoing a rapid increase in dataset volumes (e.g. Kong et al., 2018; 

Jiao & Alavi, 2019). For this reason, nowadays, applications of machine learning 

techniques (hereafter referred to as MLTs) on seismological data are increasing in 

number day by day. 

In the following chapters of this thesis the results, obtained highlighting the 

relationship between microseism and sea state, will be presented. In particular, the 

Chapter 1 will deal with the fundamentals of microseism, an overview of microseism 

source location methods and the applications, with a final focus on machine learning 

applications in seismology. Successively, the thesis will consider the seismic signals 
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recorded in two different areas, Antarctica and Eastern Sicily. Chapter 2 describes 

the first study, where the link between microseism recorded around Antarctica 

coastline and sea ice will be investigated. Chapters 3 and 4, instead, will consider the 

second study, focusing on the link between microseism recorded on Eastern Sicily 

and the sea wave height data coming from both buoys and hindcast maps in the 

Mediterranean Sea. Specifically, each of the three chapters will be divided into 

sections concerning general introduction, methods of analysis, description of the 

results, discussion and conclusions. Finally, Chapter 5 will give an overview of the 

main conclusions obtained in the thesis. 

The initial steps of both the above mentioned studies will concern the investigation 

of seismic signals recorded, focusing the attention on the microseism characterization 

in terms of frequency content and amplitude. The following work, on the other hand, 

will be articulated in two different types of analyses: i) correlation analyses between 

microseism and sea state time series, to highlight any relationship between them and 

improve the knowledge on microseism sources; ii) machine learning applications, 

with the final aim to reconstruct the spatial-temporal distribution of the sea state 

features starting from microseism, providing essential information on the seismic 

station locations and the microseism period bands to be used to achieve the best 

results. 

The idea of the Antarctica study arises from the investigations performed by Anthony 

et al. (2017), who quantitatively studied the relationship between microseism and sea 

ice in the Antarctic Peninsula. However, to date no technique has been found to infer 

the sea ice distribution in the Southern Ocean, based on microseism recordings. By 

using 20 seismic stations in a time interval from 1993 to 2017, the quantitative 
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relationship between microseism, recorded along the Antarctic coasts, and sea ice 

concentration, will be discussed and the capabilities of machine learning-derived 

models to infer the sea ice distribution in the Southern Ocean, based on microseism 

recordings, will be explored. 

The Eastern Sicily study will consider the quantitative relationship between 

microseism recorded on coastline of Eastern Sicily and significant sea wave height 

recorded in the Mediterranean Sea from 2010 to 2017. A previous study has already 

shown the spectral features of the microseism recorded in this area (De Caro et al., 

2014), and Ferretti et al. (2013, 2018) found empirical relations to predict the 

significant wave height along the Ligurian coast (Italy). On the basis of the 

availability of seismic and buoy data in the Ionian and Tyrrhenian Seas and coastlines, 

together with the hindcast maps of sea wave height, the link between sea waves and 

microseism, as well as locations of microseism sources, will be highlighted for the 

first time in this area. Also in this case, regression models, obtained by up-to-date 

machine learning algorithms, will be constrained to infer sea wave height information 

from the microseism. 
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1. BACKGROUND AND STATE OF THE ART 

1.1 SEISMIC AMBIENT NOISE AND MICROSEISM 

 

The first seismic ambient noise study has been carried out in the late 19th century by 

Bertelli (1872, 1875, 1878) who recognized these small oscillations of ground motion 

recorded by a seismometer and related this signal to meteorological phenomena, as 

well as identified their seasonality.  

Milne in 1883 observed these oscillations worldwide, correlating them to 

barometrical and tidal variations, even him indicating a natural origin. 

These Earth Pulsations, as Milne called them, however, were no longer studied in 

detail until the second half of the twentieth century, primarily because the most 

important seismological studies were focused on earthquakes. As consequence, the 

continuous background signal recorded in seismic trace was discarded and considered 

as noise. 

The continuous technology innovation in seismometers (for instance long period and 

broadband seismic stations), data storage and computational capacity therefore led to 

the first studies on ambient noise wave-field, its source mechanisms and locations 

(Longuet - Higgins, 1950; Hasselmann, 1963).  

It has been widely observed (e.g. Gutenberg, 1958; Asten, 1978; Asten and 

Henstridge, 1984) that ambient noise sources have frequencies lower than 1 Hz; 

above this limit, sources are usually related to anthropic (cultural) sources including 

traffic and industrial operations that are related to economic conditions (Hong et al., 

2020; Lecocq et al., 2020b). Also, the instrumental noise (the noise created by the 

equalizer, filter and amplifier circuitry), have frequencies lower than 1 Hz but prevails 

at frequencies outside of the seismometer's performance bandwidth, where the signal 
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is strongly attenuated (e.g. Peterson, 1993;  Barzilai et al., 1998; Havskov & Alguacil, 

2016). 

Amplitudes of this ambient noise below 1 Hz were so overwhelming that, before the 

development of high-dynamic-range digital seismic instruments, seismologists 

recorded seismic waves separately for high-frequency range (above about 0.5 Hz) 

and for low-frequency range (below 0.1 Hz) in order to avoid this microseismic noise 

(Tanimoto et al., 2015). World-Wide Standard Seismograph Network had such 

separate (short-period and long-period) instruments. Modern instruments with high-

dynamic range and digital recordings acquire seismic signals from about 1 mHz to 

10 Hz using the same sensor causing that microseisms are now recorded 

continuously. 

Peterson (1993) collected seismic data from a network of 75 worldwide seismograph 

stations in order to refine models of seismic background noise. The most important 

result of this study is the parameterized model called the new low and new high noise 

model (NLNM - NHNM). This model is referring only on vertical component of 

seismometers and it is represented by power spectral density amplitude (PSD) over 

frequency (Fig. 1.1). The Figure 1.1 shows different peaks and amplitude variations: 

from the low-frequency end, the decreasing amplitude trend with frequency up to 

about 2 mHz is clearly recognized (correlated with atmosphere effects), followed by 

a small peak at about 7–10 mHz (denoted as hum, correlated with infragravity waves), 

and two amplitude peaks at about 0.1–0.4 Hz (referred to as microseisms). 

Sea waves are the primary source of noise observed on broadband seismometers at 

all Earth sites (Webb, 2002), while high frequency noise (> 1 Hz) is often correlated 
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to anthropogenic (cultural) sources (Hong et al., 2020; Lecocq et al., 2020b) or 

seismic coupling due to the wind. 

 

Figure 1.1: The new low-noise model (NLNM) by Peterson (1993). Power spectral density 

(PSD) in unit for acceleration is used for this plot. Frequency range is from 10-4 to 10 Hz 

(from Tanimoto et al., 2015). 

 

The long-period band is controlled either by seawater currents or by the effect of the 

low-frequency sea waves, infragravity waves (Webb, 1998). The infragravity waves 

are long-wavelength surface gravity waves generated by a nonlinear superposition of 

wind-driven waves and swell (Webb et al., 1991). The hum is associated with ocean 

waves for periods shorter than 300 s (Tanimoto et al., 2005). 
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Microseisms arise from atmospheric energy converted to (primarily) Rayleigh waves 

via the intermediary of wind-driven oceanic swell (e.g. Haubrichet al., 1963). Their 

predominant frequency range varies from region to region, but it can be bracketed 

within the frequency band 0.05 - 0.4 Hz almost anywhere in the world (Tanimoto et 

al., 2007).  

The strong relationship between microseism and sea waves led to correlate this kind 

of noise with the storm activity (e.g. Gutenberg, 1947; Ardhuin et al., 2012) and with 

the coastal sea wave interaction using buoy data and in-land seismometers (e.g. 

Bromirski et al., 1999, 2002; Ferretti et al., 2013, 2016, 2018; Cannata et al., 2020).  

Microseism amplitudes at temperate latitudes in both northern and southern 

hemispheres show strong annual periodicity with maxima during the winter seasons, 

when the oceans are stormier, and minima during summers (e.g. Aster et al.,2008; 

Cannata et al., 2020). However, such a pattern is different in Antarctica where during 

the winter, because of the sea ice, the oceanic waves cannot efficiently excite seismic 

energy (e.g. Grob et al., 2011; Anthony et al., 2014, 2016; Cannata et al., 2019). 

The wide spreading of seismic stations and the availability of historical seismic data, 

that can integrate the sparser buoy data, led to several studies on long-time 

microseisms records (e.g. Grevemeyer et al., 2000; Aster et al., 2010), attempting an 

interesting reconstruction of the wave climate comparing microseisms data with wave 

records and numerical wave model, as well as continuous monitoring climate change 

(e.g. Stutzmann et al., 2009; Lecocq et al., 2020a). 

It is well known that microseism spectra have two peaks identified as primary (or 

single frequency) and secondary (or double frequency) microseisms (Haubrich et al., 

1963; Haubrich & McCamy, 1969). These microseism peaks are evident in spectra 
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from any site, even far from the coast; this close similarity is a consequence of the 

efficient propagation of Rayleigh waves at periods larger than few seconds (Webb, 

1998). Primary microseism (PM) has a spectral content equal to the ocean wave 

frequency (period between 13 and 20 s) and its source is associated with the energy 

transfer of ocean waves breaking/shoaling against the shoreline (Hasselmann, 1963).  

Secondary microseism (SM), with most energy between 5 and 10 s (roughly twice 

the frequency of ocean waves), is generally characterised by higher amplitude than 

primary microseism. According to the most accredited theories, secondary 

microseism is generated by interactions between waves of the same frequency 

travelling in opposite directions (Longuet and Higgins, 1950; Ardhuin et al., 2012).  

Finally, there is a short period secondary microseism (SPSM), characterized by 

period shorter than 5 s and sources generally linked to local sea state and wave 

activity, and influenced by local winds (Bromirski et al., 2005; Chen et al., 2011). 

In Figure 1.2 the characteristics of microseism recorded in one of the seismic stations 

located on Eastern Sicily coast (EFIU station, part of INGV, Istituto Nazionale di 

Geofisica e Vulcanologia, seismic monitoring network) are shown. 
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Figure 1.2: spectrogram of the seismic signal recorded by the vertical component (a), the 

corresponding median spectrum (b) and the RMS amplitude time series filtered in the three 

different microseism period bands (PM, SM and SPSM) (c)  for EFIU seismic station, 

located in Eastern Sicily coast and part of the  INGV seismic network. 

 

1.1.1 PRIMARY MICROSEISM (PM) 

 

Primary microseism (PM) is known to be generated in shallow water by nonlinear 

coupling of ocean gravity wave energy into seismic wave energy at the same 

frequency (Hasselmann, 1963; Haubrich & McCamy, 1969). Ardhuin et al. (2015) 

made a detailed quantitative estimate of seismic noise levels due to pressure 

variations generated by ocean gravity waves propagating in shallow water in the 

presence of seafloor slopes, as proposed by Hasselmann (1963). The resulting seismic 

waves have the same signal period as the ocean waves that cause them, typically 

between 10 and 20 s (see the weaker of the two peaks in the NLNM curve in Fig. 
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1.1). According to Airy first-order wave theory approximation, the first-order 

pressure variations associated with the orbital motion of water particles decrease 

exponentially with depth (Fig. 1.3).  

 

Figure 1.3: Airy’s linear theory of orbital motion of water particles that decreases with depth 

(modified from Burley and Suddeth, 2013). 

 

Gravity waves begin to interact appreciably with the seafloor when the water depth, 

h, is less than half the deep-water wavelength, L, determined using the Airy linear 

wave theory approximation as: 

𝐿 =  
𝑔𝑇2

2𝜋
              (1.1) 

where g is the gravitational acceleration and T is the wave period. Intermediate depths 

fall in the range L/20 < h < L/4, where h < L/20 is considered the shallow water zone 
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and h > L/4 is the deep-water zone. This suggests that most primary microseism 

generation probably occurs at water depths less than the L/4 bound (Bromirski et al., 

2002). 

In Figure 1.4, an illustration of primary microseism generation mechanism is shown. 

 

Figure 1.4: Primary microseisms are generated through nonlinear coupling of ocean wave 

energy into the seafloor by the shoaling action of waves in shallow water (Hasselmann, 

1963). Primary microseism frequency 𝜔 is that of the ocean waves responsible for their 

generation, which may travel great distances before primary microseisms are generated 

(from Ebeling, 2012). 

 

A theoretical framework of PM has mainly evolved for Rayleigh waves only. 

However, in previous studies, the contribution of Love waves to the PM wavefield 

was found to be comparable to or even larger than those of Rayleigh waves (e.g. 

Friedrich et al., 1998; Lin et al., 2008; Nishida et al. 2008; Juretzek et al., 2016) 

leading to a source mechanism more likely to be interactions of ocean waves with the 
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solid Earth in shallow oceans, thus producing horizontal forcing through topographic 

coupling (Saito, 2010). Ardhuin et al. (2015) highlighted that small-scale topographic 

features on the shallow part of continental shelves are the likely dominant sources of 

the PM peak. 

PMs source areas are often spread out along the coast (Friedrich et al., 1998; 

Bromirski et al., 2001). Möllhoff and Bean (2016), for instance, detected source 

regions of PMs along west coast of Ireland in water shallower than 150 m, 

considering a PM average period peak of 14 s. 

PM locations have shown a seasonal variability (e.g. Stehly et al., 2006; Stutzmann 

et al., 2009; Gulatieri et al., 2019): for the Northern Hemisphere, the sources are 

mainly located in the northern Oceans during winter, and southern Oceans during 

summer. This seasonality is explained by the seasonal increase of nearby oceanic 

storms (e.g. Aster et al., 2008). Gualtieri et al. (2019), for instance, showed that at 

low frequency (i.e. 0.05 Hz), the dominant source regions can be located thousands 

of kilometres away from the stations. 

The link between microseism and ocean wave parameters (such as the significant 

wave height) has been quantitatively explored (e.g. Bromirski et al., 1999, 2002; 

Ferretti et al., 2013, 2016, 2018). However, such a pattern is different in Antarctica 

where during the winter, because of the sea ice, the oceanic waves cannot efficiently 

excite seismic energy (Aster et al., 2008; Anthony et al., 2015, 2017; Cannata et al., 

2019; Turner et al., 2020). 
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1.1.2 SECONDARY MICROSEISM (SM) 

 

The secondary (or double frequency) microseism (SM) is commonly generated by 

oceanic waves reflecting off the coastline and interacting with incoming waves to 

form standing pressure fluctuations of the oceanic wavefield (e.g. coastal reflections, 

storm–storm, or intrastorm wave interactions; Ardhuin et al., 2011) that oscillate and 

couple with the seafloor at half the period of the oceanic waves (e.g. Longuet-

Higgins, 1950; Tanimoto, 2007).  

SM with most energy between 5 and 10 s (Oliver & Page, 1963; Haubrich et al., 1963; 

Haubrich & McCamy, 1969) is generally characterised by higher amplitude than 

primary microseism (see the strongest peak in the NLNM curve in Fig. 1.1). 

The wave–wave interaction is basically a vertical forcing, which excites Rayleigh 

waves much better than Love waves. This mechanism for the SM showed that 

interactions of two ocean waves in opposite direction can create the double-frequency 

microseisms (Fig.1.5) through the nonlinear (advection) term in the Navier–Stokes 

equation (Longuet-Higgins, 1950).  
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Figure 1.5: Secondary microseisms are generated only when ocean wave trains of the same 

frequency traveling in opposite directions meet. Under these conditions, a depth-independent 

second-order pressure variation arises, with amplitude proportional to the product of wave 

amplitudes (𝑎1 and 𝑎2) and its frequency (2𝜔) double that of the ocean waves (from Ebeling, 

2012). 

 

Bromirski (2001) clearly showed that the dominant source area for the SM was not 

in the open ocean, where the highest waves occurred, but was near the coast. It seems 

therefore that standing ocean waves that occur near the coasts, even at the time of 

large low-pressure system, are the source of SM. Other studies suggested the 

existence of pelagic sources, based on a comparison between seismic data and 

hindcast ocean wave spectral data from the North Atlantic Ocean (e.g. Kedar et al., 

2008). Möllhoff and Bean (2016), for instance, detected source regions of SM lying 

west and northwest of Ireland, suggesting that SM sources are frequently located in 

regions, that did not coincide with the area of strongest storm activity. Chevrot et al. 
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(2007), using array analysis, detected SM source areas in coastal regions where the 

swell reaches steep rocky coasts with normal incidence, in good agreement with the 

Longuet-Higgins model for the generation of secondary microseisms. In addition, 

they found evidence of occasional pelagic sources, which are closely related to 

moving storms, suggesting that nonlinear interaction between wave components can 

also generate secondary microseisms. 

Stutzmann et al. (2009) showed that the secondary microseism amplitude variations 

are global and depend predominantly on the station latitude and season. Maximum 

amplitudes are observed during local autumn and winter for stations at high latitudes. 

Moreover, SM sources generated by ocean waves from the Southern Hemisphere 

highest wave areas can be recorded by Northern Hemisphere stations when local 

sources are weak, that is during local summer (Stutzmann et al., 2009). Finally, 

variations in SM power at specific stations in Antarctica are known to be strongly 

sensitive to both near-coastal storms and to wave state (e.g. MacAyeal et al., 2006) 

and are amplitude-modulated by the annual formation and breakup of sea ice (Aster 

et al., 2008, 2010; Grob et al., 2011, Anthony et al., 2014, 2016; Cannata et al., 2019). 

Finally, Bromirski et al. (2005) pointed out that the SM can often split in two different 

peaks: the first one, the long-period secondary microseim (LPSM), is found at ∼ 

0.085 – 0. 20 Hz; the second peak, short-period secondary microseism (SPSM), is 

found at 0.20 – 0.50 Hz, and it is associated with waves induced by local winds. 
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1.1.3 SHORT PERIOD SECONDARY MICROSEISM (SPSM) 

 

Bromirski et al. (2005) highlighted that SPSM recorded at open-ocean seismic 

stations comes from local wave-wave interaction, strongly correlated with abrupt 

changes in wind direction.  SPSM, recorded in the horizontal components of 

nearshore seismic stations, is produced nearby the coastlines by local storm activity 

and therefore by local wave activity, propagating inland as Rayleigh waves. Because 

of its high frequency range, SPSM does not propagate along long distance (Bromirski 

et al., 2005). 

 De Caro et al. (2014) observed a strong relationship between the increase in wind 

speed recorded by a Catania meteorological station and the increase in energy levels 

of the SPSM during the wintertime, recorded by an Ocean Bottom Seismometer 

(OBS) installed in Ionian deep sea. 

Regarding source locations of SPSM, Chen et al. (2011), for instance, analysed 

microseism data collected in Taiwan and showed how stronger excitation in SPSM 

takes place in the narrow Taiwan Strait, where water depth is very shallow, while the 

excitations are relatively weak in the eastern off-shore area, an open sea with water 

depth increasing rapidly off the coast. Möllhoff and Bean (2016) detected source 

regions of SPSM coincident with the Ireland coastline where surf is generated and 

sea waves break. Other investigations found that SPSM could be effectively 

generated by resonance of the compression waves at favourable depth in deep oceans 

as well (Kedar et al., 2008).  
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1.2 OVERVIEW ON MICROSEISM SOURCE LOCATION METHODS 

 

While the nonlinear interactions of ocean waves are necessary to generate 

microseism, there is some confusion as to exactly locate the excitation sources 

(Tanimoto et al., 2015). There has been a long debate about near-coastal sources 

versus pelagic sources (in the deep oceans). Near-coastal sources seem common but 

there seems to be a strong case for some pelagic sources (e.g. Cessaro, 1994; Kedar 

et al., 2008). What we know for sure is the fact that a source must be in a place where 

ocean-wave collisions occur.  

Studies early in XX century proposed their association with meteorological storm 

systems in the ocean. Cessaro (1994) pointed out that, although pelagic storms can 

provide the source of microseismic wave energy, it is the interplay among (1) the 

pelagic storm parameters, such as tracking velocity, peak wind speed, location, 

effective area, and ocean surface pressure variation, (2) the resulting storm waves and 

their frequency distribution, (3) the direction of storm wave propagation, and (4) the 

near-shore and deep-ocean processes, that control the production of microseism.  

Analysis of microseism recorded by seismic arrays has provided a better 

understanding of the nature of the low-frequency noise (seismic and acoustic) 

generated by large pelagic storms that propagate into the continental interior as 

microseism surface waves (Cessaro, 1994). Capon (1972) suggested the coincidence 

of an atmospheric low-pressure region with a microseism source determined from 

simultaneous frequency-wavenumber (f-k) analysis of two different array datasets. 

Cessaro and Chan (1989) and Cessaro (1994) found two nearshore source locations 

that were associated with nearly all the coherent primary microseism propagating 

across two arrays. Juretzek and Hadziioannou (2016, 2017), for instance, applied the 
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beamforming approach to three-component seismic data of different arrays 

distributed in Europe to investigate the directionality of PM ad SM sources and 

seasonal variations. From the perspective of a seismic array, at any given moment 

only the most energetic coherent portion of the noise field is detected by f-k analysis, 

i.e., a peak in the frequency-wavenumber power represents the most energetic 

coherent portion of the microseismic wave field at that instant (Cessaro, 1994). 

Other source location methods use the polarizations analysis of the three components 

of the ground motion (e.g. Jurkevics, 1988). Stutzmann et al. (2009), for instance, 

determined the back azimuth of the SM as a function of time and frequency as well 

as the degree of polarization, showing that the source azimuths are predominantly 

toward the closest ocean, but with azimuth variations between winter and summer. 

Another kind of approach, used to investigate the source locations of microseism, is 

the correlation with ocean wave data coming from buoys or hindcast maps. Bromirski 

(2001) computed the cross-correlation coefficients between wave spectra from 

widely separated buoy measurements in North America East Coast and 

corresponding SM spectra at near-coastal seismic station. The results showed that the 

dominant source area of SM during the intense storm activity is near the southern 

Massachusetts coast, not in the open ocean where the highest waves occurred.  Essen 

et al. (2003) applied two methods to determine the generation areas. First, computed 

cross-correlation coefficients between square root of the microseism amplitudes and 

modelled ocean wave heights in the North Atlantic Ocean. Areas with maximum 

correlation coefficients, assumed as generation areas of microseism in the ocean, 

were determined. Second, an attempt is made to locate generation areas from the 

azimuthal direction of the microseism at different locations using array analysis. Both 
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techniques reveal that the main generation areas are in specific regions off the coast 

of Southwest Norway and North Scotland.  

Other authors (e.g. Dham et at., 2006; Chevrot et al., 2007; Gal et al., 2015) used 

array analyses and correlation between microseism amplitude and sea wave height, 

obtaining distinct source location areas for different microseism bands.  

Other approaches are based on characterizing or simulating the wavefield of 

microseisms (e.g. Tanimoto et al., 2006; Tanimoto, 2007; Brooks et al., 2009; 

Gualtieri et al., 2013, 2014, 2015) and modelling microseisms from observed and 

simulated ocean waves (e.g. Kedar et al., 2008; Graham et al., 2010; Ardhuin et al., 

2011, 2012, 2014, 2015; Ardhuin & Roland, 2012; Stutzmann et al., 2012; Ardhuin 

& Herbers, 2013). 

Another method, used to estimate the microseism source direction, is the cross-

correlation functions (CCF) of seismic signal between station pairs. Compatible 

amplitudes for causal and acausal signals are less common, and it is because the 

source strengths of background noises are not spatially homogeneous (Chen et al., 

2011). Because the causal and acausal signals of CCFs are mainly excited by the 

sources from opposite directions along the line of the station pair, the characteristics 

of CCF amplitudes has become a useful means to explore the source heterogeneities 

of ambient noises (e.g. Gu et al., 2007; Brzak et al., 2009; Chen et al., 2011). 

Chen et al. (2011), for instance, using the temporal variations of the CCF for the 

observed SPSM indicate local sources generated from wind-driven ocean waves 

around offshore Taiwan. 

 Guo et al. (2020) applied a grid-search procedure to explore the frequency-dependent 

source locations of the PM and SM by the asymmetric cross-correlation function 
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(CCF) between sufficiently long ambient noise recordings at pairs of stations located 

in eastern North American margin. 

 

1.3 MICROSEISM AND APPLICATIONS 

 

One of the most important applications of microseism is the correlation with the 

ocean and the atmosphere parameters for the climate change studies. Already in the 

19th century, Bertelli emphasized a correlation between the signal recorded in 

Florence by a Galileo pendulum (known as a tromometer) and barometric lows, and 

he suspected the influence of coastal sea waves (Bernard, 1990). The relation between 

microseismic noise and storms or hurricanes has been extensively investigated for the 

purpose of locating storms (Gilmore, 1946; Gutenberg, 1947; Gilmore and Hubert, 

1948; Hjortenberg and Nikolaev, 1990) and the noise source area (e.g. Friedrich et 

al., 1998).  

Microseism amplitudes show strong seasonal modulation, Stutzmann et al. (2000), 

for instance, observed an increase and a shift toward longer periods in autumn and 

winter than in spring and summer of the microseismic amplitude, explaining this 

phenomenon with the increase of the number and the amplitude of oceanic storms in 

autumn and winter. Indeed, at temperate latitudes, microseism shows periodicity, 

with maxima during the winter seasons, when the oceans are stormier, and minima 

during the summers (Aster et al., 2008). As above mentioned, this modulation is 

different along the coastlines of the Glacial Arctic Sea and the Southern Ocean where, 

during the winters, because of the sea ice, the oceanic waves cannot efficiently excite 

seismic energy (Aster et al., 2008; Stutzmann et al., 2009; Tsai and McNamara, 2011; 

Cannata et al., 2019). 
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One possible consequence of a climate change and of an anthropogenic global 

warming over the past several decades is an increase in ocean wave heights and power 

caused by upper-ocean warming (Reugero et al., 2019). The quantitative link between 

wave climate and seismic noise has been studied by Bromirski et al. (1999) for 

California, and Essen et al. (1999) for the North-East Atlantic. The analysis of many 

seismic records around the world indicate upward trends in seismic noise levels that 

was interpreted as an indication of the increase in ocean wave heights (Aster et al., 

2010). Besides, Grevemayer et al. (2000) analysed a 40-year-long record of 

wintertime microseism and observed an increase in the number of monthly days with 

strong microseism activity, hence inferring an increase over time in surface air 

temperatures and storminess of the northeast Atlantic Ocean. Lecocq et al. (2020) 

used analog seismograms to improve the database of ocean storms before the 1980s 

by providing additional data for the quantitative validation of ocean wave modeling 

for extreme events. 

The link between microseism amplitudes and the ocean wave height has been 

empirically explored by several authors (e.g. Bromirski et al., 1999; Bromirski and 

Duennebier, 2002; Ardhuin et al., 2012; Ferretti et al., 2013, 2016, 2018). For 

instance, Bromirski et al. (1999) determined site-specific seismic-to-wave transfer 

functions in the San Francisco Bay area (California). Ferretti et al. (2013, 2016, 2018) 

found empirical relations to predict wave parameters as period and the significant 

wave height along the Ligurian coast (Italy) as a function of the spectral energy-

content of the microseism. In addition, other authors have derived physics-based 

models of the generation of the different kinds of microseism from the sea state (e.g. 

Gualtieri et al., 2013; Ardhuin et al., 2015; Gualtieri et al., 2019; Stopa et al., 2019). 
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Recent studies investigated the relationships between microseism and sea ice 

concentration in the polar regions (Stutzmann et al., 2009; Grob et al., 2011; Tsai and 

McNamara, 2011; Anthony et al., 2015, 2017; Cannata et al., 2017a, 2019). 

Another application of microseism and seismic noise is its potential use for Earth 

structure study. Many techniques have been developed, each focusing on different 

aspects of data; examples include, in historical order, spatial variation of correlation 

amplitudes, array analysis for Rayleigh wave phase velocity measurements, use of 

horizontal–vertical amplitude ratios for Rayleigh wave signals, and the seismic 

interferometry that is two-station correlation technique to recover Green’s functions 

between a pair of stations (Tanimoto et al., 2015). Recently, implementations of this 

technique used passive recordings at individual stations to detect changes of seismic 

velocity in the crust by phase cross-correlation of each component for each individual 

station with itself (e.g. De Plaen et al., 2019). Applications of seismic interferometry 

started with Campillo & Paul (2003) that recovered signals coming from cross-

correlation of seismic coda between station pairs particularly in the microseismic 

frequency bands . The technique was soon applied from local- to regional-scale 

problems such as Southern California (Sabra et al., 2005; Shapiro et al., 2005). 

Typical seismic interferometry applications first recover Green’s functions by cross 

correlation of seismograms at two stations. Since data are mainly from vertical 

components and are dominated by Rayleigh waves, traditional dispersion 

measurements for group velocity are often used to retrieve Earth structure (Tanimoto 

et al., 2015).  Applications include the evaluation of building responses to seismic 

waves, tomography for crustal properties, changes in crustal properties over time, 

ground-roll removal from seismic data, and waveform modelling (Curtis et al., 2006). 
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Other applications on seismic interferometry in the microseism frequency range 

allows to investigate, for instance, the relationships between crustal velocity changes 

and volcano-tectonic activities at Mt. Etna volcano (Cannata et al., 2017b). 

 

1.4 MACHINE LEARNING TECHNIQUES IN SEISMOLOGY 

 

Machine Learning (ML) is the subfield of computer science that gives “computers 

the ability to learn without being explicitly programmed” (Samuel, 1959). Statistical 

(and/or mathematical) techniques are used in order to construct a model from 

observed data, rather than codifying a specific set of instructions that define the model 

for that data (Bishop, 2006). The era of big data calls for automated methods of data 

analysis which is what machine learning provides. In particular, machine learning is 

a set of methods able to automatically detect patterns in data, and then use the 

uncovered patterns to predict future data, or to perform other kinds of decision 

making under uncertainty (Murphy, 2012). 

Most ML algorithms can be grouped into two main categories: supervised learning 

and unsupervised learning, depending on whether the data have target labels or not 

(Fig. 1.6). 
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Figure 1.6: Types of machine learning (ML) algorithms. Supervised ML operates on labelled 

datasets with the objective to develop models that predict either categorical or quantitative 

target variables. Unsupervised ML operates on unlabeled datasets with the objective to group 

data by similarity or reduce the dimensionality of the input datasets. Some common ML 

algorithms are listed at the bottom for each category. (from Kong et al., 2018) 

 

Supervised learning, which comprises predictive modeling and operates on labeled 

datasets, can be further subdivided into classification and regression algorithms based 

on whether the target outputs are categorical (classification) or quantitative 

(regression). Unsupervised learning is subdivided into clustering and dimensionality 

reduction, depending on whether we are interested in grouping data into categories 

based on similarity, or simply reducing the input data dimensions (Kong et al., 2018). 
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Furthermore, another type of ML approach is based on the concept of “reinforcement 

learning”, where the machine learns its behaviour based on feedback from the 

“external environment”.  

ML algorithms, although diverse in their implementation, tend to follow a basic 

workflow that includes the following steps (Kong et al., 2018): 

1. data collection: data are collected and partitioned into training and testing sets. 

A key aspect of ML is training the model on a random subset of the dataset, 

and then verifying the model on independent testing data; 

2. preprocessing: data are cleaned and formatted, and missing data are removed 

or repaired. Feature extraction, which increases the performance of many ML 

algorithms by transforming the raw data into a more useful state for a given 

task, may also be performed; 

3. model training: numerical optimization algorithms are used to iteratively tune 

the model parameters based on a cost function specific to the learning task of 

the problem;  

4. model evaluation: model performance is evaluated on test data; 

5. production: the finished ML model is applied in production mode to new data. 

Nowadays, all these approaches find applications in many sectors including medical, 

social and financial disciplines. The number of applications of ML is growing 

impressively in geosciences too, including geophysics (Aminzadeh & de Groot, 

2006). Examples of applications are seismic facies recognition and classification (e.g. 

Wrona et al., 2018), automatic interpretation of geophysical data, well log analysis 

and risk mitigation. Another field where ML can find useful applications is 
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integration of multidisciplinary information, like seismic, electromagnetic, gravity 

and magnetic data (Dell’Aversana, 2014). 

Microseism investigations and, more generally, seismological studies are currently 

undergoing a rapid increase in dataset volumes (e.g. Kong et al., 2018; Jiao & Alavi, 

2019). For this reason, nowadays, applications of machine learning techniques 

(hereafter referred to as MLTs) on seismological data are increasing in number day 

by day. Such techniques are used to extract information directly from data using well-

defined optimization rules and help unravel hidden relationships between distinct 

parameters, as well as build predictive models (e.g. Kuhn & Johnson, 2013; Kong et 

al., 2018). Examples of the applications of MLTs to seismology include earthquake 

detection and phase picking (e.g. Wiszniowski et al., 2014), earthquake early warning 

(e.g. Kong et al., 2016), automatic waveform detection for amplitude-based 

microseismic imaging methods (e.g. Chen, 2018), improvement of Signal-to-Noise 

ratio (SNR) in processing of seismic reflection imaging (Chen et al., 2019), ground 

motion prediction for seismic hazard assessment (e.g. Trugman & Shearer, 2018), 

waveform correlation for detect repeating seismic events in an aftershock sequence 

(Bergman & Rabin, 2019), scanned images of old analog seismograms for 

earthquakes detection (e.g. Wang et al., 2019), improvement on seismic tomography 

and earthquake geodesy (Kong et al., 2018). 

Focusing on supervised learning and in particular on regression analysis, we made 

use of the following MLTs to build predictive models that will be shown in chapters 

3 and 4: (i) random forest (RF) regression; (ii) K-nearest neighbors (KNN) 

regression; (iii) linear regression; (iv) support vector machine (SVM) regression and 

(v) extremely randomized trees regression. 
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As for the RF technique, it is based on decision trees often used for classification and 

regression (Ho, 1995). One of the main problems with decision trees is the need to 

increase accuracy and avoid overfitting at the same time (Ho, 1998). RF overcomes 

such a limitation by generating many decision trees and outputting the mean 

prediction of the individual trees (Liaw & Wiener, 2002). Recently, RF has had many 

applications in geosciences, such as geochemical mapping (Kirkwood et al., 2016) 

and the lithological classification of underexplored areas by geophysical and remote 

sensing data (Kuhn et al., 2018). 

K-nearest neighbors is a non-parametric technique applied for both classification and 

regression tasks (Altman, 1992). KNN regression simply predicts a new sample using 

the K-closest samples from the training set (Altman, 1992; Kuhn & Johnson, 2013). 

Hence, for a new input, the output is the average of the values of its K-nearest 

neighbors in the feature space of the training set. Such a method has been extensively 

used to classify remote sensing images (e.g. Li & Cheng, 2009; Noi & Kappas, 2018). 

Concerning linear regressions, relationships are modelled using linear predictor 

functions; that is, the relationship between predictors and responses falls along a 

hyperplane (Kuhn & Johnson, 2013). Similar to the two previous machine learning 

methods, linear regressions have been used in many fields of Earth Sciences, such as 

iron mineral resource potential mapping (Mansouri et al., 2018) and catchment-level 

base cation weathering rates (Povak et al., 2014). 

SVMs are supervised learning models for both classification and regression analysis 

(e.g. Drucker et al., 1997; Kuhn & Johnson, 2013). As for regression, the SVM’s goal 

is to find a function that deviates from each training point by a value no greater than 

a chosen constant, and at the same time is as flat as possible (e.g. Vapnik, 2000; Kuhn 
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& Johnson, 2013). Also, SVM has been applied in Earth Sciences, for instance to 

map landslide susceptibility (Reza Pourghasemi et al., 2013) and to classify remote 

sensing data (Jia et al., 2019). 

Finally, extremely randomized trees regression is based on random forest and it 

applies a fully random selection to split data in the test nodes (Geurts et al., 2006). 

Each of the above-mentioned techniques has its own advantages and disadvantages 

(e.g. Kuhn &Johnson, 2013; Yang et al., 2019). The main advantages of RF are its 

high accuracy and robustness to outliers and noise; also, RF parameter tuning does 

not have a drastic effect on performance. The disadvantages are the expensive 

training time and overfitting in the case of small datasets. KNN is effective and non-

parametric, but it is not robust in the presence of noise and it is not easy to identify 

the best K value. As for linear regressions, they require short training times, and the 

results are easy to visualize and understand, but they are not suited to model non-

linear relationships. Finally, SVMs are easy to implement and show good efficiency 

in training and generalization, but the tuning of parameters can be quite difficult. 

In the last decade there have been rapid advances in a class of ML methods called 

deep neural networks, or deep learning (LeCun et al., 2015; Jordan & Mitchell, 2015). 

Given enough data, these deep networks can learn very complex, nonlinear 

relationships between input data and prediction targets, leading to accurate 

predictions on a number of challenging tasks (Bergen et al., 2019). Deep neural 

network architectures, such as convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs), are widely applied in image recognition, natural language 

processing, and robotic control tasks (Bergen et al., 2019). Their application in 

seismology include event detection, phase picking and identification, phase 
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association, hypocenter location and event characterization (for reference see Bergen 

et al., 2019). 
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2. MICROSEISM AND SEA ICE RELATIONSHIP IN 

ANTARCTICA 

 

2.1 INTRODUCTION 

 

Microseism amplitudes at temperate latitudes in both northern and southern 

hemispheres show strong annual periodicity with maxima during the winter seasons, 

when the oceans are stormier, and minima during summers (Aster et al., 2008). 

However, such a pattern is different in Antarctica where during the winter, because 

of the sea ice, the oceanic waves cannot efficiently excite seismic energy (Aster et 

al., 2008; Stutzmann et al., 2009; Grob et al., 2011; Anthony et al., 2015, 2017; Turner 

et al., 2020). Although the link between microseism and ocean wave parameters has 

been quantitatively explored (e.g. Ardhuin et al., 2012; Bromirski et al., 1999, 2002), 

the relationship between sea ice concentration and microseism recorded in Antarctica 

has only been qualitatively treated. 

An exception is the investigation performed by Anthony et al. (2017), who 

quantitatively studied such a relationship only in the Antarctic Peninsula, finding that 

primary microseism (PM) energy is both more sensitive to sea ice and more capable 

of propagating across ocean basins than secondary microseism (SM) energy. In 

addition, to date no technique has been found to try to infer the sea ice distribution in 

the Southern Ocean, based on microseism recordings. 

In the following sections, we quantitatively investigate the relationship between 

microseism, recorded along the Antarctic coasts and filtered in three distinct period 

bands (primary microseism PM: 13–20 s, secondary microseism SM: 5–10 s and 

short-period secondary microseism SPSM: 2.5–5.0 s), and sea ice concentration by 



35 

 

means of statistical analysis and machine learning applications, allowing to spatially 

and temporally reconstruct the sea ice distribution around Antarctica based on the 

microseism amplitudes. 

 

2.2 DATA 

2.2.1 SEISMIC DATA 

 

All the available seismic data, recorded by the vertical component of 20 stations from 

1993 to 2017, were used. These stations, chosen because located close to the 

Antarctica grounding lines (maximum distance equal to ~260 km for SILY) and then 

to those microseism sources, mainly related to the energy transfer of ocean waves 

breaking/shoaling against the shoreline (PM, Hasselmann, 1963) or to local nearshore 

wave-wave interaction (SPSM, Bromirski et al., 2005) (Fig. 2.1), belong to the 

following seismic networks (Table 2.1): Antarctic Seismographic Argentinean Italian 

Network (BELA, ESPZ, ORCD, SMAI), POLENET (BEAR, CLRK, DNTW, 

HOWD, MECK, MPAT, SILY, THUR), Global Seismograph Network (CASY, 

PMSA, SBA, VNDA), GEOSCOPE (DRV), Geoscience Australia (MAW), 

GEOFON (SNAA), Pacific21 (SYO). 

The data were acquired at a sampling rate of 20 or 40 Hz (Table 2.1) by seismic 

stations equipped with different broadband seismometers (Guralp CMG-3T, 

Streckeisen STS2, Streckeisen STS1, Nanometrics Trillium 240, Geotech KS-

54000). The data were downloaded from the website of Incorporated Research 

Institutions for Seismology (IRIS; https://ds.iris.edu/SeismiQuery/station.htm). 

Although the considered time interval ranges from 1993 to 2017, the temporal 

coverage of the acquired data significantly varies from station to station (Fig. 2.2). 
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Table 2.1: List of seismic stations used in this work. The data are coming from IRIS website. 

 

Figure 2.1: Antarctica map. Digital elevation model of Antarctica (data derived from 

CryoSat-2 altimetry; Slater et al., 2018); plotted by the Antarctic Mapping Tools (Greene et 

al., 2017), showing the locations of the seismic stations used in this study. The dashed black 

lines divide Antarctica into 5 sectors named Weddell, Indian, West Pacific, Ross and A-B 

(acronym of Amundsen-Bellinghausen) (Holland, 2014). 

 

Station Name Latitude Longitude Altitude (m a.s.l.) Network Sensor Sampling Rate (Hz) 

BELA -77.875 -34.6269 262 ASAIN Guralp CMG-3T 20 

ESPZ -63.3981 -56.9964 31 ASAIN Guralp CMG-3T 20 

SMAI -68.1302 -67.1059 9 ASAIN Guralp CMG-3T 20 

ORCD -60.7381 -44.7361 20 ASAIN Guralp CMG-3T 20 

MAW -67.604 62.871 12 Geoscience Australia Streckeisen STS-2 40 

DRV -66.664908 140.002069 40 GEOSCOPE Streckeisen STS-1 20 

SNAA -71.6707 -2.8379 846 GEOFON Streckeisen STS-2 20 

VNDA -77.517275 161.852758 51 (100 m depth) Global Seismograph Network Geotech KS-54000 40 

CASY -66.2792 110.53554 5 Global Seismograph Network Streckeisen STS-1 20 

PMSA 67.7744 -64.0489 40 Global Seismograph Network Streckeisen STS-1 40 

SBA -77.8492 166.7572 48 Global Seismograph Network Guralp CMG-3T 40 

SYO -69.0067 39.585 20 Pacific21 Streckeisen STS-1 20 

BEAR -74.5476 -111.8511 384 POLENET Guralp CMG-3T 40 

CLRK -77.3231 -141.8485 1042 POLENET Nanometrics Trillium 240 40 

DNTW -76.4512 -107.7769 1031 POLENET Nanometrics Trillium 240 40 

HOWD -77.5286 -86.7694 1495 POLENET Nanometrics Trillium 240 40 

MECK -75.2808 -72.185 1085 POLENET Nanometrics Trillium 240 40 

MPAT -78.0297 -155.0221 539 POLENET Nanometrics Trillium 240 40 

SILY -77.1332 -125.966 2092 POLENET Nanometrics Trillium 240 40 

THUR -72.5301 -97.5606 238 POLENET Guralp CMG-3T 40 
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Figure 2.2: Data availability for the seismic stations used in this study. Black areas indicate 

periods when data were successfully recorded, white areas show periods when the stations 

were down. 
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2.2.2 SEA ICE DATA 

 

Information about temporal and spatial variability of sea ice concentration, defined 

as the percentage of ice cover within each 25 × 25 km2 cell of a grid comprising the 

entire Antarctic polar sea ice cover, are obtained by brightness temperature data 

(Fetterer et al., 2017). Such data were downloaded as GeoTIFF files, providing the 

daily sea ice concentration data in a georeferenced format (Fig. 2.19b-c). In particular, 

the version 2.1 files were used for the period 2000–2016, the version 3.0 files for the 

period 1993–1999 and 2017. The two versions have no difference in terms of daily 

sea ice concentration (Windnagel et al., 2017). The sea ice concentration is 

represented with a scale ranging from 0 to 1000. We divided this value by 10 to get 

data in percent. It has to be noted that values lower than 150 (15%) are considered 

statistically irrelevant because of instrumental limits. Such a parameter is affected by 

larger uncertainty during summer, because of the thinner sea ice (Steffen et al., 1992). 

 

2.3 METHODS OF ANALYSIS 

2.3.1 SPECTRAL AND RMS AMPLITUDE ANALYSES 

 

Once the data were downloaded, they were corrected for the instrument response, and 

the Short Time Fourier Transform (STFT) of the data recorded by the vertical 

component of the 20 stations (shown in Fig. 2.1) was calculated as follows: spectra 

over 81.92-second-long sliding window were computed, and all the spectra falling in 

the same day were averaged by Welch’s overlapped segment averaging estimator 

(Welch, 1967), and visualised as spectrograms (Fig. 2.3). 
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As for the root mean square (RMS) amplitudes, three distinct period bands were taken 

into account: PM (13–20 s), SM (5–10 s), and SPSM (2.5–5.0 s) (Anthony et al., 

2017).  

If sn, n = 0, 1.., N - 1 is a segment of the signal encompassing N points, the RMS in a 

specified frequency band is calculated from the filtered signal 𝑠𝑛
𝐹 :  

𝑅𝑀𝑆 =  √
∑ (𝑠𝑛

𝐹)2𝑁−1
𝑛=0

𝑁
              (2.1) 

It is also possible to calculate the RMS without filtering using Parseval’s theorem. If 

we apply the discrete Fourier transform to the signal sn, we get its spectrum Sk , k= 

0,1.., N – 1. The RMS of the unfiltered signal is then: 

𝑅𝑀𝑆 =  
1

𝑁
√∑ |𝑆𝑘|2

𝑁−1

𝑘=0
              (2.2) 

If we wish to consider a specific frequency band, we only calculate the sum over the 

chosen part of the spectrum. For continuous signals, the RMS value is much more 

stable than the peak-to-peak amplitude which may be strongly influenced by a single 

peak in the signal or by a glitch due to a technical problem (Battaglia & Aki, 2003). 

The RMS amplitude time series were obtained by gathering median daily RMS 

amplitudes, computed on values calculated over consecutive 81.92-sec-long windows 

(Fig. 2.4). Successively, the RMS amplitude time series were smoothed by a 90-day-

long moving median, split in year-long windows, that were stacked and normalised 

by subtracting the minimum value and dividing by the maximum value (Fig. 2.5a). 
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Figure 2.3: Seismic spectrograms. Spectrograms of the seismic signal recorded by the 

vertical component of the 20 considered stations. 
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Figure 2.4: RMS amplitudes of the seismic signal recorded by the vertical component of the 

20 considered stations and filtered in the band (a) 2.5-5.0 s (SPSM), (b) 5-10 s (SM) and (c) 

13-20 s (PM). 

 

Then, all these stacked normalised RMS amplitudes of all the stations were again 

stacked to have the overall seasonal trends in the three distinct period bands (Fig. 

2.5b). Finally, the three curves were stacked, thus obtaining a single curve (Fig. 2.5c). 

The highest and lowest peaks in Fig. 2.5c indicate the onset time of the 90-day-long 

windows, characterised by the strongest (February–April) and weakest (October– 

December) microseism, respectively. 

Furthermore, a median value of RMS amplitude was obtained per each station in the 

three considered period bands and, by applying a triangulation-based natural 

neighbour interpolation (Sibson, 1981), a map showing the spatial distribution of 

RMS amplitude values was plotted per each period band (Fig. 2.6a–c). Following 

Möllhoff & Bean (2016), to remove interpolated information from poorly constrained 

regions, we masked interpolated data for areas farther than 1000 km from any station 

(distance chosen to evidence the unreliable interpolated microseism amplitude 
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information in the inner part of Antarctica). The same technique was applied to 

generate maps focused on the periods with the maximum (February–April; Fig. 2.6d–

f) and minimum (October–December; Fig. 2.6g–i) microseism amplitudes. 

 

Figure 2.5: (a) RMS amplitude time series, smoothed by a 90-day-long moving median, split 

in year-long windows, stacked and normalised for all the considered seismic stations (see 

the legends on the right). In particular, left plots regard the period band 2.5-5.0 s, central plot 

5-10 s and right plot 13-20 s. The time series are gathered in different plots, according to the 

different Antarctic sector, where the station is located (see Figure 2.1 for sector view). (b) 

Overall seasonal trend of microseism for the period band 2.5-5.0 s, 5-10 s and 13-20 s (left, 

central and right plot, respectively), obtained by stacking the RMS amplitudes of all the 

stations, smoothed and normalised, shown in (a). (c) Overall seasonal trend of microseism 

in Antarctica obtained by stacking the time series in (b). The time in x-axis in (a-c) indicates 

the window onset of the 90-day-long moving median. 
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Figure 2.6: Microseism amplitude maps. Spatial distribution of the median values of RMS 

amplitude time series in the bands 2.5–5.0 s (SPSM; a,d,g), 5–10 s (SM; b,e,h) and 13–20 s 

(PM; c,f,i), obtained by applying a triangulation-based natural neighbour interpolation 

(Sibson, 1981). The plots (a–c) were obtained by taking into account the whole year, while 

the plots (d–f) and (g–i) are focused on the periods with the strongest (February–April) and 

weakest (October–December) microseism, respectively. The black dots indicate the 

locations of the considered stations. It has to be noted that the color scale used for PM 13–

20 s (c,f,i) is different from the color scales used for SM 5–10 s (b,e,h) and SPSM 2.5–5 s 

(a,d,g). 
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2.3.2 CORRELATION ANALYSIS 

 

Following the idea by Anthony et al. (2017), we quantitatively investigated the 

relationship between microseism and sea ice distribution for the three different period 

band: 2.5–5.0 s, 5–10 s and 13–20 s. Time series of daily sea ice concentration values 

per each grid node were obtained and compared with the RMS amplitude patterns by 

Spearman correlation coefficient.  

Following Craig et al. (2016) and Xiao et al. (2018), in place of using the more 

common Pearson correlation coefficient, we made use of the Spearman correlation 

coefficient. This coefficient, defined as a nonparametric measure of rank correlation, 

was preferred with respect to the more widely used cross correlation coefficient, 

whose application is limited to explore linear dependence between normally 

distributed parameters (Myers & Well, 2003; Kanji, 2006). In addition, unlike the 

Pearson correlation coefficient, the Spearman correlation coefficient is less affected 

by outliers. The Spearman correlation coefficient can be computed as follows (Craig 

et al., 2016): 

𝜌 = 1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2 − 1)
                   (2.3) 

 

where di is the difference between the ranks of the two parameters and n is the number 

of observations. Then, spatial distributions of the Spearman correlation coefficient in 

the portion of Southern Ocean, seasonally covered by sea ice, were obtained (Fig. 

2.7a,c,e). 

In addition, we repeated the same correlation analysis by filtering the long-period 

components out in both seismic RMS amplitude and sea ice time series. To obtain 
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these filtered time series, we tested two methods: (i) we computed smoothed time 

series of RMS amplitude and sea ice by using a 15-day-long moving median, and 

subtracted from each value of the original RMS amplitude and sea ice series, the value 

of the smoothed series shifted back by one year; (ii) we divided the RMS amplitude 

and sea ice time series into 1-year-long windows, stacked them and smoothed them 

by using a 15-day-long moving median, and then we subtracted from each sample of 

the original time series the corresponding sample of the yearly stacked series. By 

using both methods, we obtained very similar time series. Also in this case, we 

obtained maps of spatial distribution of Spearman correlation coefficient (Fig. 

2.7b,d,f).
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Figure 2.7: Maps of Antarctica showing the space distribution of the Spearman correlation coefficient computed between sea ice concentration time series and RMS amplitudes, 

calculated per per each considered station in the bands (a,b) 2.5-5.0 s, (c,d) 5-10 s and (e,f) 13-20 s. In (a,c,e) the long period components of the time series were present, in (b,d,f) the 

long-period components were filtered out before performing the correlation analysis. The black dots indicate the locations of the considered stations. 
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As both seismic RMS amplitudes and sea ice concentrations are characterized by a 

sampling period of 24 h (much longer than any physically possible delays between 

the two time series), a simple zero-lag correlation was computed. 

To test whether the observed values of Spearman correlation coefficient are 

significantly different from zero or not (null hypothesis), the t-test, taking into 

account the different number of samples in the distinct RMS amplitude time series, 

was performed and the space distribution of p-value (probability value) was 

calculated; in particular, p-values lower than the significance level of 0.05 were 

considered sufficient to reject the null hypothesis (Fig. 2.8). Such a threshold means 

that the probability, that the result of the statistical test is due to chance alone, is less 

than 5%, so it would occur once out of 20 times the study is repeated. The value of 

0.05 is a commonly accepted significance level used for this statistic test (e.g. 

Anthony et al., 2017). 

Focusing on the filtered RMS amplitude and sea ice time series, we collected all the 

Spearman correlation values and the corresponding distances for all the stations and 

the three period bands. A cumulative 3D density plot was obtained per each period 

band, showing the distance in the x-axis, the Spearman correlation value in the y-

axis, and the normalised number of Spearman correlation estimations with the color 

scale (Figs. 2.9a, 2.10a, 2.11a). Furthermore, 2D histograms, gathering the Spearman 

correlation values within given ranges of distance (from 0 to 6000 km, with step of 

125, 250, 500, Figs. 2.12a-c, 2.13a-c, 2.14a-c and 1000 km), were obtained. Figures 

2.9b-g, 2.10b-g and 2.11b-g show the results for the 1000-km step. 
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Figure 2.8: Maps showing the space distribution of p-values, obtained by the Spearman correlation analysis, calculated per each considered station in the bands (a,b) 2.5-5.0 s, (b) 5-

10 s and (c) 13-20 s. The pink color indicates the areas where p-value is lower than 0.05. In (a,c,e) the long-period components of the time series were present, in (b,d,f) the long-period 

components were filtered out before performing the correlation analysis. The black dots indicate the locations of the considered stations.
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Figure 2.9: Density plots of Spearman correlation coefficient for short period secondary 

microseism. (a) 3D normalised density plot obtained for the band 2.5–5.0 s, showing the 

distance sea ice-seismic station in the x-axis, the Spearman correlation value in the y-axis, 

and the number of correlation estimations with the color scale. (b–g) 2D normalised 

histograms showing the Spearman correlation value in the x-axis and the number of 

correlation estimations in the y-axis for different distance ranges. 
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Figure 2.10: Density plots of Spearman correlation coefficient for secondary microseism.  

(a) 3D normalised density plot obtained for the band 5-10 s, showing the distance sea ice-

seismic station in the x-axis, the Spearman correlation value in the y-axis, and the number 

of correlation estimations with the color scale. (b-g) 2D normalised histograms showing the 

Spearman correlation value in the x-axis and the number of correlation estimations in the y-

axis for different distance ranges. 
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Figure 2.11: Density plots of Spearman correlation coefficient for primary microseism.  (a) 

3D normalised density plot obtained for the band 13-20 s, showing the distance sea ice-

seismic station in the x-axis, the Spearman correlation value in the y-axis, and the number 

of correlation estimations with the color scale. (b-g) 2D normalised histograms showing the 

Spearman correlation value in the x-axis and the number of correlation estimations in the y-

axis for different distance ranges. 
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Figure 2.12: Normalised histograms showing the Spearman correlation values in the x-axis and the normalized number of correlation estimations in the y-axis for distances ranging 

from 0 to 6000 km, with interval of 125 km, obtained for the band (a) 2.5-5.0 s, (b) 5-10 s and (c) 13-20 s. 
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Figure 2.13: Normalised histograms showing the Spearman correlation values in the x-axis and the normalized number of correlation estimations in the y-axis for distances ranging 

from 0 to 6000 km, with interval of 250 km, obtained for the band (a) 2.5-5.0 s, (b) 5-10 s and (c) 13-20 s. 
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Figure 2.14: Normalised histograms showing the Spearman correlation values in the x-axis and the normalized number of correlation estimations in the y-axis for distances ranging 

from 0 to 6000 km, with interval of 500 km, obtained for the band (a) 2.5-5.0 s, (b) 5-10 s and (c) 13-20 s.



55 

 

2.3.3 CALCULATION OF SEA ICE CONCENTRATION BY USING 

MICROSEISM AND MACHINE LEARNING 

 

In this section we apply a new methodology able to predict the spatial daily sea ice 

concentration starting from microseism signal. The method is composed of three 

steps (Fig. 2.15): (i) data preparation; (ii) training; (iii) cross-validation. 

As for the step (i), the time intervals characterized by an almost complete coverage 

of seismic data from 18 out of 20 stations were selected (2011–2012 and 2016–2017), 

and the corresponding RMS amplitude data were extracted. SYO and DNTW stations 

were not used because of the total lack of data during the most recent time interval 

(2016–2017). We applied the following transformations on all the RMS amplitude 

time series: 

• Probability Integral Transformation (PIT, Dodge, 2006): to maximize the 

distribution regularity of the data in a range. The technique attempts to convert 

a random variable with any given continuous distribution into a random 

variable having a standard uniform distribution (Angus, 1994). 

• The Linear Discriminant Analysis (LDA, McLachlan, 2004): to maximize the 

class-separability of clustered data. The goal of LDA is to project the dataset 

onto a lower-dimensional space with better class-separability. To define the 

classes of sea ice space distribution, we firstly found the best number of 

clusters that can separate the sea ice space distribution images by using the 

Calinski-Harabasz (Caliński & Harabasz, 1974) and the Silhouette (Rousseuw 

& Silhouettes, 1987) indexes in the range between 2 and 365. We found the 

optimum number of 32 different classes for the sea ice space distribution 

dataset, that we clusterized by k-means algorithm (MacQueen, 1967). Then, 
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we applied the LDA to the seismic features corresponding to these classes. 

With an explained variance greater than 95%, we found the transformed and 

reduced seismic features that better separate the sea ice space distribution 

classes. 

• Time Smoothing (SMT): to reduce the time variability of the seismic data, we 

applied a sliding window smoothing the signal. The mean autocorrelation 

function of the RMS amplitude time series shows a fast decay of more than 

60% after only 2 days, thus we considered a causal-consistent smoothing 

window of 3 days. 

As potential input features (IF) for machine learning modeling, we tested all the 

possible ordered selections without repetition of any subset (included the empty one) 

of the described transformations (PIT, LDA, SMT) on the RMS amplitude data. To 

be sure that the model predicted the sea ice concentration from the information carried 

by microseism signals and not from the implicit seasonality, we compared the results 

obtained by using only a variable linked to the period of the year as input (see rows 

with “−” in the Basic data column of Table 2.2) with those obtained by the whole set 

of microseism-related data (see rows with “microseism” in the Basic data column of 

Table 2.2). The time-related feature was defined as a sinusoidal oscillator between 0 

and 1 with annual period and with 0 corresponding to the time with the maximum 

peak of the sea ice concentration (defined as the measurement of the area of ocean 

where there is at least 15% of sea ice concentration). All the potential sets of IFs were 

tested both in presence (see rows with “x” in the Time feature column of Table 2.2) 

and in absence of this time-related feature that indicated the day of the year (see rows 

without “x” in the Time feature column of Table 2.2). 
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Figure 2.15: Machine learning scheme. Scheme of the modelling analysis to get the spatial 

distribution of sea ice concentration by using the microseism (see text for details). “IFs” 

stands for input features, “MLT” for machine learning technique, “PIT” for probability 

integral transformation, “LDA” for linear discriminant analysis, “SMT” for time smoothing, 

“MAE” for mean absolute error. The maps were created by Matplotlib package for Python 

(Hunter, 2007). 
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Concerning the training step (ii), the supervised machine learning techniques (MLT), 

taken into account to predict the sea ice concentration, were: 

• Linear Regression (Kutner et al., 2004): the relationships are modeled using 

linear predictor functions, whose unknown model parameters are estimated 

from the input/output data. 

• Random Forest Regression (Liaw & Wiener, 2002): it operates by constructing 

a multitude of decision trees at training time, outputting the mean prediction 

of the individual trees. 

• K-Neighbors Regression (Altman, 1992): average of the values of its k nearest 

neighbors. 

• Extremely Randomized Trees Regression (Geurts et al., 2006): based on 

random forest, it applies a fully random selection to split data in the test nodes. 

The step (iii), cross-validation, consisted of evaluating the unbiased generalization 

capacity of each pair MLT/IF by calculating the prediction performance through K 

fold cross-validation (Kuhn & Johnson, 2013). We considered K = 10 with partially 

overlapped subsets of 365 timely-consecutive daily data. The choice to consider 365-

consecutive daily data for testing was due to the slow dynamics of sea ice formation 

and melting. In a completely random selection of the test set, results could be 

optimistically biased for the presence of close-in-time (and hence similar) patterns in 

the learning set. Considering an annual (i.e. 365 daily data) test set, we avoided biases 

in results due to such seasonal correlations. The performance indexes used to compare 

the models were: 
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• The mean absolute error (MAE) between the observed sea ice concentration 

and the predicted one, calculated in a mask where the ice concentration is not 

null for the whole period. 

• The percentage (φ) of the cells in the sea ice grid, showing an absolute error, 

defined as the absolute value of the difference between predicted and true sea 

ice concentration, lower than 50% (threshold chosen to discriminate gross 

errors). 

Cross-validation allowed us to estimate the unbiased mean and standard deviation (σ) 

of the performance indexes. Table 2.2 shows the cross-validated performances of the 

different pairs MLT/IF sorted by ascending MAE + σMAE. 

 

2.4 RESULTS 

2.4.1 RESULTS OF THE SPECTRAL AND RMS AMPLITUDE ANALYSES 

 

Microseism exhibits seasonal variability with maxima during February–April (austral 

fall) and minima during October–December (austral spring-summer) as shown in the 

yearly smoothed and stacked RMS amplitude time series (Fig. 2.5). There are slight 

differences in the seasonal pattern, regarding both the times of maxima and minima 

(indeed, there are clear lags between the different time series) and the shape of the 

patterns (Fig. 2.5a). Such a variability to a first approximation depends on the sector 

where the stations are located (see Fig. 2.1 for sector view). For instance, stations 

falling in the Weddell sector show RMS amplitude maxima for the band 2.5–5.0 s 

during the period end of January – end of April, while stations in Ross sector exhibit 

maxima slightly before, mid-January – mid-April. 



60 

 

In addition, stations located in the West Pacific sector (and in particular CASY) show 

a shorter period of minimum RMS amplitudes, with respect to the stations located in 

the Ross sector. Finally, a certain variability can also be observed among stations 

belonging to the same sector. The annual patterns of ESPZ and ORCD are evidently 

different from the patterns shown by the other stations of the Weddell sector. 

The spectrograms show how most microseism energy is comprised in the bands 2.5–

5.0 and 5–10 s (SPSM and SM, respectively) at all the considered stations (Fig. 2.3). 

The different energy content in the distinct period bands is also evident in the maps, 

showing the spatial distribution of the median value of RMS amplitudes (Fig. 2.6a–

c). Moreover, these maps highlight that the area with maximum microseism 

amplitude is the West Antarctica, and in particular the Antarctic Peninsula. This 

feature has also been noted by Anthony et al. (2015), who analysed a shorter time 

period between 2007 and 2012, and interpreted this feature as due to the circumpolar 

westerlies, making Drake Passage and Bellingshausen Sea very stormy. Strong 

microseism sources located in this area have also been reported in other papers (Lee 

et al., 2011; Prat et al., 2017). Moreover, the maps, displaying the spatial distribution 

of the median value of RMS amplitudes in the three investigated period bands (2.5–

5.0, 5–10 and 13–20 s) during February–April (Fig. 2.6d–f) and October–December 

(Fig. 2.6g–i), confirm the strong seasonal modulation of the microseism: higher 

amplitude during austral fall, and lower amplitude during austral spring-summer. 
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2.4.2 RESULTS OF THE CORRELATION ANALYSIS 

 

The results of the correlation analysis highlight clear anti-correlation patterns for all 

the bands (in Fig. 2.7a the Spearman correlation coefficient map for period band 2.5-

5.0 s is shown). The values of Spearman correlation strongly depend on the 

considered station and period band. In particular, the period band showing the 

strongest anti-correlation is 2.5–5.0 s (SPSM; Fig. 2.7a). Indeed, the median value 

calculated on the Spearman correlation minima obtained for all the stations is equal 

to −0.63 for 2.5–5.0 s band, while it is equal to −0.43 and −0.40 for 5–10 s and 13–

20 s (SM and PM), respectively. Furthermore, the estimated space distribution of the 

p-values highlights how the anti-correlation obtained for most of the stations is 

significantly different from zero in wide areas, in some cases coinciding with almost 

the whole Southern Ocean (Fig. 2.8a,c,e). This is because both the parameters show 

strong seasonal periodicity. 

In addition, to seek a prospective spatial dependence between sea ice concentration 

and the location of the station recording microseism, the long-period components 

(among which the seasonal modulation) were filtered out and the correlation analysis 

was performed again between the filtered time series (Figs 2.7b,d,f and 2.8b,d,f). 

The correlation maps show less strong anti-correlations: the median value calculated 

on the Spearman correlation minima obtained for all the stations is equal to −0.34, 

−0.28 and −0.29 for 2.5–5.0, 5–10 and 13–20 s, respectively. More importantly, in 

most cases the Spearman correlation coefficient displays the lowest values in the 

areas close to the stations where the microseism is recorded. This is evident in many 

regions, such as the Drake Passage, Bellingshausen Sea and Weddell Sea (i.e. stations 

ESPZ, HOWD, ORCD, PMSA, SMAI), and the Ross Sea (i.e. stations MPAT, SBA, 
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VNDA) (Figs 2.1 and 2.6b). According to Anthony et al. (2017), in regions with 

strong anti-correlation we expect that sea ice interferes with the microseism 

generation. 

In a few cases, it is also possible to note low values of Spearman correlation 

coefficient in areas far away from the stations recording the microseism. This is 

especially evident for stations located on or nearby the Antarctica Peninsula, such as 

ORCD, ESPZ and DNTW (see Figs 2.1 and 2.7b), whose Spearman correlation maps 

show anti-correlation both close to the stations (Weddell Sea and/or Bellinghausen 

Sea) and far away (mostly Western Ross Sea). However, such an apparent link 

between microseism and very distant sea ice is due to the fact that time series of sea 

ice concentration in areas far away from each other can have similar patterns. 

To verify the dependence of the anti-correlation from the distance between the sea 

ice and the seismic station recording microseism, a cumulative 3D density plot of all 

the correlation maps was obtained per each period band, showing the distance in the 

x-axis, the Spearman correlation value in the y-axis, and the number of Spearman 

correlation estimations, performed on the filtered deseasonalized time series, with the 

color scale (Figs. 2.9a, 2.10a, 2.11a). These 3D density plots have the aim to highlight 

common patterns among the 20 maps, and reduce the contribution of features 

regarding single stations or a small number of stations, such as the afore mentioned 

apparent link between microseism and very distant sea ice. Furthermore, 2D 

histograms, gathering the Spearman correlation values within given ranges of 

distance (from 0 to 6000 km, with step of 125, 250, 500 and 1000 km), were obtained 

(Figs. 2.9b-g, 2.10b-g, 2.11b-g, 2.12a-c, 2.13a-c, 2.14a-c). Both the 3D density plots 

and the 2D histograms show a fairly symmetric shape with maxima in 
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correspondence with zero correlation values, that is what we expect in case of 

unrelated random signals. However, if we focus on the short distances (<1000 km; 

Figs. 2.9b, 2.10b, 2.11b, 2.12a-c, 2.13a-c, 2.14a-c), the distributions show a clear 

asymmetry with higher number of negative correlation values with respect to the 

positive correlation values. This feature, evident for all the investigated period bands, 

suggests that microseism is mostly affected by the sea ice concentration within 1000 

km from the station recording the seismic signal. Such a decrease in sea 

ice sensitivity of microseism, due to the increasing distance from the seismic station, 

has never been observed in Antarctica. In the Arctic, similar observations led (Tsai 

& McNamara, 2011) to build an equation linking sea ice and microseism amplitudes 

in Bering Sea. 

 

2.4.3 RESULTS OF THE MICROSEIM-SEA ICE LINK BY MEANS OF 

MACHINE LEARNING 

 

The observed decrease in sea ice sensitivity of microseism, due to the increasing 

distance from the seismic station, paves the way to implement an algorithm to 

spatially and temporally reconstruct the sea ice distribution around Antarctica on the 

basis of the microseism amplitudes. However, to do that, an analytical approach, 

based on microseism wave propagation, seems to be impracticable for the few and 

sparse data available in a highly heterogeneous and complex environment that would 

conduct to a strongly underdetermined ill-posed inversion problem. For this reason, 

we exploited the capabilities of the newest regression algorithms in machine learning 

to reconstruct the sea ice field starting from the knowledge of the microseism features 

or their transformations. In particular, the method we used is composed of three main 
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steps (summarized in Fig. 2.15 and explained in detail in the section 2.3.3): (i) data 

preparation; (ii) training; (iii) cross-validation. 

By listing the cross-validated performances of the different pairs MLT/IF sorted by 

ascending MAE plus its standard deviation (σMAE) (Table 2.2), we found that the best 

performance is obtained by the Extremely Randomized Trees Regression applied on 

RMS amplitude data sequentially post-processed by PIT, LDA and SMT, with the 

addition of the time-related feature. The analysis of the results also shows that the 

time-related feature by itself (see rows with “−” in column Basic data in Table 2.2) is 

not able to give performance comparable with those obtained with microseism 

features.  

Figure 2.16a–f shows two cases of actual and predicted sea ice concentration, together 

with the corresponding error, obtained by using the Extremely Randomized Trees 

model trained on the above-mentioned optimal IFs, acquired during 2011–2012 and 

from the beginning of 2016 to half year before the considered day. 

For the identified optimal pair MLT/IF, we also estimated and mapped the unbiased 

spatial MAE through K-fold cross-validation (Fig. 2.17a). It is evident how the area 

characterized by the lowest prediction error is the southern part of Weddell Sea, that 

is shielded from the westerlies by the Antarctica Peninsula (Anthony et al., 2017) and 

for this reason it is characterized by almost permanent sea ice (see an example of sea 

ice concentration map during a period with very low sea ice extent in Fig. 2.16d). 

In addition, we computed the seasonal trend of the prediction error through K-fold 

cross-validation. The error for each day was computed as the average of the absolute 

values of the difference between the true sea ice concentration and the predicted one. 

Then, the median of all the errors concerning the same day during the year was 
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computed to get the seasonal trend of prediction error (Fig. 2.17b). It is evident how 

the error is higher during the time periods characterised by high sea ice concentration. 

 

Table 2.2: List of the cross-validated performances of the different pairs MLT/IF sorted by 

ascending MAE plus its standard deviation (σMAE). “ExtraTrees” stands for Extremely 

Randomized Trees Regression, “RandomForest” for Random Forest Regression, “Knn” for 

K-Neighbors Regression, and “Linear” for Linear Regression. The “x” in the Time feature 

column means that the time-related feature was included in the training and cross-validation 

steps. The “-” in the Basic data means that only the time-related feature was included in the 

training and cross-validation steps (the microseism data were not used).   

# Regression Model Basic data Time feature MAE (%) σMAE(%) ϕ(%) σϕ (%) MAE+σMAE(%) # Regression Model Basic data Time feature MAE (%) σMAE(%) ϕ(%) σϕ (%) MAE+σMAE(%)

1 ExtraTrees microseism PIT SMT LDA x 10.33 3.29 96.00 2.04 13.62 69 Linear microseism SMT LDA PIT x 14.47 3.21 96.35 2.50 17.68

2 ExtraTrees microseism PIT LDA SMT x 10.28 3.34 95.95 2.11 13.62 70 Linear microseism SMT PIT LDA x 14.35 3.36 96.75 2.40 17.71

3 ExtraTrees microseism SMT PIT LDA x 10.39 3.41 95.89 2.22 13.79 71 Linear microseism LDA PIT SMT 14.54 3.22 96.62 2.33 17.76

4 RandomForest microseism PIT LDA SMT x 10.38 3.46 95.44 2.26 13.84 72 Linear microseism PIT LDA x 14.40 3.39 96.69 2.47 17.79

5 RandomForest microseism PIT SMT LDA x 10.49 3.49 95.35 2.34 13.99 73 Knn microseism LDA PIT x 13.19 4.64 93.75 4.95 17.82

6 RandomForest microseism SMT PIT LDA x 10.47 3.52 95.39 2.48 13.99 74 Linear microseism LDA SMT PIT 14.68 3.19 96.61 2.32 17.86

7 ExtraTrees microseism PIT LDA x 10.52 3.54 95.65 2.37 14.06 75 Knn microseism LDA PIT SMT 13.03 4.86 93.27 5.05 17.88

8 ExtraTrees microseism PIT SMT x 10.68 3.43 96.08 2.08 14.11 76 Linear microseism PIT SMT LDA 14.60 3.30 96.68 2.37 17.90

9 ExtraTrees microseism LDA PIT SMT x 10.64 3.52 95.75 2.05 14.16 77 Linear microseism PIT LDA SMT 14.63 3.31 96.67 2.46 17.94

10 ExtraTrees microseism SMT PIT x 10.71 3.47 96.10 2.05 14.18 78 Linear microseism SMT LDA PIT 14.72 3.23 96.32 2.54 17.94

11 ExtraTrees microseism LDA SMT PIT x 10.66 3.55 95.76 2.13 14.21 79 Linear microseism SMT PIT LDA 14.66 3.30 96.71 2.40 17.96

12 ExtraTrees microseism PIT x 10.79 3.49 95.89 2.23 14.28 80 Knn microseism SMT PIT 12.79 5.18 93.09 5.24 17.97

13 ExtraTrees microseism PIT LDA SMT 10.79 3.51 96.12 2.49 14.30 81 Knn microseism LDA 12.85 5.13 93.77 4.84 17.98

14 ExtraTrees microseism PIT SMT LDA 10.86 3.50 96.06 2.53 14.36 82 Linear microseism LDA PIT x 14.56 3.48 96.43 2.61 18.04

15 ExtraTrees microseism SMT LDA PIT x 10.80 3.59 95.77 2.16 14.39 83 Knn microseism SMT LDA PIT x 13.23 4.89 93.12 5.50 18.12

16 RandomForest microseism PIT LDA x 10.67 3.76 95.27 2.71 14.43 84 Knn microseism PIT 13.11 5.17 93.63 5.15 18.27

17 RandomForest microseism PIT SMT x 10.81 3.70 95.35 2.55 14.51 85 Linear microseism PIT LDA 14.84 3.50 96.58 2.70 18.35

18 ExtraTrees microseism SMT PIT LDA 10.96 3.56 95.99 2.68 14.52 86 Linear microseism PIT x 15.09 3.54 96.25 2.89 18.63

19 RandomForest microseism SMT PIT x 10.84 3.72 95.46 2.58 14.56 87 Linear microseism SMT LDA x 15.10 3.55 95.69 3.24 18.64

20 ExtraTrees microseism SMT x 10.96 3.62 95.77 2.39 14.58 88 RandomForest microseism x 13.36 5.36 93.39 5.88 18.73

21 RandomForest microseism LDA SMT PIT x 10.83 3.80 95.24 2.60 14.63 89 Linear microseism LDA PIT 15.03 3.70 96.34 2.95 18.73

22 RandomForest microseism PIT LDA SMT 10.93 3.70 95.45 2.90 14.63 90 Linear microseism LDA SMT x 15.14 3.61 95.74 3.26 18.75

23 RandomForest microseism LDA PIT SMT x 10.84 3.80 95.22 2.64 14.64 91 RandomForest microseism SMT x 13.25 5.52 93.05 6.02 18.77

24 RandomForest microseism PIT x 10.86 3.80 95.40 2.82 14.66 92 Linear microseism PIT SMT x 15.37 3.57 96.01 3.12 18.94

25 RandomForest microseism PIT SMT LDA 11.01 3.69 95.45 2.89 14.70 93 Linear microseism SMT PIT x 15.47 3.69 95.95 3.29 19.16

26 ExtraTrees microseism LDA PIT x 10.96 3.79 95.41 2.58 14.75 94 Linear microseism PIT 15.54 3.66 96.07 3.11 19.20

27 RandomForest microseism SMT LDA PIT x 10.91 3.86 95.31 2.63 14.77 95 Linear microseism PIT SMT 15.73 3.55 95.89 3.14 19.28

28 ExtraTrees microseism x 11.13 3.65 95.59 2.50 14.78 96 Linear microseism LDA x 15.44 3.85 95.65 3.35 19.29

29 RandomForest microseism SMT PIT LDA 11.10 3.78 95.44 3.09 14.87 97 Linear microseism SMT LDA 15.86 3.65 95.72 3.52 19.51

30 Knn microseism PIT LDA SMT x 10.88 4.00 94.47 3.02 14.88 98 Linear microseism SMT PIT 15.82 3.71 95.82 3.36 19.53

31 Knn microseism PIT SMT LDA x 10.94 4.07 94.53 3.17 15.00 99 Knn microseism SMT LDA PIT 14.38 5.46 92.30 6.65 19.83

32 Knn microseism SMT PIT LDA x 10.97 4.10 94.45 3.26 15.07 100 Linear microseism LDA SMT 16.06 3.78 95.68 3.77 19.84

33 ExtraTrees microseism PIT LDA 11.28 3.85 95.79 3.01 15.13 101 Knn microseism LDA SMT PIT 14.40 5.61 92.06 6.70 20.02

34 Knn microseism PIT LDA x 11.07 4.08 94.82 3.14 15.15 102 Knn microseism LDA PIT 14.85 5.43 92.60 6.40 20.28

35 RandomForest microseism LDA PIT x 11.17 4.08 95.03 3.13 15.25 103 Linear microseism LDA 16.61 4.19 95.42 4.34 20.79

36 Knn microseism PIT LDA SMT 11.30 4.08 94.50 3.48 15.38 104 Knn microseism SMT 15.16 6.46 91.37 7.59 21.62

37 ExtraTrees microseism LDA PIT SMT 11.43 4.06 95.55 2.84 15.49 105 Linear microseism x 16.57 5.29 94.66 5.19 21.86

38 ExtraTrees microseism SMT LDA PIT 11.48 4.04 95.60 2.89 15.52 106 ExtraTrees microseism LDA x 15.03 6.86 88.37 7.85 21.90

39 ExtraTrees microseism LDA SMT PIT 11.47 4.05 95.56 2.87 15.53 107 ExtraTrees microseism x 15.43 7.55 87.78 8.46 22.98

40 RandomForest microseism PIT LDA 11.48 4.12 95.27 3.41 15.60 108 ExtraTrees - x 15.43 7.55 87.78 8.46 22.98

41 Knn microseism PIT SMT LDA 11.61 4.20 94.32 3.78 15.81 109 ExtraTrees microseism SMT LDA x 15.44 7.55 87.77 8.47 22.99

42 RandomForest microseism LDA SMT PIT 11.62 4.19 95.11 3.16 15.81 110 Knn microseism 16.16 6.84 90.95 8.38 22.99

43 RandomForest microseism LDA PIT SMT 11.59 4.23 95.12 3.26 15.82 111 ExtraTrees microseism LDA SMT x 15.44 7.56 87.77 8.48 22.99

44 Knn microseism SMT PIT LDA 11.62 4.27 94.19 3.87 15.89 112 Knn microseism LDA SMT x 16.88 6.63 91.06 8.20 23.51

45 RandomForest microseism SMT LDA PIT 11.60 4.32 94.99 3.47 15.92 113 Knn microseism x 16.88 6.63 91.06 8.19 23.51

46 ExtraTrees microseism SMT PIT 11.86 4.15 95.99 3.07 16.01 114 Knn microseism x 16.88 6.63 91.06 8.20 23.51

47 ExtraTrees microseism PIT SMT 11.91 4.22 95.93 3.14 16.13 115 Knn - x 16.88 6.63 91.06 8.20 23.51

48 ExtraTrees microseism SMT 12.13 4.03 96.16 2.84 16.16 116 Knn microseism SMT x 16.88 6.63 91.06 8.20 23.51

49 Knn microseism PIT SMT x 11.91 4.41 93.96 3.95 16.32 117 Knn microseism LDA x 16.88 6.63 91.06 8.20 23.51

50 Knn microseism PIT LDA 11.95 4.40 94.48 3.88 16.35 118 Knn microseism SMT LDA x 16.88 6.63 91.06 8.20 23.51

51 Knn microseism LDA PIT SMT x 12.09 4.38 93.87 4.21 16.47 119 Linear microseism SMT x 17.46 6.12 93.77 6.26 23.58

52 ExtraTrees microseism LDA PIT 12.06 4.45 95.31 3.48 16.51 120 Linear microseism x 17.73 6.06 92.15 7.01 23.79

53 RandomForest microseism LDA PIT 12.10 4.53 95.00 3.72 16.63 121 Linear - x 17.73 6.06 92.15 7.01 23.79

54 ExtraTrees microseism PIT 12.35 4.38 95.82 3.50 16.73 122 Linear microseism 17.75 6.27 94.06 6.66 24.02

55 Knn microseism SMT PIT x 12.16 4.58 93.65 4.26 16.74 123 RandomForest microseism LDA SMT x 17.31 6.84 89.11 8.35 24.15

56 RandomForest microseism SMT PIT 12.17 4.69 95.00 4.38 16.85 124 RandomForest microseism SMT LDA x 17.30 6.86 89.10 8.39 24.17

57 RandomForest microseism PIT SMT 12.19 4.68 95.03 4.26 16.87 125 RandomForest microseism LDA x 17.33 6.85 89.10 8.38 24.18

58 Knn microseism PIT x 12.40 4.52 94.13 4.07 16.92 126 RandomForest microseism x 17.32 6.87 89.10 8.37 24.19

59 Knn microseism LDA SMT 12.19 4.84 93.54 4.53 17.03 127 RandomForest - x 17.32 6.87 89.10 8.37 24.19

60 ExtraTrees microseism 12.69 4.35 95.91 3.47 17.03 128 Linear microseism SMT 18.37 6.91 93.24 7.44 25.29

61 RandomForest microseism PIT 12.51 4.72 95.30 4.31 17.24 129 RandomForest microseism 20.64 5.93 91.45 6.88 26.57

62 Knn microseism SMT LDA 12.39 4.98 93.68 4.71 17.37 130 RandomForest microseism SMT 22.12 5.43 90.60 6.67 27.55

63 Linear microseism LDA PIT SMT x 14.23 3.16 96.58 2.19 17.39 131 ExtraTrees microseism LDA 24.23 4.36 89.05 6.79 28.58

64 Linear microseism LDA SMT PIT x 14.35 3.12 96.58 2.27 17.47 132 ExtraTrees microseism LDA SMT 24.72 4.41 87.79 7.54 29.13

65 Knn microseism PIT SMT 12.56 4.98 93.44 4.85 17.54 133 ExtraTrees microseism SMT LDA 24.72 4.41 87.79 7.54 29.13

66 Knn microseism LDA SMT PIT x 13.03 4.55 93.16 4.92 17.58 134 RandomForest microseism LDA SMT 24.72 4.41 87.80 7.54 29.14

67 Linear microseism PIT SMT LDA x 14.27 3.32 96.74 2.36 17.58 135 RandomForest microseism LDA 24.73 4.41 87.79 7.54 29.14

68 Linear microseism PIT LDA SMT x 14.30 3.33 96.72 2.45 17.64 136 RandomForest microseism SMT LDA 24.72 4.42 87.79 7.55 29.14

Sequence of 

transformations

Sequence of 

transformations
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Figure 2.16: Sea ice concentration prediction. Examples of prediction based on microseism 

features for different patterns of sea ice concentration. In (c,f,i) the spatial distribution of the 

prediction error (computed as the difference between the true sea ice concentration and the 

predicted one) is plotted. The used model is obtained by Extremely Randomized Trees 

techniques applied on RMS amplitude data sequentially post-processed by PIT, LDA and 

SMT, with the addition of the time-related feature. The red areas in (g) and the grey areas in 

(i) represent two extended coastal regions, where the sea ice satellite data were missing on 

19 June 2016. The maps were created by Matplotlib package for Python (Hunter, 2007). 
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 Figure 2.17: Map showing the unbiased spatial mean absolute error (MAE) obtained 

through K-fold cross-validation. The white dots indicate the locations of the seismic stations. 

(b) Seasonal trend of the prediction error computed through K-fold cross-validation from the 

1st January to the 31st December (see text for explanation about error computation). The 

map in (a) was created by Matplotlib package for Python (Hunter, 2007). 

 

The ability of the best identified model to predict the sea ice concentration could be 

particularly useful when the satellite data are partial and present large uncovered 

areas. As an example, we considered the microseism recorded on 19 June 2016, when 

satellite data of two extended coastal areas were missing (red areas in Fig. 2.16g). We 
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trained the model with microseism data collected during 2011–2012 and predicted 

the sea ice concentration of that day. Figure 2.16h shows the predicted ice field also 

in the areas without satellite data coverage.  

The Extremely Randomized Trees approach has the advantage to easily supply an 

index of input importance (Fig. 2.18). Even if the time-related feature shows a fairly 

high importance score (~0.28), due to the seasonality of sea ice concentration, the 

sum of the importance of the other microseism-related features is much higher 

(~0.72). 

This demonstrates that microseism data carry much more information about sea ice 

concentration than the simple seasonality. Concerning microseism, the PM data and 

the SPSM data roughly share the same importance for reconstructing the sea ice field, 

while the SM shows a slightly smaller contribution to the same purpose (Fig. 2.18a,b). 

This observation strongly supports the mostly near‐coastal origin of the microseism 

in primary and short-period secondary bands, as evidenced by other authors (Cessaro, 

1994; Chen et al., 2011; Grob et al., 2011). Conversely, SM shows the weakest link 

with sea ice, testifying that its source is likely also influenced by wave–wave 

interaction in deep ocean, as supposed by previous authors (Kedar et al., 2008; 

Obrebski et al., 2012). Moreover, the importance of each of the 18 stations, used in 

this analysis, was evaluated (Fig. 2.18c). 
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Figure 2.18: Input importance histograms. (a) Index of importance for all the input taken into account. Aggregation through summation of the input importance allowing to rank the 

microseism bands (b) and the seismic station (c) for sea ice concentration reconstruction purposes. “PM”, “SM”, “SPSM” and “time” in the y-label of (a,b) indicate Primary Microseism, 

Secondary Microseism, Short Period Secondary Microseism and the time-related feature, respectively. 
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One of the factors that seem to mostly affect the station importance is the temporal 

variability of sea ice extent in the coast nearby the station. In particular, we estimated 

the linear extent of the sea ice, with direction approximately normal to the coastline, 

closest to the station during two time periods, September 2014 and March 2017, 

characterized by the maximum and minimum sea ice extent during the investigated 

time intervals, respectively (Fig. 2.19a–c). As shown in Fig. 2.19d, there is a positive 

correlation between the station importance and the difference of the two linear sea ice 

extents. 

It has to be underlined that, since microseism can have distant sources unrelated to 

Antarctic nearshore dynamics (hence theoretically not affected by the sea ice 

presence, Koch et al., 2011; Gualtieri et al., 2019), bias in the microseism-retrieved 

space-time distribution of sea ice can occur in case of strong distant microseism 

sources linked for instance to distant storms. A further issue, highlighted also by Tsai 

& McNamara (2011), could be related to the fact that sea ice concentration is assumed 

to be directly linked to the sea ice strength and then to the decrease in the efficiency 

of energy transfer from ocean to solid earth. Such an assumption could be not entirely 

verified. In spite of these issues, the prediction capability of the proposed model is 

satisfying as testified by the MAE value equal to 10.3%, obtained by the optimal pair 

MLT/IF. 
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Figure 2.19: Temporal variation of sea ice extent during 1993-2017 (a), computed by 

counting the daily number of grid cells with sea ice concentration higher than 15% and 

multiplying it by the cell area. Map of sea ice extent during 15 September 2014 and 15 March 

2017, respectively (b,c). Station importance, derived by the MLT, plotted versus the 

difference between maximum and minimum linear extent of the sea ice measured 

approximately normal to the coastline closest to the station during September 2014 and 

March 2017, respectively (d). 
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2.5 DISCUSSION AND CONCLUSIONS 

 

In summary, we quantitatively investigated the relationship between microseism 

recorded along the coasts of Antarctica and the sea ice concentration in the whole 

Southern Ocean.  

Clear anti-correlation patterns between microseism and sea ice concentration were 

found at all the investigated microseism bands (Fig. 2.7). Such a relationship depends 

on the fact that microseism amplitudes are influenced by ocean wave heights 

(Ardhuin et al., 2012; Bromirski et al., 1999, 2002). Indeed, if we assume that sea ice 

concentration is a proxy of sea ice strength (Tsai & McNamara, 2011), the increase 

in sea ice concentration: (i) prevents swell from reaching the coast, decreasing the 

efficiency of PM generation and (ii) inhibits the swell reflection along the coast, 

reducing the SM energy (Stutzmann et al., 2009; Grob et al., 2011). In particular, as 

for the SPSM, such a band is likely to be generated by local nearshore wave-wave 

interaction (Bromirski et al., 2005), heavily modulated by the presence of sea ice. 

The microseism bands, showing the strongest link with sea ice, are PM and SPSM 

(Fig. 2.18b), corroborating their mostly near‐coastal origin. On the other hand, the 

weakest link identified between sea ice concentration and SM (Fig. 2.18b) is 

indicative of influences by wave–wave interaction in deep ocean on the SM source. 

In addition, we clearly show a decrease in sea ice sensitivity of microseism, due to 

the increasing distance from the station recording the seismic signal. The influence 

seems to disappear for distances above 1,000 km (Figs. 2.9 - 2.14). Following the 

reasoning of Tsai & McNamara (2011), such a distance could be related to the 

attenuation length. Indeed, considering the entire period band of microseism (from 

20 s to 2.5 s), attenuation coefficient of ~10−3 km−1 can be found in literature 



73 

 

(Mitchell, 1995; Prieto et al., 2009). Hence, the corresponding attenuation lengths 

turn out to have the same order of magnitude as the estimated maximum distance of 

influence of sea ice on microseism. Moreover, this distance could also be linked to 

the temporal variability of sea ice extent in the coast nearby the station. Indeed, the 

average value of the difference between maximum and minimum linear extent of the 

sea ice, measured approximately normal to the coastline closest to the station during 

September 2014 and March 2017 (characterized by the maximum and minimum sea 

ice extent during the investigated time intervals, respectively; Fig. 2.19b,c), is equal 

to 850 km (average of the x-axis values of Fig. 2.19d), and then very similar to the 

estimated maximum distance of influence of sea ice on microseism. Furthermore, this 

1,000 km-distance does not seem to be related to the bathymetry. Indeed, focusing on 

PM at period of 20 s and following the Airy linear wave theory approximation, most 

PM generation should occur at water depths less than ~150 m (Bromirski et al., 2002). 

As for the SPSM (the other microseism type showing the strongest link with sea ice), 

its sources are mostly located at even shallower depths (e.g. Chen et al., 2011; 

Juretzek & Hadziioannou, 2016a). If we consider the 150 m depth, this limit 

corresponds to distances from the Antarctic coastline much shorter than 1,000 km 

(Arndt et al., 2013). 

It is worth noting that such a 1,000 km-threshold, that has to be considered as an 

average value among the different stations, does not signify that microseism recorded 

in Antarctica cannot have also distant sources, as highlighted by several authors (e.g. 

Anthony et al., 2017; Pratt et al., 2017; Koch et al, 2011; Gualtieri et al., 2019). This 

study does not constrain the locations of the microseism sources, their amplitudes and 

the corresponding decay with distance, but rather suggests that sea ice with maximum 
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distance of 1,000 km, on average, contributes to modulate the microseism amplitude. 

Indeed, location of microseism sources is a hard task, as microseism signals are non-

impulsive, and the sources are generally diffuse and variable in time (Anthony et al., 

2017). Hence, the classical location algorithms, used in earthquake seismology and 

based on the picking of the different seismic phases, cannot be applied to locate 

microseism sources. Array processing techniques, that can overcome the above-

mentioned difficulties, have provided locations of microseism source areas 

surrounding Antarctic (Pratt et al., 2017). However, as the array data available in 

Antarctica are sparse, the microseism array locations have been obtained only for 

short time intervals (for instance a couple of months in Pratt et al., 2017). Preliminary 

information about the direction of the microseism sources, with less accuracy than by 

using array data, can also come from polarization analysis of single 3-component 

station (Lee et al., 2011). 

The microseism sensitivity in sea ice is reflected in the slightly different annual 

patterns of RMS amplitude time series observed among the stations (Fig. 2.5). Such 

differences can be partly interpreted as due to the different sector, where the stations 

are located. Indeed, as stated by Zwally et al. (2002) there are regional changes in the 

annual cycle of sea ice extent in the five Antarctic sectors. For instance, the least sea 

ice cover observed in the West Pacific sector, compared to the other sectors, justifies 

the shorter duration of the time interval characterised by minimum RMS amplitudes 

(particularly evident in CASY). In addition, it is also possible to observe peculiar 

patterns of specific stations, such as ESPZ and ORCD. For these two stations, the 

duration of the time interval characterised by microseism RMS amplitude minima is 
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shorter compared to the others, likely reflecting the shorter-lived effect of sea ice 

modulation on microseism at the relatively lower latitudes of ESPZ and ORCD. 

Finally, we propose an innovative method, based on up-to-date machine learning 

techniques, able to reconstruct the spatial-temporal distribution of sea ice 

concentration by using microseism recorded in different period bands by distinct 

seismic stations. The importance of each station in the prediction of sea ice 

concentration was evaluated (Fig. 2.18c) and turned out to be mostly affected by the 

temporal variability of sea ice extent in the coasts nearby the station (Fig. 2.19). 

Hence, the wider the area, close to the station and characterised by intense sea ice 

time variability, the stronger the modulation effect on the microseism amplitude 

recorded by the station, and then the higher the station importance for sea ice 

concentration prediction. 

 

2.6 SUGGESTED FUTURE WORK 

 

The quality of the modelling results, obtained by the machine learning techniques for 

the relatively small dimension of measured data, indicates that microseism signal 

carries significant information about the surrounding sea ice concentration. This 

technique will allow reconstructing the sea ice concentration in both Arctic and 

Antarctica in periods when the satellite images, routinely used for sea ice monitoring 

(Fetterer et al., 2017), are not available, using the longest-lived seismic stations, with 

wide applications in many fields, first of all the climate studies. 

A future development of this study will be the inclusion of time series of horizontal 

seismic component amplitudes as input in the machine learning modelling. While the 

vertical component mainly brings information about Rayleigh waves composing 
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microseism, the horizontal components allow taking into account both Rayleigh and 

Love waves. Indeed, it has been highlighted by recent papers that the contribution of 

Love waves in microseism can be significant (Juretzek & Hadziioannou, 2016a, 

2016b). 

 In the light of this, also the wavefield features (quantified by the polarization 

parameters, i.e. incidence angle, azimuth angle, rectilinearity, planarity; Jurkevics, 

1988) could add additional information to the machine learning modelling, if 

included as further inputs. 

Moreover, as pointed out by Ferretti et al. (2018), the teleseisms (i.e., earthquakes 

localized at a distance greater than 1000 km from the recording stations) with 

frequency content that is similar to that of microseism recordings could affect the 

results of the predicted sea ice concentration. Therefore, a future development of this 

study will be the removal of the time windows that include teleseism signals. 

 The inclusion of these new inputs will likely improve the capability to reconstruct 

the spatial-temporal distribution of sea ice concentration around Antarctica by the 

microseism. 
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3. MICROSEISM AND SEA WAVE HEIGHT RELATIONSHIP IN 

EASTERN SICILY USING BUOY DATA 

 

3.1 INTRODUCTION 

 

The link between microseism amplitudes and the ocean wave height has been 

empirically explored by several authors (e.g. Bromirski et al., 1999; Bromirski & 

Duennebier, 2002; Ardhuin et al., 2012; Ferretti et al., 2013, 2018). For instance, 

Bromirski et al. (1999) determined site-specific seismic-to-wave transfer functions in 

the San Francisco Bay area (California). Ferretti et al. (2013, 2018) found empirical 

relations to predict the significant wave height along the Ligurian coast (Italy). In 

addition, other authors have derived physics-based models of the generation of the 

different kinds of microseism from the sea state (e.g. Gualtieri et al., 2013; Ardhuin 

et al., 2015; Gualtieri et al., 2019). 

In spite of the availability of seismic and buoy data in the Ionian and Tyrrhenian Seas 

and coastlines, the link between sea waves and microseism has never been explored 

in such areas. Furthermore, although the spectral features of the microseism recorded 

in this area have been studied (e.g. De Caro et al., 2014), the locations of its sources 

have never been constrained. 

In the following sections we will study the microseism recorded along the coastline 

of Eastern Sicily in terms of spectral content, amplitude seasonal pattern, and source 

location. In addition, we will present a novel algorithm, based on up-to-date MLTs, 

able to reconstruct significant wave height time series in points located in both the 

Ionian and the Tyrrhenian Seas from the microseism recordings. 
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3.2 DATA 

3.2.1 SEISMIC DATA 

 

In order to investigate microseism, seismic signals recorded from 2010 to 2014 by 

the vertical component of six stations, belonging to the seismic permanent network 

run by Istituto Nazionale di Geofisica e Vulcanologia, Osservatorio Etneo – Sezione 

di Catania (INGV-OE), were used (Figure 3.1a, Table 3.1). These stations are 

equipped with broadband three-component Trillium 40-s seismometers 

(NanometricsTM) recording at a sampling rate of 100 Hz. 

Moreover, to carry out array analysis, seismic signals recorded in January 2010–

February 2012 by the vertical component of the seven stations (equipped with the 

same sensors as above), composing the summit ring of the Mt. Etna permanent 

seismic network, were used (Figure 3.1b, Table 3.2). These stations were chosen 

because of: (i) the availability of continuously recorded data during the time interval 

2010–beginning of 2012 (in February– March 2012, EBEL and ETFI stations were 

destroyed by lava flows); (ii) the ring-shaped geometry; and (iii) the distance from 

the coastline (and then from the prospective closest microseism sources associated 

with the nearshore wave–coast or wave– wave interaction). 
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Figure 3.1: (a) Bathymetric and topographic map (EMODnet Bathymetry Consortium, 

2018), with the locations of the seismic stations (black dots), used to perform spectral and 

amplitude analysis of the microseism and to investigate its relationship with significant wave 

height, recorded by Catania and Cetraro buoy stations (gray squares). (b) Digital elevation 

model of Mt. Etna, with the locations of the seismic stations (black dots), used to perform 

array analysis. 
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Station Name Latitude Longitude Altitude (m a.s.l.) 

MSRU 38.2638 15.5083 401 

EFIU 37.7897 15.2101 98 

EPMN 37.820 15.177 541 

EPOZ 37.6718 15.1885 119 

HAGA 37.2853 15.1552 126 

HLNI 37.3485 13.872 147 

 

Table 3.1: Coordinates of the seismic stations used for microseism and machine learning 

analyses. 

 

Station Name Latitude Longitude Altitude (m a.s.l.) 

EBCN 37.752 13.9858 3085 

EBEL 37.7408 15.0091 2808 

ECPN 37.7428 13.9885 2985 

ECNE 37.7653 15.0018 2901 

EPDN 37.7659 15.0168 2823 

EPLC 37.7651 13.9857 2917 

ETFI 37.7393 13.9979 2948 

 

Table 3.2: Coordinates of the seismic stations used for array analysis. 
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3.2.2 BUOY DATA 

 

Significant wave height data, recorded from 2010 to 2014 with a 30-min sampling 

step by two stations (Catania and Cetraro; see Figure 3.1a) belonging to the Italian 

Data Buoy Network, managed by Istituto Superiore per la Protezione e la Ricerca 

Ambientale (ISPRA), were used (Bencivenga et al., 2012; Figure 3.2). 

The significant wave height is defined as: 

𝐻𝑠 = 4 √𝑀0                      (3.1)                

where M0 is the 0-moment of the auto-spectral correlation of the Fourier 

transformations of the buoy displacements in the frequency/time domain (Steele and 

Mettlach, 1993): 

𝑀0 = ∑(𝑆(𝑓)𝑑(𝑓))

𝑓𝑢

𝑓𝑙

         (3.2) 

where the sum of the spectral density S(f) is over all frequency bands, from the lowest 

frequency fl to the highest frequency fu of the non-directional wave spectrum 

(calculated only for the elevation of the sea surface), and d(f) is the bandwidth of each 

band. 
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Figure 3.2: Significant wave height time series recorded by the Catania (A) and Cetraro (B) 

buoys. 

3.3 METHODS OF ANALYSIS 

3.3.1 SPECTRAL AND AMPLITUDE ANALYSES 

 

The spectral content of the seismic data recorded by the vertical component of the six 

seismic stations shown in Figure 3.1a, was analysed following the same workflow 

adopted in paragraph 2.3.1. All the daily spectra were collected and visualized as 

spectrograms, which are 3D plots with time on the x-axis, frequency on the y-axis, 

and power spectral density (PSD) indicated by a color scale (Fig. 3.3a). In addition, 

to obtain information on the spectral features of the seismic signals recorded by the 
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different stations during the whole investigated period, all the daily spectra 

composing the spectrograms were averaged (Fig. 3.3b). 

The time variability of the microseism amplitude was investigated by calculating the  

root-mean-square (RMS) amplitude of the seismic signal filtered in three period 

bands (PM, 13–20 s; SM, 5–10 s; and SPSM, 2.5–5.0 s) using the equation 2.1, 

computed with both daily and hourly rates. The daily RMS amplitude time series 

(Figure 3.4) were smoothed by a 90-day-long moving median, split in year-long 

windows, stacked, and rescaled between 0 and 1 (Figure 3.5). 
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Figure 3.3: (A) Spectrograms of the seismic signal recorded by the vertical component of 

the six considered stations. (B) Median spectra of the seismic signal recorded by the vertical 

component of the six considered stations. The acronyms PM, SM, and SPSM indicate 

primary microseism, secondary microseism, and short-period secondary microseism, 

respectively. 
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Figure 3.4: RMS amplitude time series of the seismic signal recorded by the vertical 

component of the six considered stations and filtered in the bands (A) 2.5–5.0 s (SPSM, 

short-period secondary microseism); (B) 5–10 s (SM, secondary microseism); and (C) 13 -

20 s (PM, primary microseism). 
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Figure 3.5: RMS amplitude time series smoothed by a 90-day-long moving median, split 

into 1-year-long windows, stacked, and normalized for all the considered seismic stations 

(see the legends on the bottom right corner of (A)). In particular, regarding the period bands 

(A) 2.5–5 s (SPSM), (B) 5–10 s (SM), and (C) 13–20 s (PM). The time on the x-axis of (A–

C) indicates the window onset of the 90-day-long moving median. 
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3.3.2 ARRAY ANALYSIS 

 

To get an idea on the locations of the main microseism sources surrounding the 

Eastern Sicilian coastlines, the seven stations composing the summit ring of the Mt. 

Etna seismic permanent network were used as a roughly circular array (Figure 3.1b). 

The array response functions (ARFs) were computed for the PM, SM, and SPSM for 

a plane wave arriving with a slowness of 0 s deg-1 (Figure 3.6). Such ARFs exhibit 

that only the SPSM case shows a fairly good resolution. This is due to the very long 

wavelength of PM and SM compared to the array aperture (~ 5 km). Indeed, taking 

into account a velocity of the S-waves (Vs) in the first kilometers of the crust equal 

to ~ 2 km/s (e.g. Hirn et al., 1991; Patanè et al., 1994), the wavelengths of PM, SM, 

and SPSM are ~ 26, 10, and 5 km, respectively. When the wavelength is much greater 

than the array aperture (as in the case of PM and SM), the array behaves like a single 

station (e.g. Schweitzer et al., 2012). 

 

Figure 3.6: Array response functions of the seven stations composing the summit ring of the 

Mt. Etna seismic permanent network (see Figure 3.1b) for a unit amplitude incident wave 

with slowness of 0 s deg-1 at periods of 2.5 s (A), 5 s (B), and 13 s (C).               

 

The portions of the Ionian and Tyrrhenian coastlines, where the microseism sources 

closest to the array could supposedly be located, are characterized by a minimum 
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distance of ~ 20 and ~ 45 km, respectively, from the array center. Such distances are 

greater than two to three times the array aperture, and hence, on the basis of the 

synthetic tests performed by Almendros et al. (2002), the Etna summit ring array 

should be able to locate the microseism sources with a planar wavefront assumption.       

Then, to apply array analysis, the following processing steps were carried out on the 

seismic signals: demeaning and detrending, correction for the instrument response, 

filtering within a 0.2 - to 0.4 Hz band by a second-order Butterworth filter, and 

subdivision in 60-s-long windows, tapered with a Tukey window. The filter is also 

used to exclude volcanic tremor, whose energy at Mt. Etna is mainly radiated in the 

band 0.5–5.0 Hz (Cannata et al., 2010). Successively, the STA/LTA technique 

(acronym for short time average over long time average; e.g. Trnkoczy, 2012) was 

applied to detect prospective amplitude transients that could be related to volcano 

activity (i.e., long period events and very long period events). Windows containing 

amplitude transients were excluded from the array analysis. Finally, the frequency–

wavenumber (f–k) analysis was carried out, allowing to calculate the power 

distributed among different slownesses and back-azimuths (e.g. Capon, 1973; Rost 

& Thomas, 2002).  

The array analysis was performed in January 2010–February 2012 on specific time 

intervals characterized by one of the following two conditions: (i) intense wave 

activity in the Ionian Sea, as shown by the Catania buoy data and/or by the high RMS 

amplitude values at EPOZ station; or (ii) intense wave activity in the Tyrrhenian Sea, 

as suggested by the Cetraro buoy data and/or by the high amplitude RMS amplitude 

values at MSRU station. Examples of the results for the days 26/04/2011 and 

18/12/2011, exhibiting conditions (i) and (ii), respectively, are shown in Figures 3.7. 
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To evaluate the error associated with the back-azimuth estimation, the jackknife 

technique (Efron, 1982) was employed as follows. Firstly, the signal window was 

analyzed by the f–k technique by using all the seven stations composing the array. 

Successively, the analysis was repeated seven times, leaving one station out at a time, 

so providing further seven back-azimuth values. An arithmetic mean of these 

estimates was assessed by the following equation: 

𝑃̅ =
1

𝑛
∑ 𝑃𝑖

𝑛

𝑖=1

                        (3.3) 

where Pi is the back-azimuth value computed by omitting the i-th station and n is the 

number of stations composing the array. Then, it is possible to estimate the i-th so-

called pseudovalue as: 

𝐽𝑖 = 𝑛𝑃̂ − (𝑛 − 1)𝑃𝑖          (3.4) 

 

where 𝑃̂ is the back-azimuth value computed by considering all the seven array 

stations. The jackknife estimator of parameter P is given by: 

𝐽(𝑃̂) =
1

𝑛
∑ 𝐽𝑖

𝑛

𝑖=1

= 𝑛𝑃̂ − (𝑛 − 1)𝑃̅       (3.5) 

 

The standard error of the jackknife estimates is given by: 

𝛿𝐽(𝑃̂) =  √
1

𝑛(𝑛 − 1)
∑(𝐽𝑖 − 𝐽(𝑃̂))2

𝑛

𝑖=1

       (3.6) 

 

Finally, median error estimations were calculated separately for the back-azimuths 

oriented toward the Ionian Sea and the Tyrrhenian Sea. 
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Figure 3.7: (A,B) Time series of significant sea wave height recorded by the Catania and 

Cetraro buoys (red lines) and the RMS amplitude computed in the period band 2.5–5.0 s 

(SPSM) by EPOZ and MSRU stations (blue lines) in 2011. (C,F) Maps of a portion of the 

Mediterranean Sea showing the spatial distribution of the significant wave height on 

26/04/2011 at 12:00 and on 18/12/2011 at 12:00, respectively 

(MEDSEA_HINDCAST_WAV_006_012 from http://marine.copernicus.eu/services-

portfolio/access-to-products/). (D,G) Digital elevation models of Eastern Sicily with rose 
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diagrams, located at the center of the seismic summit ring of Mt. Etna (see Figure 3.1b), 

showing the distribution of the back-azimuth values on 26/04/2011 and 18/12/2011, 

computed by f–k analysis. (E,H) Maps showing the bathymetry of portions of Sicily 

coastlines (EMODnet Bathymetry Consortium, 2018). 

 

3.3.3 MACHINE LEARNING APPLICATIONS 

 

Modern machine learning techniques (MLTs) have been tested to build reliable 

predictive models able to calculate the time series of significant wave height from 

microseism data. The method, similar to the one proposed in chapter 3 to spatially 

and temporally reconstruct the sea ice distribution around Antarctica based on the 

microseism amplitudes, is composed of four main steps (summarized in Figure 3.8): 

(a) data preparation; (b) training; (c) cross-validation; and (d) testing. 

Step (a) consisted of centering and scaling the predictor variables (Kuhn & Johnson, 

2013), that is, the 18 time series of the microseism hourly RMS amplitudes from 

January 2010 to August 2014 (six stations by three frequency bands). The remaining 

data (September–December 2014) is used for the testing step (d). To center the 

microseism predictor, the average is subtracted from all the values. Successively, to 

scale the data, each value of the microseism predictor is divided by its standard 

deviation. Hence, all the time series of the microseism RMS amplitudes share a 

common scale. 

As for step (b), we made use of the following four MLTs to build predictive models: 

(i) random forest (RF) regression; (ii) K-nearest neighbors (KNN) regression; (iii) 

linear regression; and (iv) support vector machine (SVM) regression. For all the 

above-mentioned MLTs, the 18 time series of the centered and scaled seismic RMS 
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amplitudes from January 2010 to August 2014 were used as the input, while the two 

time series of significant wave heights, recorded by the Catania and Cetraro buoys, 

were resampled by a sampling step of 1 h (the same rate as the seismic RMS 

amplitude time series) and considered as the output to build the regression models. 

 

Figure 3.8: Scheme of the modeling analysis to obtain the time series of significant wave 

height in the Catania and Cetraro buoy locations by using the microseism. MLT, machine 

learning technique; MAE, mean absolute error; σMAE, standard deviation computed on the 

mean absolute error; SVM, support vector machine. 
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Step (c) consisted of evaluating the best MLT by carrying out the k-fold cross-

validation, as explained in detail in the paragraph 2.3.3. The parameters we used to 

estimate the model performance are: mean absolute error (MAE) between the 

observed significant wave height and the predicted one and the corresponding 

standard deviation (σMAE). The results are shown in Figures 3.9a,b. 

The final model was trained with the whole dataset from January 2010–August 2014 

and tested on the test set from September–December 2014 (testing step (d)). The 

comparisons between the predicted and measured significant wave heights for the 

testing period are reported in Figures 3.10 – 3.13. 
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Figure 3.9: Results of the machine learning analysis. (A,B) Average (blue bars) and standard 

deviation (red bars) of the mean absolute error (MAE), estimated by k-fold cross-validation, 

for the Catania and Cetraro buoy data, respectively. (C,D) Index of importance for all the 

input taken into account to model the Catania and Cetraro buoy data, respectively. (E,F) 

Aggregation through a summation of the input importance allowing to rank the microseism 

bands for the Catania and Cetraro buoy data prediction, respectively. (G,H) Aggregation 

through a summation of the station importance for the Catania and Cetraro buoy data 

prediction plotted versus the distance from the Catania and Cetraro buoys, respectively. 
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Figure 3.10: Measured (blue line) and predicted (red line) significant wave height time series 

of the Catania buoy from 1 September to 31 December 2014. The prediction was carried out 

by RF regression (A), KNN regression (B), linear regression (C), and SVM regression (D). 
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Figure 3.11: Measured (blue line) and predicted (red line) significant wave height time series 

of the Cetraro buoy from 1 September to 31 December 2014. The prediction was carried out 

by RF regression (A), KNN regression (B), linear regression (C), and SVM regression (D). 
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Figure 3.12: Scatter plots showing the measured versus the predicted significant wave 

heights of the Catania buoy from 1 September to 31 December 2014. The prediction was 

carried out by RF regression (A), KNN regression (B), linear regression (C), and SVM 

regression (D). The red dashed line in (A–D) is the y = x line. The value of the determination 

coefficient (R2) is also reported in the bottom right corner of the plots. 



98 

 

 

Figure 3.13: Scatter plots showing the measured versus the predicted significant wave 

heights of the Cetraro buoy from 1 September to 31 December 2014. The prediction was 

carried out by RF regression (A), KNN regression (B), linear regression (C), and SVM 

regression (D). The red dashed line in (A–D) is the y = x line. The value of the determination 

coefficient (R2) is also reported in the bottom right corner of the plots. 
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3.4 RESULTS 

3.4.1 RESULTS OF THE SPECTRAL AND RMS AMPLITUDE ANALYSES 

 

Concerning the spectral analysis, it is worth noting that in most of the considered 

stations (EPOZ is the only exception), it is possible to clearly distinguish three peaks 

in the spectra, corresponding to primary, secondary, and short-period secondary 

microseisms (PM, SM, and SPSM, respectively, in Figure 3.3b). Furthermore, as 

observed in the seismic recordings around the world (e.g. Aster et al., 2010), the 

spectral analysis of the microseism acquired in Eastern Sicily shows that most of the 

energy is recorded in the secondary and short-period secondary microseism bands, 

while the primary microseism exhibits a much weaker spectral amplitude (Figure 

3.3). In particular, the short-period secondary microseism peak is the strongest among 

the three in all the considered stations (Figure 3.3b). High values of spectral 

amplitude can also be observed at frequencies above the short-period secondary 

microseism band (> 0.4 Hz). In addition, in both spectrograms and RMS amplitude 

time series, it is possible to observe a seasonal modulation with maxima during the 

winters (December – February) and minima during the summers (June – August) 

(Figures 3.4, 3.5). 

 

3.4.2 RESULTS OF THE ARRAY ANALYSIS 

 

As for the array analysis, the summit ring of Mt. Etna seismic permanent network 

turned out to be effective in locating the microseism sources in the SPSM band 

(Figure 3.4a). During Ionian stormy days, the back-azimuth values indicate the 

Catania Gulf (Figure 3.7d), while during Tyrrhenian stormy days the back-azimuth 
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rotates, pointing north–westward (Figure 3.7g). In both cases, the SPSM sources 

appear to be located in areas of extended shallow water depths (Figure 3.7e,h). 

Concerning the median error in the back-azimuth estimations obtained by the 

jackknife technique, it was equal to 21° and 12° for back azimuths oriented toward 

the Tyrrhenian and Ionian Seas, respectively. As for the apparent seismic velocity 

estimations, the histograms in Figure 3.14 show values of ~1.5–2.0 km/s. 

 

Figure 3.14: Histograms showing the apparent velocity estimated by f–k analysis on 

26/04/2011 (a) and on 18/12/2011 (b). 
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3.4.3 RESULTS OF MACHINE LEARNING APPLICATIONS 

 

MLTs have been able to reconstruct the time series of significant sea wave height on 

the basis of microseism data. The technique showing the best performance was RF 

regression (Figures 3.9a,b), allowing to get the minimum MAEs equal to 0.14 ± 0.02 

m and 0.18 ± 0.05 m for the Catania (the Ionian Sea) and Cetraro (the Tyrrhenian 

Sea) data, respectively.  

It has to be underlined that the RF, linear, and SVM regressions show very similar 

MAE values, especially in the case of the Catania buoy. The RF approach has the 

advantage of easily supplying an index of predictor importance (Figures 3.9c,d), 

calculated by exploiting the random permutation of out-of-bag samples (Breiman, 

2001). To get information on the importance of the different microseism bands in the 

prediction, aggregation through summation was performed (Figures 3.9e,f), showing 

how the SPSM band has the highest weight in reconstructing the significant wave 

height time series at the two buoys. In addition, aggregation through summation was 

performed also for the station importance and exhibited how the importance tends to 

decrease with increasing distance of station–buoy (Figures 3.9g,h). 

Finally, the comparison between the measured and predicted significant wave height 

data during the testing period (September–December 2014; Figures 3.12, 3.13) 

showed very similar patterns for the two time series, as also confirmed by the high 

values of determination coefficient equal to 0.7 and 0.84 for the Catania and Cetraro 

buoys, respectively, in the case of RF regressions. 
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3.5 DISCUSSION AND CONCLUSION 

 

Concerning the microseism characterization, as measured in the seismic signals 

acquired worldwide (e.g. Aster et al., 2010), most of its energy is contained in the 

SPSM and SM bands (Figure 3.3). This can be due to the fact that the considered 

stations are very close to the sea coastlines (maximum distance equal to ~19 km for 

HLNI) and, hence, record well the short-period secondary microseism, whose sources 

are linked to local sea state and wave activity, and influenced by local winds (e.g. 

Bromirski et al., 2005; Chen et al., 2011). According to Bromirski et al. (2005), the 

clear split between the spectral peaks of short-period secondary microseisms and 

secondary microseisms, observed in most of the computed spectra (Figure 3.3b), is a 

common feature for stations located nearby the shoreline. 

Spectral analysis also shows relatively high amplitudes at frequencies above the 

short-period secondary microseism band (Figure 3.3b). According to previous studies 

(e.g. Gal et al., 2015; Möllhoff, & Bean, 2016) such a high-frequency microseism 

could be related to wind-driven ocean waves breaking on the shoreline. In any case, 

we cannot exclude in this band (> 0.4 Hz) small contributions from anthropogenic 

seismic noise, as well as from the continuous volcanic tremors recorded at the seismic 

stations located on or nearby the Etna volcano edifice (such as EPOZ and EFIU) and 

characterized by a frequency band 0.5–5.0 Hz (Cannata et al., 2010). 

Seasonal modulation, identified in both spectrograms and seismic RMS amplitude 

time series (Figures 3.3 – 3.5), has been observed in all the areas worldwide with 

temperate latitudes (e.g. Aster et al., 2008; Stutzmann et al., 2009), and is due to the 

more efficient energy transfer from the sea to the solid earth in winters, when the seas 

are stormier. Areas located close to the Equator, as well as regions at very high 
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latitudes, do not show such a pattern: in the former, noise amplitude is mostly stable 

over the year (e.g. Stutzmann et al., 2009), while in the latter, the microseism seasonal 

modulation is different, as during the winters the oceanic waves cannot efficiently 

excite seismic energy because of the sea ice (e.g. Grob et al., 2011; Cannata et al., 

2019). 

Taking into account the array analysis, performed by the seven seismic stations in 

Figure 3.1b by the f–k array technique in the SPSM band, we were able to obtain the 

slowness vector direction and, therefore, to get an idea on the locations of the 

microseism source in the SPSM band. It was observed that the SPSM sources appear 

to be located in areas of extended shallow water depths: the Catania Gulf and a part 

of the Northern Sicily coastlines (Figure 3.7d,e,g,h). 

The array analysis results are in agreement with Chen et al. (2011), who analyzed 

microseism data collected in Taiwan and showed how a stronger excitation in SPSM 

takes place in the narrow Taiwan Strait where the water depth is very shallow, while 

the excitations are relatively weak in the eastern offshore area, an open sea with water 

depth increasing rapidly off the coast. Although Juretzek & Hadziioannou (2017) 

focused on a different frequency band (PM), they also constrained the source 

locations of the microseism recorded in Europe in regions with extended shallow 

water areas, that is, Norwegian and Scottish coasts. 

It has to be noted that the error associated with the microseism source locations is 

higher in the case of the Northern Sicily coastlines compared to the Catania Gulf. It 

derives from both the higher back-azimuth error (21° for the Tyrrhenian Sea versus 

12° for the Ionian Sea) as well as from the longer distance array-Northern Sicily 

coastlines (~ 45 km) compared to the distance array–Catania Gulf (~ 20 km). 
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The apparent seismic velocity estimations of 1.5–2.0 km/s in the SPSM band (Figure 

3.14) are in agreement with the Rayleigh wave velocity calculated by using 

beamforming analysis, applied on the ambient seismic noise in New Zealand, by 

Brooks et al. (2009), as well as with the results obtained from investigating the 

seismic noise in the northeast of the Netherlands by Kimman et al. (2012). In addition, 

Rivet et al. (2015) also estimated comparable velocities (of 1.5 km/s at 1 Hz and 2.0 

km/s at 0.5 Hz) by using a time–frequency analysis to measure the group velocity of 

Rayleigh wave on noise cross-correlation. 

Machine learning analysis is able to reconstruct the time series of significant wave 

height by using microseism recorded in different period bands by distinct seismic 

stations. Such a method allows to reliably compute the significant wave height in two 

locations, coinciding with the two buoys in the Ionian and Tyrrhenian Seas, with 

fairly low error (MAE equal to ~ 0.14 m for the Catania buoy and ~ 0.18m for the 

Cetraro buoy; Figures 3.9a,b).  

In particular, the MLT which showed the best performance was the RF regression. 

This can be related to several factors, such as: (i) the performance of the RF regression 

is not much affected by parameter selection (e.g. Li et al., 2011; Kuhn & Johnson, 

2013); (ii) by making use of an ensemble of decision trees, RF regression does not 

overfit with respect to the source data (e.g. Li et al., 2011); and (iii) RF shows 

robustness to outliers and noise (Breiman, 2001). Finally, compared to linear 

regressions, RF regression is able to deal with non-linear relationships between the 

input and output. Indeed, according to Essen et al. (2003) and Craig et al. (2016), the 

relationship linking microseism amplitude and significant wave height is likely to be 

non-linear. 
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Focusing on the comparison between the highest measured and predicted (by RF 

regression) significant wave height data during the testing period, it is possible to 

note a slight underestimation and overestimation of the predicted values compared to 

the measured ones in the Catania and Cetraro cases, respectively (Figures 3.12a, 

3.13a). These different behaviours could be related to the different distances between 

the seismic stations and the buoys. 

The RF regression also provides an index of importance of the distinct predictor 

variables, which are the seismic RMS amplitude time series. The aggregated 

importance of the different frequency bands exhibits how the SPSM band contains 

most of the information for the buoy data reconstruction (Figures 3.9e,f). According 

to the literature (e.g. Bromirski et al., 2005; Chen et al., 2011; Gualtieri et al., 2015), 

such a microseism band, characterized by high frequencies and then by quick 

attenuation with distance, is mostly generated by sources located in relatively shallow 

water close to the shelf break, close to the seismic stations. Such sources are likely 

related to local nearshore non-linear wave–wave interaction (e.g. Bromirski et al., 

2005). This is in agreement with the location of the considered buoys, close to the 

coastlines, in shallow water conditions (90 and 100 m for Catania and Cetraro, 

respectively; Bencivenga et al., 2012). Both PM and SM turned out to have a much 

smaller importance for the buoy data reconstruction. Indeed, as for PM, its dominant 

source regions can be located thousands of kilometers away from the seismic stations 

(Gualtieri et al., 2019). Concerning SM, it has been shown how it can also have 

pelagic sources in deep ocean (e.g. Chevrot et al., 2007; Kedar et al., 2008). 

In addition, the difference in the predictors with the maximum importance for the two 

buoys (EPOZ-SPSM for the Catania buoy and MSRU-SPSM for the Cetraro buoy; 
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Figures 3.9c,d) reflects the different locations of the seismic stations. Indeed, EPOZ 

is very close to the coastline of the Ionian Sea, where the Catania buoy is installed, 

while MSRU is placed nearby the Tyrrhenian Sea, where the Cetraro buoy is located 

(Figures 3.1a, 3.9g,h). Hence, the closer the seismic station is to the sea, the more 

information concerning the sea state are contained in the recorded microseism. 
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4. MICROSEISM AND SEA WAVE HEIGHT RELATIONSHIP IN 

EASTERN SICILY USING HINDCAST MAPS 

 

4.1 INTRODUCTION 

 

The monitoring of sea state is a fundamental task for economic activities in coastal 

areas, such as transportation, tourism, and design of infrastructures (e.g. Von Storch 

et al., 2015; Ferretti et al., 2018). In particular, the importance of monitoring sea wave 

height for marine risk assessment and mitigation is increasing day-by-day. This is 

partially due to global warming that is making sea waves stronger and, hence, the 

extreme wave events more intense and frequent (Reguero et al., 2019). 

Among the different instruments used to monitor the sea state (e.g. Holthuijsen, 

2007), wave buoys can be currently considered the most used and reliable instruments 

for in situ measurements of the offshore and coastal wave climate. However, they 

show serious drawbacks because of the high costs of both installation and 

maintenance and the permissions needed for their installation (Orasi et al., 2018). 

Other useful tools to monitor the sea state are remote sensing instruments such as 

radar altimeters and synthetic aperture radar, providing data from large marine areas. 

Despite their good spatial coverage, they suffer from limited temporal resolution (Fu 

et al., 2000; Musa et al., 2015; Wiese et al., 2018). An important improvement in sea 

state monitoring is represented by high-frequency (HF) radar measurements, 

providing directional wave spectra at a high temporal resolution, with a spatial 

resolution that depends on both bandwidth and antenna (Wyatt & Green, 2009a, 

2009b; Orasi et al., 2018).  
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Finally, seismic signals recorded by seismometers can also be used as a sea 

“wavemeter” (Zopf et al., 1976). Indeed, ocean gravity waves cause pressure 

fluctuations that transfer energy from the ocean to the solid earth, generating a seismic 

noise called microseisms (e.g. Bromirski et al., 2002). 

In the following sections, by statistical and machine learning approaches, we will 

explore the relationship between microseism amplitude, recorded by seismic stations 

located in Eastern Sicily (Italy), and the sea wave height in the Ionian Sea, Tyrrhenian 

Sea, and Sicily Channel. Following the idea by Ferretti et al. (2018), the latter data 

have been provided by the hindcast maps, which show several advantages with 

respect to other measured data, such as high spatial resolution, widespread coverage 

on large areas, and temporal continuity of the information (hindcast maps are always 

available, as they are not affected by instrument breakage). In particular, we will try 

to answer the question of whether, and to what extent, it is possible to reconstruct the 

spatial distribution of sea wave height by using microseisms recorded at distinct 

stations and in different frequency bands. 

 

4.2 DATA 

4.2.1 SEISMIC DATA 

 

In order to investigate microseism, seismic signals recorded from 2010 to 2017 by 

the vertical component of six stations, belonging to the seismic permanent network 

run by Istituto Nazionale di Geofisica e Vulcanologia, Osservatorio Etneo – Sezione 

di Catania (INGV-OE), were used (Figure 4.1, Table 4.1). These stations are 

equipped with broadband three-component Trillium 40-s seismometers 

(NanometricsTM) recording at a sampling rate of 100 Hz.  
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A different time period has been chosen from the one analysed in chapter 4 because 

of the different time coverage of buoy data (until 2014) with respect to the hindcast 

maps (available up to 2017). 

Moreover, the six seismic stations used in this chapter are different respect to the six 

used in chapter 3. In particular, the AIO seismic station was used instead of EMPN 

because of the shorter data gaps in AIO from 2015 to 2017. 

Station Name Latitude Longitude Altitude (m a.s.l.) 

MSRU 38.2638 14.5083 401 

AIO 37.9689 14.2278 715 

EFIU 37.7897 14.2101 98 

EPOZ 37.6718 14.1885 119 

HAGA 37.2853 14.1552 126 

HLNI 37.3485 14.872 147 

 

Table 4.1: Coordinates of the seismic stations used for correlation and machine learning 

analyses. 

 

4.2.2 SEA DATA 

 

As for the sea data, the “MEDSEA_HINDCAST_WAV_006_012” product, shared 

by the Copernicus Marine Environment Monitoring Service (CMEMS) 

http://marine.copernicus.eu/, was used. Such a product is the hindcast product of the 

Mediterranean Sea Waves forecasting system, based on the third-generation wave 

model WAM Cycle 4.4.4 (Behrens, 2013). In particular, the hourly significant wave 

height data of a portion of the Mediterranean Sea (shown in Fig.4.1) at 1/24° 

horizontal resolution was extracted and used to make comparisons to the microseism. 
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To speed up the computation, one grid cell every two in both the east–west and north–

south directions was taken into account for the analyses performed in this work. 

 

Figure 4.1: Map of a portion of the Mediterranean Sea, showing bathymetry (data from 

http://marine.copernicus.eu/) and the location of the six seismic stations used for correlation 

and machine learning analysis with hindcast significant sea wave heights (black dots and 

labels). The inset in the right upper corner shows the digital elevation model of Eastern 

Sicily, with the location of the seismic stations. 

 

4.3 METHODS OF ANALYSIS 

4.3.1 SPECTRAL AND AMPLITUDE ANALYSES 

 

The spectral content of the seismic data recorded by the vertical component of the six 

seismic stations shown in Figure 4.1 was analysed following the same workflow 

adopted in paragraph 2.3.1. All the daily spectra were collected and visualized as 

spectrograms, which are 3D plots with time on the x-axis, frequency on the y-axis, 

and power spectral density (PSD) indicated by a color scale (Figs. 4.2a-f). In addition, 

to obtain information on the spectral features of the seismic signals recorded by the 

different stations during the whole investigated period, all the daily spectra 

composing the spectrograms were averaged (Figs. 4.2g-l). 
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Figure 4.2: (a–f) Spectrograms of the seismic signal recorded by the vertical component of 

the six considered stations. (g–l) Median spectra of the seismic signal recorded by the 

vertical component of the six considered stations. Arrows and labels in (g–l) indicate the 

spectral peaks corresponding to short-period secondary microseisms (SPSM), secondary 

microseisms (SM) and primary microseisms (PM). 
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The time variability of the microseism amplitude was investigated by calculating the  

the hourly root-mean-square (RMS) amplitude of the seismic signal filtered in 

different frequency bands, using the equation 2.1: (i) 0.050–0.077, (ii) 0.1–0.2, (iii) 

0.2–0.4, (iv) 0.025–0.050, (v) 0.4–0.8, and (vi) 0.05–0.4 Hz. In particular, the band 

(i) corresponds to the primary microseism, (ii) to the secondary microseism, (iii) to 

the short-period secondary microseism, (iv) has a frequency lower than the primary 

microseism, (v) is characterized by a frequency higher than the short-period 

secondary microseism, and, finally, (vi) comprises primary, secondary, and short-

period secondary microseisms. Bands (iv) and (v) have been introduced to verify the 

presence of sea dynamics-related seismic signals at frequencies different from the 

classical primary, secondary, and short-period secondary microseism bands.  

 

4.3.2 CORRELATION ANALYSIS 

 

Following the idea of several authors (e.g. Bromirski et al., 2001; Essen et al., 2003; 

Craig et al., 2016; Xiao et al., 2018), maps showing the spatial variability of 

correlation coefficients, computed between the time series of seismic RMS 

amplitudes and the time series of significant wave height, obtained in each grid cell 

of the hindcast maps, were calculated. In particular, for the correlation analysis, we 

calculate the Spearman correlation coefficient, as explained in paragraph 2.3.2. 

As such time series should correlate well at or near the source region of the 

microseism (Craig et al., 2016), this analysis provides an idea of the location of the 

main sources of microseisms recorded by the considered seismic stations.  

As both seismic RMS amplitudes and significant wave heights are characterized by 

a sampling period of 1 h (much longer than any physically possible delays between 
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the two time series), a simple zero-lag correlation was computed. Each considered 

time series of seismic RMS amplitude and significant wave height has a duration of 

8 years and an hourly sampling period, thus totalling to ~70,000 samples per series. 

As for the spatial resolution, 101 × 251 grid cells belonging to the hindcast maps 

(corresponding to 25,351 correlation coefficients computed for each station and each 

frequency band) were considered. 

The correlation maps between significant wave height and seismic RMS amplitudes, 

computed at distinct seismic stations and different frequency bands, are shown in 

Figure 4.3. Furthermore, in order to highlight relationships between the correlation 

coefficient and distance from the station recording the microseism to the sea grid cell 

providing the significant wave height data, cross-plots showing the distance in the x-

axis and the correlation coefficient in the y-axis were obtained (Figure 4.4).  
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Figure 4.3: Maps of a portion of the Mediterranean Sea, showing the spatial distribution of Spearman’s correlation coefficient computed between significant sea wave height and 

seismic RMS amplitudes, calculated on the vertical component of the six considered stations and filtered in different frequency bands (see plot titles). The black dots indicate the 

locations of the considered stations. 
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Figure 4.4: Cross-plots showing the relationship between Spearman’s correlation 

coefficient, computed between significant sea wave height and seismic RMS amplitudes at 

different frequency bands (see plot titles), and the distance between the seismic station and 

the sea grid cell. 
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4.3.3 MACHINE LEARNING APPLICATIONS 

 

In order to explore the possibility of predicting the spatial distribution of sea wave 

height by microseisms, the random forest (RF) technique was applied. RF is a 

supervised machine learning technique, capable of both classification and regression, 

making use of an ensemble of decision trees to allow for superior performance and 

lower sensitivity to over-fitting compared to single classifiers (Breiman, 2001; Kuhn 

& Johnson, 2013). We tried to link the microseisms recorded by different seismic 

stations in distinct frequency bands to the spatial distribution of significant wave 

height. In particular, we trained a regression model by using the seismic RMS 

amplitude time series as an input and the temporally corresponding hindcast maps of 

significant wave height as the output. To avoid overfitting problems in building the 

model, we applied the same method used in chapter 3. 

First, to evaluate the capability of generalization of the final model (Lange et al., 

1997), we deleted from the 8 year long time series (2010–2017) two consecutive 

months of data (November–December 2017), reserving them for the final test. Then, 

by using the remaining data, a k-fold cross-validation technique was applied to 

evaluate the spatial variability of the model predicting capability using the same 

methodology applied in chapter 4. The parameters computed to evaluate the 

predicting capability of the model were: (i) The mean absolute error (MAE) between 

the hindcast significant sea wave height and the predicted one; (ii) the mean absolute 

percentage error (MAPE), given by the MAE divided by the mean value of sea wave 

height in the considered sea grid cell, multiplied by 100. The maps shown in Figure 

4.5 exhibit the space distribution of the average values of MAE and MAPE, obtained 
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by the 10-fold cross-validation technique, together with the space distribution of the 

mean significant wave height. 

The final model was trained with the whole dataset January 2010–October 2017 and 

tested on the test set November–December 2017. In particular, comparisons between 

hindcast maps and predicted maps were carried out (three days are reported in Figure 

4.7 as examples). Moreover, the cross-plots of hindcast significant wave height 

versus the predicted significant wave height for three grid cells located nearby the 

coastlines of the Sicily Channel (Figure 4.6a), Ionian Sea (Figure 4.6b), and 

Tyrrhenian Sea (Figure 4.6c) (see Figure 4.5 for the locations of the three grid cells) 

were also obtained. 

Finally, the RF technique also provides an index of input importance (indicated in 

%), which is shown by the histograms of Figure 4.8a–c. Aggregation through 

summation of the input importance was also carried out to rank the microseism bands 

(Figure 4.8d–f) and the seismic station (Figure 4.8g–i) for significant wave height 

reconstruction purposes. 
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Figure 4.5: Spatial distribution of (a) mean absolute error (MAE), (b) mean absolute 

percentage error (MAPE), and (c) mean significant wave height computed during the interval 

2010–2017. The black dots with labels “a,” “b,” and “c” indicate the locations of the grid 

cells, which the cross-plots in Figure 4.6 are referred to. 

 



119 

 

 

Figure 4.6: Scatter plots showing the hindcast significant wave height versus the predicted 

significant wave height from January 2010 to October 2017 for three grid cells, whose 

locations are indicated in Figure 4.5. The red dashed line in (a–c) is the y = x line. The value 

of the determination coefficient (R2) is also reported in the plots. 

 

 

Figure 4.7: (a–c) Hindcast maps of significant sea wave height, (d–f) predicted maps of 

significant sea wave height based on microseism data, and (g–i) corresponding spatial 

distribution of the prediction error, computed as the difference between the predicted maps 

and the hindcast maps, during three selected time intervals: (a,d,g) 03/11/2017 01:00, (b,e,h) 

28/12/2017 17:00, and (c,f,i) 29/12/2017 05:00. 
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Figure 4.8: (a–c) Index of importance of all the inputs taken into account for the three grid cells labelled “a,” “b,” and “c” in Figure 4.5, respectively. (d–f) Aggregation through 

summation of the input importance allowing the ranking of the frequency bands for three grid cells labelled “a,” “b,” and “c” in Figure 4.5, respectively. (g–i) Aggregation through 

summation of the input importance allowing the ranking of seismic stations for three grid cells labelled “a,” “b,” and “c” in Figure 4.5, respectively. 
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4.4 RESULTS 

4.4.1 RESULTS OF THE SPECTRAL AND RMS AMPLITUDE ANALYSES 

 

As shown in results obtained in the chapter 4, microseism recorded in Eastern Sicily 

shows the highest spectral amplitude in the bands 2.5–5.0 and 5–10 s (SPSM and SM, 

respectively) at all the considered stations while the band 13–20 s (PM) exhibits a 

much weaker spectral amplitude (Figure 4.2).  

With the exception of AIO station, high values of spectral amplitude can also be 

observed at frequencies above the short-period secondary microseism band (< 2.5 s).  

Moreover, evident amplitude seasonal modulation is shown in Figure 4.2, with 

maxima reached during the winter (December– February) and minima during the 

summer (June–August). 

 

4.4.2 RESULTS OF THE CORRELATION ANALYSIS 

 

As for the correlation maps, variable Spearman correlation values were obtained at 

the different stations and frequency bands. In particular, in agreement with Xiao et 

al. (2018), the highest correlation values (up to 0.8) were observed in the short-period 

secondary microseism band (0.2–0.4 Hz), and successively (up to 0.7) in the highest 

considered frequency band (0.4–0.8 Hz) (Figures 4.3 and 4.4). The primary 

microseism band (0.05–0.077 Hz), as well as the lower frequency band (0.025–0.05 

Hz), show very low correlation values (up to 0.3). Intermediate correlation values 

were computed in the secondary microseism band (0.1–0.2 Hz). Finally, high values 

of correlation are also observed in the band comprising primary, secondary, and short-

period secondary microseisms (0.05–0.4 Hz). In addition, Figure 4.4 clearly shows a 
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decrease in the correlation values with increasing distance from the station recording 

the microseism to the sea grid cell providing the significant wave height data. 

Furthermore, it is evident how the spatial distribution of correlation is affected by the 

station location (Figure 4.3). Indeed, the correlation maps, obtained by the 

microseism recorded by the northernmost station (MSRU), exhibit the highest 

correlation values in the Tyrrhenian Sea. On the other hand, the southernmost stations 

(HLNI and HAGA) show the highest correlation values in both the Ionian Sea and 

Sicily Channel. 

 

4.4.3 RESULTS OF MACHINE LEARNING APPLICATIONS 

 

Regarding the machine learning analysis, as suggested by the spatial distribution of 

MAE and MAPE (Figure 4.5a,b), by the cross-plots of hindcast significant wave 

height versus the predicted significant wave height (Figure 4.6) and by the 

comparisons between hindcast maps and predicted maps (Figure 4.7), it is evident 

how the lowest values of MAE and MAPE were obtained in the Mediterranean 

portion closest to Sicily and then to the seismic stations providing the microseism 

information. In particular, the areas with low values of MAE (down to ~0.1 m) mainly 

coincide with the coastlines of Sicily (especially the Ionian and Tyrrhenian 

coastlines), as well as with the southernmost part of the Tyrrhenian Sea (Figure 4.5a), 

which is also characterized by very low mean values of significant wave height 

(Figure 4.5c). On the other hand, the areas with the lowest MAPE (minimum values 

equal to ~25%) comprise the southernmost part of the Tyrrhenian Sea, a part of the 

Ionian Sea and Sicily channel (Figure 4.5b). 
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The estimated aggregated importance of the different frequency bands in the three 

considered points nearby the Sicilian coastlines (see black dots with labels “a,” “b,” 

and “c” in Figure 4.3) reflects the results obtained by the correlation analysis (Figure 

4.8d–f). Indeed, the frequency band with the highest importance in the sea state 

prediction is the one characterized by the highest Spearman correlation coefficient, 

that is, the short-period secondary microseism band (0.2–0.4 Hz; Figure 4.8d–f). 

Furthermore, the values of aggregated importance of the stations generally exhibit a 

dependence on the distance of the considered sea point from the station providing 

microseism data (Figure 4.8g–i). This is especially evident for points “b” and “c.” As 

for the former, the stations with the highest importance are those closest to such a 

point, HAGA, EPOZ, and HLNI (Figure 4.16h). Regarding point “c,” the station 

showing the highest importance is that closest to the Tyrrhenian coastline, MSRU 

(Figure 4.8i). 

 

4.5 DISCUSSION AND CONCLUSION 

 

Spectra of the microseism recorded by stations installed in Eastern Sicily show very 

high amplitudes of the short-period secondary microseism (Figure 4.2). This can be 

due to the fact that the considered stations are very close to the sea coastlines 

(maximum distance equal to ~ 19 km for HLNI). Also, the observed seasonal 

amplitude modulations (Figures 4.2a-f) are a common feature of the microseism 

recorded at temperate latitudes. Finally, clear split between the spectral peaks of 

short-period secondary microseisms and secondary microseisms, observed in most of 

the computed spectra (Fig. 4.2g-l), is a common feature for stations located nearby 
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the shoreline. Detailed explanations for this behaviour shown by microseism are 

given in chapter 3. 

Spectral analysis also shows relatively high amplitudes at frequencies above the 

short-period secondary microseism band (Figures 4.2g–l). As indicated by the high 

correlation values with the sea wave height (Figures 4.3, 4.4), and explained in detail 

in chapter 4, such high seismic amplitudes at high frequencies (> 0.4 Hz) can be 

related to energy transfer from wind-driven ocean waves breaking on the shoreline. 

By gathering all the information provided by the correlation maps (Figures 4.3, 4.4), 

it can be inferred that the microseisms recorded by the considered stations are mostly 

generated by sources located close to the stations, and then to the Eastern Sicilian 

coastlines. This was expected for the short-period secondary and partially for primary 

microseisms. Indeed, the former is characterized by high frequencies and then by 

quick attenuation with distance (e.g. Bromirski et al., 2005). As for the latter, shallow 

water conditions are necessary for primary microseism generation. Focusing on 

primary microseisms at the low frequency of 0.05 Hz and following the Airy linear 

wave theory, most primary microseism generations should take place at water depths 

less than ~150 m (e.g. Bromirski et al., 2002, 2005). 

However, as also stated by Essen et al. (1999), it must be underlined that the 

correlation analysis (i) shows only the dominant source areas over the entire analyzed 

time period 2010–2017, (ii) has no temporal resolution, and (iii) is characterized by 

a limited space resolution of 1/24°. Hence, we cannot rule out the possibility that part 

of the recorded microseism is generated in open sea far away from the Sicilian coasts. 

This could be the case for part of the secondary microseism, whose source can 

partially be associated with wave–wave interaction mechanisms in the deep ocean 
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(e.g. Cessaro et al., 1994; Chevrot et al., 2007), assuming that losses from both 

scattering and transfer to the solid earth are not too effective (Bromirski et al., 2013). 

In addition, Gualtieri et al. (2019) have recently shown that primary microseisms at 

low frequency (~ 0.05 Hz) can have source regions located nearby coastlines 

thousands of kilometers away from the seismic stations. 

Machine learning analysis shows promising results in the spatial reconstruction of 

sea state in terms of significant wave height by microseism. Indeed, low values of 

both MAE (down to ~0.1 m) and MAPE (down to ~25%) were computed in a portion 

of the Mediterranean Sea close to Sicily and then to the seismic stations providing 

microseism information (Figure 4.5a,b). 

The underestimation of the predicted sea wave heights for values above 3 - 4 m (Fig. 

4.6) is due to the fact that the hindcast dataset used by ML algorithm contain more 

number of samples characterized by an average sea wave heights values (1 -3 m) and 

a poor number of samples with heights higher than 4 -5 m.  

 This finding, together with the observed dependence of both Spearman’s correlation 

coefficient (Figure 4.4) and input importance (Figure 4.8g,h,i) from the distance sea 

grid cell-seismic station, suggests that a reliable reconstruction of the sea state in a 

wide area needs microseism data recorded by dense networks, comprising stations 

evenly distributed along the coastlines. 

 

 

 

 

 



126 

 

5. CONCLUSIONS 

5.1 GENERAL SUMMARY 

 

Microseism is considered as the most continuous and ubiquitous seismic signal on 

Earth, generated by ocean wave energy coupling with the Earth’s ground (Longuet-

Higgins, 1950; Hasselmann, 1963; Ardhuin et al., 2015). 

Understanding the relationship between microseism and sea state was the main goal 

of the conducted research. To this end, seismic signals recorded in two different areas, 

Antarctica and Eastern Sicily, have been investigated. In particular, the first study 

carried out in Antarctica aimed to quantitatively investigate the relationship between 

microseism recorded along the coasts of Antarctica and the sea ice concentration in 

the whole Southern Ocean, while the second study focused on the Eastern Sicily and 

the main purpose was to explore the relationship between microseism recorded along 

the eastern coast of Sicily and the sea wave height data, provided by both buoys in 

Ionian and Tyrrhenian Seas and hindcast maps of Mediterranean Sea. The first study 

was performed to highlight the effect of sea ice on microseism and to try to spatially 

and temporally reconstruct the sea ice concentration starting from microseism 

recordings; the second study, instead, concerned the relations between microseism 

and sea wave height measured in Mediterranean Sea (in particular Ionian and 

Tyrrhenian Seas), aimed at reconstructing the spatial and temporal variability of sea 

wave height starting from microseism. 

In both studies, the three main bands of microseism have been analysed separately: 

2.5-5.0 s (Short Period Secondary Microseism, SPSM), 5-10 s (Secondary 

Microseism, SM) and 13-20 s (Primary Microseism, PM). Concerning the 

microseism characterization, most of its energy turned out to be contained in the 
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SPSM and SM bands, while the band 13–20 s (PM) showed a much weaker energy. 

Microseism exhibited seasonal variability in both Eastern Sicily and Antarctica. In 

the former area, the amplitude maxima were observed during December–February 

(winter) and the minima during June–August (summer), as expected in all the 

temperate latitude regions. Conversely, in Antarctica, because of the sea ice, a 

different pattern was identified with the maxima during February–April (austral fall) 

and the minima during October–December (austral spring-summer). 

The microseism bands, showing the strongest correlation with sea state is the SPSM. 

Clear anti-correlation patterns between SPSM microseism and sea ice concentration 

were found in Antarctica, while high correlation was observed between SPSM 

microseism and sea wave height in Eastern Sicily.  

The innovative methods, based on up-to-date machine learning techniques, were able 

to reconstruct the spatial-temporal distribution of sea state with fairly low error. 

Combining the results coming from the correlation maps and the machine learning 

techniques, we showed a decrease in sea state sensitivity of microseism, due to the 

increasing distance from the station recording the seismic signal. The closer the 

station, the more information concerning the state of the nearby sea area are contained 

in the recorded microseism. 
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5.2 SUGGESTED FUTURE WORK AND PERSPECTIVES  

 

Considering the studies performed in the framework of this PhD, future works could 

aim at extending the dataset, as well as improving the methods of monitoring of sea 

state by microseism. 

A future development of this study will be the inclusion of time series of horizontal 

seismic component amplitudes and the wavefield features as input in the machine 

learning modelling. 

Moreover, as pointed out by Ferretti et al. (2018), the teleseisms (i.e., earthquakes 

localized at a distance greater than 1000 km from the recording stations) with 

frequency content that is similar to that of microseism recordings could affect the 

results of the predicted sea ice concentration. Therefore, a future development of this 

study will be the removal of the time windows that include teleseism signals. 

Focusing on the machine learning analyses, once the regression models have been 

determined and if the seismic data are available, such models will allow to reconstruct 

the sea ice concentration in Antarctica and the sea wave height in the Ionian and 

Tyrrhenian Seas in periods when satellite images and buoys data, in the former and 

latter cases respectively, are not available, with wide applications in many fields, first 

of all the climate studies. The inclusion of the afore mentioned new inputs will likely 

improve the capability to reconstruct the spatial-temporal distribution of sea ice 

concentration and sea wave height. Finally, the finding on importance of the distance 

between seismic station and coastline is important to build a reliable experimental 

monitoring system of the sea conditions based on microseism recordings. Hence, 

microseism can become a very useful tool for sea state monitoring, even as effective 

as other instruments routinely used for that purpose. Indeed, seismic stations have 
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lower costs of both installation and maintenance with respect to wave buoys. In 

addition, seismic signals are acquired continuously with a sampling rate from tens to 

hundreds of Hz, and then have a much higher temporal resolution than radar 

altimeters and synthetic aperture radar. As for the spatial resolution, it depends on the 

number of the stations, installed nearby the coastlines. Finally, a further advantage of 

the seismic signals is represented by the fact that, in most cases, it is not necessary to 

install a seismic network specifically for microseism monitoring, but it is possible to 

make use of the broadband stations today installed worldwide to monitor seismic and 

volcanic activities.  

Finally, in the future, efforts will be taken in the reconstruction of wave directional 

information, which is essential in the overall description of the sea state.  
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