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Abstract

This dissertation collects all the research work done by the PhD candidate at
the Catania site of STMicroelectronics. The research has been aimed at solving
some practical issues coming from the production line in the STMicroelectronics
factory. The problem to be attacked is about the classification of Electrical Wafer
Sorting (EWS) images. This kind of images are generated daily during the wafer
testing phase of semiconductor device fabrication. Classification of these images
is relevant to signal defective wafers to be stopped from further processing in the
production line. Yield detractors are identified by specific and characteristic anoma-
lies signatures in the images. Unfortunately, new anomalies signatures may appear
among the huge amount of EWS maps generated per day. This makes unfeasible,
in a real case scenario, to adopt a stable reference set of possible signatures. It is
important for the factory to quickly identify and correct the triggering causes of
the defect to maintain a high yield rate from the production flow. A correct and
quick classification of the images provide clues to the possible cause of the defects
and is hence a valuable tool for an efficient production. One may hope in a fixed
association between class of defects recognized in the images and problems with the
factory processes. The images produced daily in the production line have hence to
be fast labeled into categories that would help the system manager to identify the
technical problem in the production. Unfortunately it is not possible to resort to a
predefined and fixed set of label for the observed defects in the images. New kinds
of defects may rise daily in an unpredictable way and in this case new labels have
to be produced. The nature of the problem hence asks for a semi supervised clas-
sification approach. The solution demonstrated in this Thesis works in successive
phases. At first, an unsupervised learning algorithm creates an initial set of clusters
from the available images collected off-line. Then, a supervised algorithm classifies
the images as they are daily produced into one of the previously created clusters if
there is a suitable one. If none of the existing cluster is suitable for the new image
a new cluster is added to the collection. This brings out a new issue: the amount
of images belonging to newly created classes is, at first, negligible. To alleviate this
unbalanced situation one needs to quickly fill these new classes with synthesized
images. To make further classification more robust we propose an algorithm that
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exploits the shape of the silicon wafer to quickly synthesize new instances of most
of the kind of defects that could be encountered. These new synthetic images are
hence added to the training set. During the research it become natural to look for
methods to detect causal relations between negative production events (alarms) and
low yield. A basket analysis approach has been adopted in search for rare association
rules mining. To this aim proper customization of the state of the art algorithms
has been developed.

On the side of the main research done during the Ph.D. Training period the
candidate has been involved in quite different topics. More precisely interesting
results have been obtained in the field of design and tools for digital gaming. These
results are collected in the Appendix of the Thesis.
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Chapter 1

Introduction

STMicroelectronics, founded in June 1987 as SGS-Thomson Microelectronics, is
one of the world’s largest semiconductor factory with more than 80 offices and 11
manufacturing sites all over the world. Their products are found in many fields of
applications, including but not limited to:

• Automotive;

• Industrial;

• Personal electronics;

• Communications equipment, computers and peripherals;

Semiconductor manufacturing requires complex equipment with lots of possible fail-
ure points and, for such a large factory like STMicroelectronics, it is essential to
be able to guarantee high reliability of the products placed on the market. As the
industrial environment of semiconductor manufacturing is very competitive, the fac-
tory has to guarantee a very high yield across the entire line and there must be a
continuous learning process to keep in place the yield at high levels. Moreover, data
from manufacturing plants arrive daily and, given the huge amount of data we fall
within the context of Big Data. Among the many types of data collected by the
factory, we find Electrical Wafer Sorting (EWS) maps. These images are generated
during the wafer testing phase performed in semiconductor device fabrication. Elec-
trical wafer sort is the last stage of wafer fabrication. A wafer is a round-shaped
support containing several “dies” and each die is subject to electrical tests. After
testing, good dies are cut out from the wafer and sent to the package phase. Instead,
bad ones were literally “inked” to be easily recognized and discarded when dies are
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extracted from the wafer. Today, defective dies are not inked anymore, as this can
be done digitally, employing maps that can be used for masking good and bad por-
tions of the wafer. Maps represent dies on the wafer and, according to a statistical
binning approach, they can have several values (i.e., good or failed during test stage
1, stage 2, and so on). This dissertation collects all the research work done by the
Ph.D. candidate in STMicroelectronics site in Catania. The factory needed some
systems that could optimize production to increase profits while reducing losses.
Among these is the need to find a way to quickly group the EWS maps that arrive
daily from production. This task was previously carried out by technicians and it
was tedious and time-consuming. Moreover, the classification may not be accurate
as it was subject to the technician’s personal vision. The addressed problem can be
represented as a semi-supervised case, since the analysed data do not contain any
labels and we don’t know how many classes there will be. This is hence an open set
problem where new classes could potentially arise daily. It was therefore decided to
split the problem into two parts.

• Unsupervised clustering: Starting from images collected in few months we cre-
ated an initial knowledge base of homogeneous classes using an unsupervised
clustering method.

• Supervised classification: After the knowledge base definition, we were able
to take advantage of some supervised classification methods that would have
compared the new images with the knowledge base previously acquired.

A secondary problem showed up as a consequence of the issue just described.
As mentioned, images are generated daily and new classes may generate from new
images. However, the new classes may contain only a few images at first, insufficient
to provide accurate automatic classification. It was therefore necessary to analyse
data augmentation methods already known in literature to develop an augmentation
method suitable for the needs of STMicroelectronics and which would be well suited
to the type of data analysed.

Another problem faced during the Ph.D. years is the association rules learning. In
addition to cataloging the defects present in the wafers, the factory is very interested
in researching the triggering causes. It is common to encounter technical or human
problems during production, called alarms. The analysis of these alarms and the
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causes triggering a negative yield of the products can generate rules that uniquely
associate one or more alarms and a non-optimal performance of their products.
With this dissertation we want to contribute to the growth of STMicroelectronics,
demonstrating the enormous interest shown by the factory towards the work done,
the benefits obtained, and presenting some possible use cases and how our research
evolved, following the actual use of the proposed solutions in production.

1.1 Dissertation structure

This dissertation is structured as follows:
In chapter 2 the previous works related to unsupervised learning are presented

and the first part of the semi supervised EWS maps classification tool, created to
address the problem of image classification, is presented.

In chapter 3 the previous works related to modern supervised classification meth-
ods is presented, and supervised methods are also presented which, alongside the
clustering method, contribute to the semi supervised EWS maps classification tool.

In chapter 4 both modern and classical augmentation methods are discussed.
The development of the semi supervised EWS maps classification tool brought to
light the problem of under-sampling of new classes and, thus, the Image sectors
replacement tool is then exposed as a solution.

In chapter 5 the principles of basket analysis and association rules learning are
explained. STMicroelectronics, in addition to the classification of defects in the
EWS images, needed to investigate the triggering causes for these defects. The
most famous algorithms that deal with similar problems will be treated and Low
yield Apriori searching tool is presented as the solution.

In the final chapter 6 the conclusions of this dissertation will be drawn and the
benefits of our research and future works will be highlighted.

1.2 List Of Publications

In this dissertation, we present a real use-cause, co-authored and published in an
international conference.
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• L. C. Viagrande., F. L. M. Milotta., P. Giuffrè, G. Bruno., D. Vinciguerra.,and
G. Gallo. “Semisupervised Classification of Anomalies Signatures in Electrical
Wafer Sorting (EWS) Maps”. In: Proceedings of the 15th International Joint
Conference on Computer Vision, Imaging and Computer Graphics Theory and
Applications - Volume 5: VISAPP, INSTICC. SciTePress, 2020, pp. 278–285.
isbn: 978-989-758-402-2. doi:10.5220/0008914402780285;

- This article shows the semi-supervised infrastructure for classifying EWS images
coming from STMicroelectronics factory.

The articles published on secondary activities carried out during the Ph.D. period
will be listed below.

• L. C. Viagrande, D. Allegra, and F. Stanco. “Curve Design Studio: Bézier
Curve Integrated Tool for Video Game Development”. In: Smart Tools and
Apps for Graphics - Eurographics Italian Chapter Conference. Ed. by S.
Biasotti, R. Pintus, and S. Berretti. The Eurographics Association, 2020.
isbn:978-3-03868-124-3. doi:10.2312/stag.20201236;

• L. C. Viagrande, D. Allegra, and F. Stanco. “Point to Culture: a Point to
Click Framework for Serious Games in Cultural Heritage”. In: Smart Tools
and Apps for Graphics - Eurographics Italian Chapter Conference. Ed. by
S. Biasotti, R. Pintus, and S. Berretti. The Eurographics Association, 2020.
isbn: 978-3-03868-124-3. doi:10.2312/stag.20201248;

- Curve Design Studio is a tool built with Unity3D game engine. It is an open
and easily extendable solution to address the problems related to curves that can
be identified in the production process of a video game. Point To Culture is a
framework built with Unity3d as well. It is an immediate solution to the creation
of serious games oriented to cultural heritage as it offers all the necessary tools and
the possibility to extend the desired functions.
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Chapter 2

Semi-Supervised EWS Maps
Classification Tool: Unsupervised
clustering

2.1 Introduction

Since many yield detractors can impact production at the same time, device en-
gineers have to spend a lot of time analysing EWS data to identify every yield
detractor and relative affected wafers before proceeding to in-depth analysis and
data mining to identify root causes.

Usually, yield detractors can be identified by specific and characteristic patterns,
named EWS map signatures (i.e., scratch, ring, spot, or wheel, as shown in Fig-
ure 2.1). These patterns are useful for investigating the root causes that could
be, for instance, related to an equipment component failure, a drifting process, or
an integration of processes [1]. Unfortunately, new anomaly signatures may appear
among the huge amount of EWS maps generated per day (i.e., we are facing an open
set problem). Hence, it’s unfeasible to define just a finite set of possible signatures,
as this will not represent a real use-case scenario. The automatic labeling of old
and new anomalies represents an interesting research issue with relevant industrial
applications.

We are within the scope of unsupervised learning, and we need to apply a clus-
tering strategy. Since the concept of cluster in data analysis has been introduced, it
has spanned through a wide range of disciplines [2, 3]. Many real-world problems,
indeed, found their solution on cluster analysis. In this work, the “objects” to cluster
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(a) (b) (c) (d)

Figure 2.1: EWS maps showing the following characteristic anomalies signatures: (a)
Scratch, (b) Ring, (c) Spot, and (d) Wheel. White pixels identify defective dies.

are real EWS maps acquired by STMicroelectronics. We wish to aggregate the EWS
maps accordingly to their anomaly signatures. In practical clustering applications,
it is not known in advance how many clusters have to be treated, and their number
may also change when different days of production are considered.

Although in certain cases the number of clusters is already known, this does not
apply in our case, as said before.

Many studies have been carried out to estimate the optimal number of clusters
for a given clustering task, but this field is very challenging, and existing methods
still have drawbacks [4]. In our application, the number of clusters is daily increased
upon dynamic data analysis. In the proposed method, we have looked into the
field of aggregative clustering, one of the earliest and most widely used clustering
strategies [5, 6]. We have evidence of aggregative clustering since 1950 [7].

Once clustering phase is completed, we will have a dataset of EWS maps where
each image will be assigned to a specific and unique cluster. Then, as in a supervised
approach, we may leverage the outcome of clustering phase considering the assigned
cluster-ID as label for training a classifier. Indeed, this hybrid approach is defined
semi supervised learning [8, 9], and it is particularly meaningful as the manual
classification could lead to different results among different operators, who are biased
by subjective interpretation of the anomalies signatures. Clustering analysis was
leveraged for anomalies signatures classification in recent works [10, 11, 12, 13].
However, all these works applied supervised learning assuming a finite set of just
9 anomalies signatures. They employed the WM-811K dataset [14], which is made
of 811,457 wafer maps collected real-world fabrication. Images in the WM-811K
dataset are similar to EWS maps we employed in this work: in the former case,
images are labeled, while in the latter they are not. One of the most recent related
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works on anomalies signatures retrieval was focused onto wafer defect maps (WDM)
classification [15]. Even if WDM images look similar to EWS maps, we remark
that defectivity analysis is a test phase performed some steps before the EWS one.
Differently from the present work, a labeled dataset with a set of finite classes was
employed for WDM classification, too.

In sum the contributions of this first work are:

• Semi supervised classifier: a new semi supervised approach for classifying
anomalies signatures in EWS maps is presented, by combining an unsuper-
vised approach using a hierarchical clustering algorithm to create the starting
Knowledge base, and a supervised one, presented in chapter 3, through a clas-
sifier trained leveraging clustering phase (Figure 2.2);

• Daily update: our dataset can be daily increased, and the classifier is dy-
namically updated considering possible new created clusters. The workflow
of our solution can be resumed in: daily arrival of EWS maps, clustering of
newcomer images into previously created clusters, possible creation of new
clusters, anomalies signatures classification;

• Variable number of anomalies signatures: we are not considering a fixed
number of anomalies signatures, and the leveraged dataset does not contain
any label. This represents the typical scenario of real use-case industrial ap-
plications.

The goal of this work was to create a tool to make as automatic as possible the
recognition of wafer anomalies signatures. This is meaningful as upon classification
the industrial system can be able to automatically choose (or at least suggest) either
to discard a wafer or to ship it to the customer. The proposed method can also grant
benefits like reduction of wafer test results review time, or improvement of processes,
yield, quality, and reliability of production using the information obtained during
clustering process. Image dataset used in this work is made up of EWS data gathered
for months from STMicroelectronics and that has been converted into binary images.
For simplicity, we assume to handle binary EWS maps, where white pixels identify
failed dies, while black pixels the good ones. White pixels represent bad portions in
the wafer, as can be seen in Figure 2.1. In the present case, they represent defective
dies who have not passed at least one of the EWS tests. Black pixels represent
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Figure 2.2: Overview workflow of the proposed approach.

good dies who have passed all the EWS tests. The images are therefore scaled to
a resolution of 61×61 without losing essential information. The clustering engine
developed is based on agglomerative hierarchical clustering. The proposed solution
is proven to be the most effective for the problem we had to face and was chosen after
a careful analysis of other algorithms known in the literature. The algorithm takes
as input a group of descriptors that can effectively represent the images without
losing information since it would not be feasible to use raw images as input for the
algorithm. For the present case, we extracted principal components among others as
they have proven to be more effective than other types of descriptors for the speed
of extraction and use as well as for the high accuracy shown in the clustering phase.
The present chapter is structured as follows: in 2.2 the history of cluster analysis
will be discussed together with its growth over time and the algorithms covered in
this dissertation will be presented. Finally, the use of cluster analysis in the field of
microelectronics will be discussed. In 2.3 the structure of the clustering algorithm
used for STMicroelectronics purposes will be presented. In 2.4 the results of the
experiments conducted on multiple algorithms and descriptors will be presented.
Finally, in 2.5 the contribution highlighted throughout the chapter will be briefly
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exposed.

2.2 Background and Related Works

Clustering is the set of data analysis techniques that allows the grouping of homoge-
neous elements. Cluster analysis has always been widely exploited by the scientific
community. From 1960, we can see a significant increase in the number of papers
dealing with the topic [16]. From that time, this field has grown and evolved and
it has spanned through a wide range of disciplines [2, 3, 17]. Preliminary studies
with cluster analysis have been conducted in the biological and zoological fields and
it was used to group animals and plants. Given the effectiveness of the method,
cluster analysis has also been successfully used later in the field of medicine for
grouping disease and illness, until further expanding to other fields such as sociol-
ogy and criminology, anthropology and archaeology, geology, geography, and remote
sensing. In the early eighties, cluster analysis has expanded to the IT field and it
was used mainly for grouping images, documents and market analysis [17]. There
are three elements that characterize the cluster analysis and are therefore necessary
to perform it [18]:

• a proximity measure to analyse the similarities between patterns;

• a clustering algorithm to perform the analysis;

• a quality measure to evaluate the outcome of the analysis;

2.2.1 Related works

Clustering algorithms could be divided into traditional and modern ones [19]. Among
traditional models, we find algorithms based on partitions. K-means, proposed by
MacQueen et al. in 1967 [20], is one of the most popular algorithms based on par-
titions. The goal of K-means is to partition the data into a number of clusters, k.
Algorithms based on partitions treat the center of data as the center of the specific
cluster. K-means updates the center of clusters iteratively until a convergence cri-
terion is reached. K-means is very quick and efficient in general, but it is extremely
sensitive to outliers. Another traditional model is given by algorithms based on
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hierarchy. The idea behind this model is to consider each data point as a separate
cluster and to construct the final clusters by merging each cluster with its closest
neighbour. Another widely exploited approach is the reverse, that is, start with
a single cluster containing all the data points and split it. Hierarchical clustering
algorithms [21] belongs to this model. These algorithms are generally very scalable,
but they are not as quick as partitions based algorithms. Furthermore, clustering
methods are still used and we have evidence about it [7, 5, 22, 23, 24] but research
into this field began long before [25, 26, 27, 28, 29] and it never stopped, with the
scientific community investigating this topic to the present day [30, 11, 13]. Not only.
Cluster analysis was lately used effectively in the microelectronic industry [31, 10]
hence demonstrating the effectiveness and the need to direct preliminary studies on
the clustering of non-labeled EWS maps toward an unsupervised learning approach
making it hence a starting point to later direct the research towards a supervised
approach.

As previously mentioned, three elements characterize the cluster analysis [32]:

• a proximity measure to be able to estimate a distance between the data.
The most common proximity measure is the Euclidean measure;

• a clustering algorithm to perform the analysis. In the present dissertation,
an agglomerative hierarchical clustering algorithm is presented. As a first step,
a dissimilarity matrix is built starting from the proximity measure. Each data
is hence represented as a point at the bottom of the dendrogram. The closest
set of points is merged or agglomerated at each step of the algorithm until
a cluster with all the data is obtained. At each step of the algorithm, the
dissimilarity matrix is updated [33]. An example of dissimilarity matrix is
shown in 2.1 To perform the merging, a linkage method is used. The oldest
method is the single linkage and it defines the minimum distance between two
clusters as the shortest distance between a member of one and a member of
the other as it is defined by the equation (Eq. 2.1);

min{d(a, b) : a ∈ A, b ∈ B} (2.1)

• a quality measure to evaluate the outcome of the analysis. There are several
criteria to perform this evaluation and they are mainly classified as external or
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Table 2.1: Example of dissimilarity matrix, showing the distance between each pair of
points

A B C D E

A 0 0.2 0.6 0.5 1

B 0.2 0 0.3 0.4 0.8

C 0.6 0.3 0 1 0.7

D 0.5 0.4 1 0 0.4

E 1 0.8 0.7 0.4 0

internal whether the proposed validation set comes from an external training
dataset or the same database used for the clustering. Another measure is
called relative and it compares the obtained clusters with a series of predefined
clustering schemes;

Automated analysis of defect wafer in microelectronics industries has been in-
vestigated for many years to monitor the production activity and take immediate
actions on the root causes of failure production points to increase performance and
yield. Hence, with the growth of factories and an increasing amount of data over
time, the use of automatic analysis methods has become necessary [34].

Spatial Signature Analysis (SSA) [27] is one of the early procedures made up
for wafermaps defect clustering and signature classification. In the past, defect
analysis was made by engineers that had to analyse wafer surfaces with optical
instruments. Given the spatial representation of the defects on the surface of the
wafer, they associated a production problem with each specific defect. The SSA
procedure begins with creating groups of pixels (clusters) based on several factors.
These clusters are assigned to a specific set depending on morphology and proximity
with other neighboring clusters. Since each set has unique characteristics, each
cluster of pixels contains unique descriptive features in relation to the belonging set.
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These features are hence used by a classifier to perform the classification. The SSA
procedure takes advantage of a pair-wise fuzzy KNN algorithm. In practical terms,
SSA was able to quickly turn wafermaps optical defect data into useful information
and to provide high performance when classifying defects.

More modern approaches have been developed over the past decade. In [10]
a methodology based on unsupervised learning for clustering of wafer spatial sig-
natures is proposed. Their solution performs in three steps. First, they extract
descriptors from wafer spatial signatures with sparse regression. As a second step,
a hierarchical clustering algorithm is performed for grouping similar wafers. As the
last step, a modified L-method is performed over the hierarchical clustering result to
determine the right number of clusters. In [31] a method is proposed that uses un-
supervised learning algorithms like hierarchical clustering for making clusters from
spatial signatures of failures, taken with the analysis of the binary testing results of
each die in the wafers and finally identifying systematic failure patterns.

2.3 Hierarchical clustering algorithm structure for

electrical wafer sorting (EWS) maps

The clustering algorithm chosen to face STMicroelectronics issue is an agglomerative
hierarchical one. Many other algorithms have been tested but without obtaining
good results. Among them, we find K-Means and divisive hierarchical clustering.
The steps that led to the creation of the clustering infrastructure is shown below in
the main key points which will subsequently be explained in detail:

• Descriptors extraction to search the best-known descriptors to represents
unlabeled data;

• Preliminary clustering phase to test the various algorithms with a small
sample of data;

• Knowledge base definition to establish an initial knowledge of known sig-
natures;



Chapter 2. Semi-Supervised EWS Maps Classification Tool: Unsupervised
clustering

13

2.3.1 Descriptors extraction

Although many descriptors have already been successfully tested on supervised prob-
lems [11], given the unlabeled characteristic of STMicroelectronics dataset, we de-
cided to investigate two more general effective descriptors: Local Binary Pattern
(LBP) and Principal Components(PC).

Local Binary Pattern (LBP): The Local binary pattern is defined as a grey
scale invariant texture operator and it is widely used in image analysis. Given a
grayscale image, the operator compares the 3×3 neighborhood of each pixel with this
central pixel value and transforms the result to a binary number. A representation
of the image is hence obtained through a histogram of these binary numbers [35].

Principal Components (PCs): The PCs are computed through the Principal
Component Analysis (PCA). The PCA is an orthogonal linear transformation that
modifies the data to a new coordinate system highlighting their similarities and
differences [36]. Images with a resolution of 61×61 pixels are “vectorized”, that is
they are reshaped into a vector of 3,721 pixels [37]. We decided to keep as many
PCs as needed to have at least the 80% of variance retain. Typically, only 15 to 20

PCs survive over the 3,721 original ones. These PCs are used as a descriptor for the
clustering phase.

2.3.2 Preliminary clustering phase

During the preliminary clustering phase, we collected the first dataset of 296 images,
with a resolution of 61×61 pixels. This dataset was the only one to be manually la-
beled by a team of experts of STMicroelectronics. This was necessary to validate the
preliminary clustering outcomes. As introduced in 2.1 we analysed some clustering
techniques, including K-means and divisive hierarchical clustering but we focused
on the aggregative hierarchical clustering algorithm. Indeed, the main purpose of
this phase was to select the clustering algorithm, and we chose the aggregative hier-
archical clustering for its results obtained on clustering the 296 images on 5 clusters.
Hierarchical clustering is an unsupervised algorithm that subdivides the dataset into
partitions leveraging a distance function. It produces a hierarchical representation,
with the lowest level of the hierarchy counting n clusters, where n is the total number
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of observations. Instead, at the top level, we have a single cluster containing all the
observations. Hierarchical clustering comes with many linkage methods to perform
the clustering [38]. Linkage methods task is to define how the distance between
two clusters is measured and it is hence important as it also defines how to assign
an observation to one of the many available clusters. The Ward linkage [39] is the
method used in this work. It is used to minimize the variance of the clusters being
merged. Using the Ward linkage an error function is defined for each cluster as the
average distance of each observation in a cluster to the centroid of the cluster. The
distance between two clusters is defined as the error function of the unified cluster
minus the error functions of the single clusters. The only hyper-parameter we need
to set in the algorithm is the number of clusters. Since it is an open set problem,
we had to find a good compromise between how many clusters to generate and how
coherent they should be. There are many techniques for determining the number
of clusters [40], including the calculation of the within-cluster sum of squared error
(WCSSE) [41], used in our work and it is defined by the following equation:

WCSSE =
K∑︂
k=1

∑︂
i∈Sk

P∑︂
j=1

(xij − x̄kj)
2 (2.2)

where Sk is the set of observations in the k− th cluster, and x̄kj is the j− th variable
of the cluster for the k − th cluster found with the clustering algorithm. In our
experiments, the value of this parameter was empirically set to 6,000. We visually
confirmed that, with this chosen value, we have a good compromise between clusters
generated and intra-cluster variance.

2.3.3 Knowledge base definition

In a typical scenario of industrial use-case, the dataset is daily increased with new
EWS maps. Hence, in a process of knowledge base definition, we gradually increased
the size of our dataset until it counted 10,000 images, with a resolution of 61×61
pixels. It is called “knowledge base” as it represents our core knowledge about the
possible anomalies signatures (i.e., the number of clusters) known until each daily
update. We therefore dynamically proceeded to test our clustering procedure on
the incrementing dataset. Eventually, we obtained 10 clusters. Then, clustering
outcomes were once again validated by internal experts. The dataset of 10,000
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unlabeled images has been used as a starting knowledge base for the classification
phase.

2.4 Experimental results

After deciding which descriptors to use (i.e., Local Binary Pattern - LBP, and Prin-
cipal Components - PCs) we proved the goodness of the descriptors combining them
with the use of each designated algorithm (i.e., K-Means, divisive and aggregative
hierarchical cluster). Outcomes are reported in Table 2.2. We observed that the
quality of hierarchical clustering, when combined with PCs, outperformed the qual-
ity of K-means. We also found that aggregative hierarchical clustering performs
better than a divisive one.

Table 2.2: Clustering outcomes when changing clustering algorithm and EWS maps de-
scriptor (LBP: Local Binary Pattern, PCs: Principal Components). Precision is computed
as TP/(TP + FP ). The best result is highlighted in bold.

Clustering Descriptor Precision %

KMeans LBP 48.98

KMeans PCs 70.6

Hierarchical
clustering
divisive

LBP 58.44

Hierarchical
clustering
divisive

PCs 79.05

Hierarchical
clustering

aggregative
PCs 90.20

A visual representation of the goodness of the clustering methods used is given
comparing Figures 2.3, obtained through K-Means with PCs descriptors and 2.4
obtained with divisive hierarchical clustering algorithm combined with LBP de-
scriptors. As shown, PCs outperform LBP even if we employ K-Means instead of
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hierarchical clustering. The LBP operator performs better on images having a well-
defined pattern but fails to find other kinds of defects. Moreover, the clustering
through PCs performs very quickly, as the process runs in no more than five min-
utes per day, while the LBP operator significantly increases the processing time to
few hours a day, which makes it not feasible for STMicroelectronics needs.

Figure 2.3: Three clusters (one per row) obtained using K-Means with Principal Compo-
nents (PCs). This is an example of good clustering.

Figure 2.4: Three clusters (one per row) obtained through divisive hierarchical clustering
with Local Binary Pattern (LBP). This is an example of bad clustering: first and second
clusters contain different kinds of anomaly signatures. Only the third cluster looks fine.
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2.5 Conclusions

In this chapter, we presented several unsupervised clustering methods. We defined
the Hierarchical clustering algorithm as it is used by STMicroelectronics. We show
how the agglomerative Hierarchical clustering algorithm combined with PC descrip-
tors outperforms other methods and descriptors. The algorithm has been used to
make a first knowledge base of 10 classes. Then, with each daily update, the same
algorithm is used to cluster new images that do not fall into any other clusters
and which are therefore discarded during the classification phase, thus increasing
the knowledge base with new clusters. The supervised classification phase will be
discussed in chapter 3.
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Chapter 3

Semi-Supervised EWS Maps
Classification Tool: Supervised
Classification

3.1 Introduction

After the clustering phase and the creation of a knowledge base, the use of a su-
pervised method was necessary for the classification of new daily images. In the
beginning, the images in the factory dataset did not allow the use of more accurate
methods such as neural networks. The dataset had little more than ten thousand
images and was enlarged by, approximately, one thousand images per day. It was
therefore decided to use K-nn classification algorithm, providing a less modern ap-
proach but with a good percentage of success. Later on, with the growth of the
dataset, it was possible to use a more modern approach such as Convolutional Neu-
ral Networks (CNN) with a ResNet-18 architecture [42]. For both cases, PCAs
with the same configurations as for the clustering phase were used. In addition,
the created algorithm allows discarding images that have failed to classify correctly
among previously created clusters and which will therefore be clustered again thus
contributing to the growth of the knowledge base with new upcoming clusters. The
present chapter is structured as follows: in 3.2 the history and background of su-
pervised classification will be discussed. In 3.3 the structure and configuration of
the implemented k-nn algorithm will be presented. In 3.4 the configuration of the
neural network used in the present work will be exposed. In 3.5 the results of both
classification methods used will be treated. In 3.6 a small summary of the chapter
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and the work done is presented.

3.2 Background and Related works

Supervised learning usually refers to a classification task where there is the need
to build a classifier that can correctly predict the class of an object given the ob-
servations of other objects whose classes are already known. We have evidence of
supervised learning since 1992 when it has become a standard solution in many
application fields [43].

3.2.1 Related works

Since 1992, many supervised learning methods have appeared and slowly spread,
including K-nn. K-nn algorithm assigns to incoming test samples the label of the
nearest sample in the training set and is therefore considered the simplest nonpara-
metric classification algorithm [44, 45]. Neural computing is proposed as a valid
solution for pattern recognition problems and it has begun to spread widely for its
simplicity of construction and for being inspired by studies on biological networks
bringing this technique closer to human reasoning [46, 47].

Nearest neighbor is a technique already investigated since the late 1960s [48].
The purpose of the k-nn algorithm is to assign a label to a new observation x based
on the majority of the labels of the nearest k observations. In other words, with
k = 1, given n correctly classified points, the point x

′
n with

x
′
n ∈ (x1, x2, x3, ..., xn) (3.1)

is the nearest neighbour of x if:

min d(xi, x) = d(x
′

n, x) i = 1, 2, 3, ..., n (3.2)

With large number of samples, it is better to use k > 1 ranking, hence, on the major-
ity of votes. With k-nn there is the need to look for the optimal number k. Using k
too large or too small will probably cause wrong classification, the first one because
it will take into account samples far away from the analysed point while the second
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one will be affected by outliers [45]. K-nn is a highly exploited algorithm and it is
still studied and used today despite more accurate and powerful classification meth-
ods like neural networks [49, 50, 51] Neural networks began to spread in the early
1990s as a solution to classification and pattern recognition problems. Its simplicity
of construction and conceptual proximity to biological networks have allowed its
widespread diffusion over time and to a multitude of fields of application: medicine,
biology, signal processing to name a few [52, 53]. Convolutional neural network
(CNN) is one of the first types of Neural Network that has become very popular for
its effectiveness in classifying images. In the beginning, a Convolutional Network
was a multi-layer network, and all the connections were adaptive and trained with
back-propagation. Pre-processing was minimal [54, 55, 56]. Over the years, research
on this technology has continued and convolutional neural networks are now used in
many fields and practical computer vision applications such as object recognition,
semantic segmentation, object detection, video analysis, medicine, and, of course,
micro-electronics industry [57, 58, 59].

There is much evidence of effective use of supervised learning techniques and
models in microelectronics industry for classification of wafer maps using both neu-
ral networks and other supervised learning approaches. In [60] a modified k-nn
algorithm is used to classify different kind of scratches in wafer maps. This ap-
proach takes advance of feature extraction such as distance, slope, and curvature,
used as input for their novel k-nn algorithm. In literature, we also have evidence of
mixed approaches. In [61] a Convolutional autoencoder is used for feature extraction
over two-dimensional grayscale images to feed a k-nn algorithm for the classification
phase. In [62] a Convolutional network is presented for wafer map defect pattern
classification and image retrieval. Moreover, it demonstrates how it is possible to
correctly classify real wafer maps using only synthetic images for training. In [12] a
mix of classifiers is used:

• Logistic regression;

• Random forest;

• Gradient boosting machine;

• Artificial neural network;
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These classifiers were trained using a mix of extracted features:

• Density;

• Geometry;

• Radon-based;

Then a soft voting ensemble technique assigns certain weights to the classifiers ac-
cording to their prediction accuracy. In addition, classification through supervised
learning has already been sought by another research team from STMicroelectron-
ics. They used a submanifold sparse convolutional network in combination with an
ad-hoc augmentation procedure for imbalanced classes [63]. In general, supervised
learning proves to be of incredible scientific and practical relevance for microproces-
sor manufacturing factories and, over time, it has proven to be a quick and effective
method to address wafer map classification problems.

3.3 K-nn algorithm structure for Electrical Wafer

Sorting (EWS) maps classification

As mentioned in 3.1 a routine using k-nn algorithm has been developed that dealt
with classifying the new images that had arrived daily and that, at the same time,
dealt with discarding the images that did not clearly belong to one of the classes
present in the knowledge base. The images discarded by the k-nn algorithm are
hence fed to the hierarchical clustering algorithm described in 2.3 and are therefore
divided into clusters that will increase the knowledge base. The decision to use
the k-nn as an initial classification algorithm was made due to the need to use a
procedure that could quickly adequately classify the new daily images and increase
the knowledge base without the long waiting times given by the training phase
necessary for the neural networks.

3.3.1 K-nn settings

The procedure that exploits the use of a hierarchical clustering algorithm and which
is described in 2.3 allowed to create an initial knowledge base of 10 classes over
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10,000 images. The k-nn algorithm used for classification decides whether a new
image may fall into the already existing knowledge base or whether it should possi-
bly be incorporated into a new cluster which will increase the knowledge base. The
k-nn procedure deals with comparing a number k of samples closest to the query
observation. The label of the new sample depends on the majority of the closest
samples [64]. In our solution, the distance is evaluated with the Euclidean distance
between the descriptors of the samples described in 2.3.1. The optimal number k of
samples was empirically fixed at 15. Given the need to check daily for new defects
to increase the Knowledge base it was appropriate to introduce an affinity percent-
age. If at least 10 over 15 neighbors of the query sample belong to a certain class,
that sample will be assigned to that class as well, otherwise, it will be discarded.
The discarded images are then passed back to the hierarchical cluster algorithm,
eventually forming new classes that will increase the knowledge base.

3.4 CNN classification

Once the knowledge base grew (58, 038 images, with a resolution of 61×61 pixels
split in 85 classes) it was appropriate to use a more accurate classification technique
than the k-nn approach. A Convolutional neural network classifier was trained with
a ResNet-18 architecture [42]. It was decided to use this architecture because we
have evidence of its effective use for the same purpose [12]. The dataset counted
58,038 images and it was splitted in 46,431 (80%) images for the training set, and
11,607 (20%) images for the validation set. As can be seen, in (Table 3.1) the dataset
is not balanced. This aspect can be considered a quality of our dataset because it
is common for real use-case industrial applications to face some anomalies more
than others. To solve the problem of dataset imbalance it was decided to exploit
some data augmentation techniques already known in literature. This process was
necessary to generate fake images until all classes had reached the minimum of 100
samples. Starting from real images of under sampled clusters, the augmentation
consists of a random combination of one or more of the following techniques:

• Noising: some white pixels where randomly put inside the image (Gaussian
noise).
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Table 3.1: Dataset imbalance in Training and Validation sets. The relative quantities (Rel
Qty) of the 4 biggest clusters have been reported. Cluster 26 is considered by STMicro-
electronics experts to be the group of wafers without any anomalies signatures (i.e., good
wafers).

Cluster ID 26 34 12 6 Others
Training Set

Rel Qty 32.20% 16.45% 7.13% 4.55% <4.00%

Validation Set
Rel Qty 32.14% 16.53% 7.08% 4.55% <4.00%

• Rotation: the image where rotated randomly of 90, 180 or 270 degrees, clock-
wise or counter clockwise.

• Flipping: the image were horizontally or vertically flipped.

3.5 Experimental results

The results of the classifications performed by the algorithms are reported in (Ta-
ble 3.2). The descriptors used by the algorithms are the PCs, exactly as for the
clustering phase. It can be noted that the k-nn algorithm with the addition of the
affinity percentage parameter manages to obtain a fairly high classification precision
actually reaching a percentage of 90.55%. As expected, the use of CNN overcomes
the performance of k-nn with an accuracy percentage of 95.87%. Since we are dealing
with an unbalanced dataset, we also computed for CNN the more robust F1-score,
which is equal to 92.18%. Considering we started from a not labeled dataset, our re-
sults sound comparable with the ones shown in [12], where they obtained 96.93% of
precision and 96.71% of F1-score with only 9 classes [14], instead of the 85 employed
in this work. Another good quality of the proposed method is its proved rotation
invariance (Figure 3.1).
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Table 3.2: Classification outcomes comparing K-Nearest Neighbours (KNN) and Convolu-
tional Neural Network (CNN). EWS maps selected descriptors are the Principal Compo-
nents (PCs). Precision is computed as TP/(TP + FP ). The best result is highlighted in
bold.

Classification Descriptor Precision %

KNN PCs 85.33

KNN with
affinity

percentage
PCs 90.55

CNN PCs 95.87

Figure 3.1: Proposed clustering method is proved to be rotation invariant.

3.6 Conclusions

In this chapter, we presented some supervised classification techniques. The typol-
ogy of classification problem faced in STMicroelectronics made it necessary to use a
less effective method such as k-nn compared to the use of a neural network but more
suitable for an initial classification in which there were few classes. We presented
the configuration of the k-nn algorithm currently in use in STMicroelectronics and
demonstrated its classification effectiveness. Later, after increasing the knowledge
base in STMicroelectronics and collecting 85 classes it was decided to use a more
modern and accurate neural network classifier reaching a higher classification ac-
curacy than the one obtained with k-nn algorithm. As future works, we planned
to investigate the performance of other CNN architectures. We are also designing
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a comparison study with a two-fold purpose: consolidate outcomes shown in this
architecture employing the WM-811K dataset, and exploring the existence of any
correlation with test phases before the EWS (e.g., relatively to Wafer Defect Maps
- WDM).
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Chapter 4

Image sectors replacement tool

4.1 Introduction

Data augmentation is the procedure of generating fake data samples with the ma-
nipulation of real data available in the dataset. It is a label preserving procedure
and it is often needed to improve the accuracy of classifiers when the number of
samples is not balanced between classes. In this work, we focused on the choice of
the right Data Augmentation method for the semi-supervised classification problem
we already addressed in chapters 2 and 3 and it is hence part of the work already
covered in [65] which focused on a very specific kind of data coming from STMicro-
electronics called Electrical Wafer Sorting (EWS) maps. These images are generated
during the wafer testing phase performed in semiconductor device fabrication. After
testing, damaged dies in a wafer may generate a specific signature that will be rep-
resented on a map and need to be correctly classified to allow technicians to analyse
the problems that may occur in production. One of the most common problems that
may occur during the classification of images is the lack of elements in some classes.
This could result in a loss of accuracy when classifying images that should fall into
classes with few elements. The extent of the problem can be easily recognized in a
factory as big as STMicroelectronics where there are thousands of new daily images
and they need to correctly classify them quickly. Moreover, in this industrial con-
text, new signatures may arise daily which is reflected in the creation of new classes
with very few samples at first. It is, therefore, possible that other images belonging
to the newly created classes are incorrectly classified. There is hence the need to
populate these classes as soon as possible with images that are synthesized without
introducing any type of bias to raise the classification accuracy for these classes. If
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the classes are not equally distributed an unbalanced dataset will be created and
some majority classes are usually obtained to the detriment of classes with fewer
elements. The majority classes, in this case, will tend to orient the classification to-
wards them, altering the final results [66]. Many augmentation methods are already
known [67] divided according to the type of manipulation to which the images are
subjected. Older Data Augmentation methods, working in the input space, include
direct geometric image manipulation like flipping, cropping, rotation, translation,
and noise injection. Subsequently, we go into the photometric field with color space
transformations or kernel filters to provide special effects to the images like blurring
or sharpening. Mixing images is another well-known strategy. However, it is not
always applicable as it may produce useless images. Random erasing is another ma-
nipulation technique. Removing a part of the image forces the model to find other
descriptive characteristics. Recently there has been an evolution of augmentation
methods based on deep learning. Instead of applying manipulations to images in the
input space, deep learning augmentation acts in the feature space. Neural networks
provide a powerful mean for creating fake images starting from high-dimensional in-
puts and mapping them into lower-dimensional representation called feature space.
By manipulating these vectors, various types of augmentation are obtained. In this
regard, we find adversarial training, GAN based augmentation, neural style transfer,
meta-learning, and many more.

The goal of this work is to make a tool with the best augmentation method to ad-
dress STMicroelectronics problem. This is meaningful as upon the semi-supervised
classification method already in use the system will grant robustness and higher
classification accuracy by quickly populating any new cluster that may arise daily.
The method can also grant benefits like reduction of verification time upon classi-
fication because there will be no more need to discard newly created classes until
more samples come out.

The present chapter is structured as follows: in 4.2 the state of the art of augmen-
tation algorithms will be discussed and how the microprocessor industry has already
exploited its potential will be analysed. In 4.3 the method developed and the data
used for the tests will be treated. In 4.4 the results of classifications made both with
and without augmented images will be displayed. To conclude the chapter, in 4.5
the conclusions and benefits brought to STMicroelectronics will be discussed.



Chapter 4. Image sectors replacement tool 28

4.2 Related works

The first examples of data augmentation date back to 1998 with handwritten digit
classification performed by LeNet-5 [68, 67]. Since then it has spanned through
many fields of application such as Deep Learning to medical imaging. The methods
for performing augmentation have also evolved over time. At present days we find
different augmentation methods adaptable to different types of problems. Recently
there has been an evolution of data augmentation methods, passing from standard
methods to more modern approaches that harness the power of neural networks to
generate new images. In [69] a methodology using blocky artifact with autoencoder
to create images for handwritten digits recognition is described and in [70] a method
that generates medical images using GAN is proposed, increasing the performance
of CNN for liver lesions classification. In [71] a method is proposed that exploits a
new contextual loss function capable of preserving context better than traditional
approaches. This method is used in augmenting medical images. However, the
modern approach to data augmentation has not supplanted the traditional method
which is still widely used effectively as highlighted in [72]. Moreover, it happens
that the results obtained through a modern approach are not always appreciably
higher than a classic approach to justify a considerable use of time by modern
models compared to the classic ones. We have much evidence of traditional Data
Augmentation in use at present days. In [73] experiments are conducted in which
geometric and photometric transformations are compared for use in classification
tasks via CNN. In [74] a radial transformation approach is used for augmenting
data in classification tasks with a Deep neural network while in [75] a method is
described for generating false images by pairing sample images from the dataset.
In [76] a method mixes up two known approaches, cropping four different images and
patching them into a new image. The method is hence evaluated with a deep CNN.
Moreover, tools have recently been made available as python packages which contain
a collection of the most famous augmentation methods [77, 78]. Additionally, data
augmentation is a technique already in use in semiconductor manufacturing [62],
and even in STMicroelectronics it has already been investigated with an ad-hoc
procedure to face another classification problem in which the number of defects is
known and limited unlike the problem addressed in this work where new classes can
be added daily and it hence needs a more general approach [63].
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(a) (b) (c) (d) (e)

Figure 4.1: An example of the original images of each class: (a) Image with "center" label,
(b) Image with "donut" label, (c) Image with "near-full" label, (c) Image with "edge-ring"
label, (c) Image with "scratch" label

4.3 Data and method

The exposed method is based on a mixing images approach as it is described in [79],
exploiting the shape of the wafer, circular and almost symmetrical, which lends itself
very well to this type of methodology. Dataset used is [14] which proves to be very
good to validate the robustness and accuracy of the method given the similarity of
the defects present in the database with those in STMicroelectronics dataset. The
images were binarized and scaled to 61×61. White pixels represent bad dies while
black pixels represent good dies. Descriptors used are PCs. To test the quality and
the effectiveness of the images thus created, a k-nn procedure was used. Descriptors
and k-nn settings are described in 2.3.1 and 3.3 .

4.3.1 Data

As already mentioned, the method exploits the open WM-811K dataset [14]. 4675
images divided in 5 classes belonging to the dataset have been selected and are
divided as follows:

• 2032 labeled as Center;

• 231 labeled as Donut;

• 1491 labeled as Edge-Ring;

• 793 labeled as Scratch;

• 128 labeled as Near-Full;
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(a) (b) (c)

Figure 4.2: First step of Mixed concatenation algorithm: (a) Input image, (b) Input image
split in 4 sectors, (c) Random sector selection

A visual representation of example images belonging to each class can be seen in 4.1.
By applying the augmentation procedure to each class, a second dataset of aug-
mented images was obtained. In particular, for each label the following number of
images was generated:

• 1768 as Center;

• 2310 as Donut;

• 1491 as Edge-Ring;

• 1586 as Scratch;

• 1280 labeled as Near-Full;

The final dataset consists of 13110 images of which 4675 original and 8435 aug-
mented.

4.3.2 Method

As already mentioned, the method exploits the circular shape of the silicon wafer.
The input image is hence divided into 4 sectors. One of the sectors is then randomly
selected by the algorithm. This first step of the procedure is shown in figure 4.2.
The algorithm randomly selects a second image to use for the mix within the dataset
of images containing the same defect as the input image. The procedure then selects
the same sector previously chosen as shown in figure 4.3.

The sector selected in the first wafer is then removed and replaced by the sector
of the second image as shown in figure 4.4. The result of the mixing is shown in
figure 4.5
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(a) (b)

Figure 4.3: Second step of Mixed concatenation algorithm: (a) Second input image, (b)
First input image sector selection

Figure 4.4: Final step of the algorithm. The sector in the first image is replaced with the
sector of the second image

Figure 4.5: Mixed image

4.4 Experimental Results

Many experiments have been carried out to test the quality and effectiveness of
our method. At first, the experiments were carried out exclusively on the origi-
nal dataset, dividing the 4675 images into training and test sets randomly. Sub-
sequently, the experiments were carried out with the complete dataset of 13, 110

images For each experiment conducted, two versions were provided, one including
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the percentage of affinity to a given class, since this is a procedure already in use
in STMicroelectronics as exposed in the paper [65]. The images that do not reach
the affinity threshold will be placed in a new class. In table 4.1 and table 4.2 the
confusion matrices of an experiment with both versions are shown. Overall, the
classification was performed 10 times. The results with the original data are shown
in tables 4.3 and 4.4 while the results with mixed data are shown in tables 4.5 and
4.6. After the augmentation procedures, a general increase in the classification ac-
curacy of the algorithm can be noted. The average results of the algorithm without
the affinity percentage can be seen in table 4.7. The average results of the algorithm
with the affinity percentage can be seen in table 4.8. As can be seen, the augmen-
tation procedure has significantly increased the accuracy, not only generically but,
especially, of the most unbalanced class with donut label. On the other hand, a
slight decrease in precision can be noted on the center label after the augmentation
procedure, as this has obviously increased the classification uncertainty in favor of
other classes.

Table 4.1: Example of confusion matrix, showing the classification outcomes using only
original images, with 2305 images as training set and 2370 images as test set.

Center Donut Edge-Ring Scratch Near-Full

Center 942 3 3 78 0

Donut 0 69 1 36 0

Edge-Ring 6 0 738 28 0

Scratch 9 1 9 378 0

Near-Full 0 0 0 0 69

4.5 Conclusions

The method turns out to be efficient when the starting dataset is composed of
binary images with a circular shape such as that of the wafers, thus being particu-
larly suitable for classification problems relating to microelectronics industries such
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Table 4.2: Example of confusion matrix, showing the classification outcomes using only
original images and affinity percentage, with 2305 images as training set and 2370 images
as test set.

Center Donut Edge-Ring Scratch Near-Full New Class

Center 814 2 0 27 0 183

Donut 0 57 0 16 0 33

Edge-Ring 3 0 704 2 0 63

Scratch 0 0 4 297 0 96

Near-Full 0 0 0 0 69 0

as STMicroelectronics completely replacing the augmentation methods previously
analysed and discussed in 3.4. The algorithm was adequate for the generation of
fake images that would increase the number of images of the subsampled classes.
The effectiveness is found in the appreciable increase in the classification precision,
both generic and, as expected, of the classes that presented subsampling problems.
The donut class was one of those with few samples, passing from a classification
accuracy of 0.659 with just the original images to a precision of 0.923 after the
augmentation procedure. The case of the near-full label is different as the particular
pattern of the defect does not allow any kind of uncertainty. Therefore, even in the
presence of a subsampled class, the classification of this class always has an accuracy
of 1. The developed method is therefore adequate to quickly fill the subsampled
classes and to be used in those classification problems related to STMicroelectronics
where new classes with few samples may arise every day. A comparison between
original images and Augmented images with the same labels is shown in(Figure 4.6).
The article containing all the research work done on Data Augmentation is currently
waiting for approval by the legal department of STMicroelectronics.
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Table 4.3: results of the classification on 4675 images from the original WM-811K dataset,
divided randomly and equally into training and test set, on 10 runs without the use of the
affinity percentage divided as follows: the first column represents the overall accuracy of
the algorithm while the other columns represents the accuracy of each single label.

%Precision %Center %Donut %Edge-Ring %Scratch %Near-Full

#1 0.926 0.918 0.65 0.955 0.952 1

#2 0.931 0.918 0.685 0.982 0.918 1

#3 0.921 0.894 0.697 0.982 0.926 1

#4 0.933 0.925 0.70 0.982 0.918 1

#5 0.925 0.921 0.654 0.981 0.904 1

#6 0.923 0.901 0.669 0.969 0.955 1

#7 0.920 0.908 0.603 0.979 0.936 1

#8 0.912 0.901 0.6 0.982 0.886 1

#9 0.939 0.938 0.675 0.99 0.907 1

#10 0.929 0.931 0.657 0.972 0.911 1
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Table 4.4: results of the classification on 4675 images from the original WM-811K dataset,
divided randomly and equally into training and test set, on 10 runs with the use of the
affinity percentage divided as follows: the first column represents the overall accuracy of
the algorithm while the other columns represents the accuracy of each single label.

%Precision %Center %Donut %Edge-Ring %Scratch %Near-Full

#1 0.818 0.793 0.537 0.911 0.748 1

#2 0.835 0.834 0.620 0.934 0.682 1

#3 0.835 0.814 0.587 0.959 0.718 1

#4 0.834 0.853 0.603 0.947 0.615 1

#5 0.821 0.857 0.548 0.932 0.584 1

#6 0.838 0.818 0.5 0.913 0.824 1

#7 0.818 0.798 0.496 0.945 0.710 1

#8 0.830 0.839 0.504 0.95 0.647 1

#9 0.827 0.842 0.594 0.947 0.595 1

#10 0.819 0.85 0.552 0.931 0.572 1
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Table 4.5: results of the classification on 13110 images both from the original WM-811K
dataset and their augmentation, divided randomly and equally into training and test set,
on 10 runs without the use of the affinity percentage divided as follows: the first column
represents the overall accuracy of the algorithm while the other columns represents the
accuracy of each single label.

%Precision %Center %Donut %Edge-Ring %Scratch %Near-Full

#1 0.95 0.898 0.949 0.987 0.957 1

#2 0.943 0.885 0.922 0.987 0.97 1

#3 0.946 0.90 0.92 0.984 0.962 1

#4 0.949 0.927 0.899 0.988 0.962 1

#5 0.945 0.914 0.915 0.988 0.941 1

#6 0.947 0.903 0.924 0.98 0.967 1

#7 0.946 0.911 0.915 0.986 0.952 1

#8 0.945 0.892 0.921 0.987 0.968 1

#9 0.949 0.911 0.928 0.988 0.952 1

#10 0.95 0.905 0.94 0.984 0.963 1
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Table 4.6: results of the classification on 13110 images both from the original WM-811K
dataset and their augmentation, divided randomly and equally into training and test set,
on 10 runs with the use of the affinity percentage divided as follows: the first column
represents the overall accuracy of the algorithm while the other columns represents the
accuracy of each single label.

%Precision %Center %Donut %Edge-Ring %Scratch %Near-Full

#1 0.881 0.828 0.807 0.975 0.849 1

#2 0.883 0.823 0.785 0.971 0.902 1

#3 0.872 0.828 0.765 0.961 0.864 1

#4 0.88 0.871 0.757 0.968 0.847 1

#5 0.866 0.844 0.777 0.974 0.786 1

#6 0.879 0.837 0.779 0.967 0.866 1

#7 0.876 0.847 0.77 0.97 0.846 1

#8 0.886 0.833 0.787 0.963 0.907 1

#9 0.882 0.854 0.792 0.974 0.833 1

#10 0.886 0.845 0.808 0.956 0.880 1
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Table 4.7: average precision of the algorithm with original and mixed data, without affinity
percentage, in general and for each single label.

Original data Mixed data

General accuracy 0.925 0.947

Center 0.915 0.904

Donut 0.659 0.923

Edge-Ring 0.977 0.985

Scratch 0.921 0.959

Near-Full 1 1

Table 4.8: average precision of the algorithm with original and mixed data, with affinity
percentage, in general and for each single label.

Original data Mixed data

General accuracy 0.827 0.879

Center 0.829 0.841

Donut 0.554 0.782

Edge-Ring 0.936 0.967

Scratch 0.669 0.858

Near-Full 1 1
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Figure 4.6: Original images (left column) compared with augmented images with the same
labels (right column).
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Chapter 5

Low yield Apriori searching tool

5.1 Introduction

Data mining is a multidisciplinary research field with many fields of application such
as, but not limited to, machine learning and statistics. Data mining was the answer
to the huge growth of data that is processed and stored in databases every day.
Indeed, in 1991 the amount of information was already estimated to double every 20
months [80]. Growing databases contain valuable information but human ability, of
course, was unable to analyse this information alone. The purpose of data mining
is, hence, the search for knowledge in databases [81]. Mining association rules is,
hence, one of the many purposes in data mining. It was mainly introduced in the
problem known as basket analysis [82, 83] or, in other words, the need to discover
hidden connections in purchase transactions. Basket data type could be both items
bought together at the same time or over a while. In general, to formalize the
problem, given a set of items I where:

I = I1, I2, I3, ..., In (5.1)

and given a set of transactions T and a transaction t ∈ T it is defined:

t[k] = 1 (5.2)

if ik ∈ t and it is defined
t[k] = 0 (5.3)

if ik ̸∈ t.
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An association rule is defined as:

X ⇒ Ij (5.4)

where X is a set of items in I and Ij is a single item in I.
As mentioned before, association rules mining is a widely used method for finding

relationships between items within a set of transactions. One of the first applications
is found in the search for frequent associations within a set of transactions to generate
frequent association rules, which are often generated in basket analysis.

A different approach, on the other hand, can be found in the search for those
infrequent associations which, sometimes, can be more significant than frequent
associations in a set of transactions. This is called rare association rules mining
[84].

The manufacturing process in STMicroelectronics is particular and complex and
corruption of the finished product could occur in the presence of errors or mal-
functions within the production flow. STmicroelectronics’ request is to find hidden
associations between harmful events, which can be machine alarms, process inter-
ruptions, or human errors, which generate low yield products. The basic assumption
for ST technicians is that frequent events may not be significant to explain low yield
products. Rare events, on the other hand, could be a symptom of momentary sit-
uations potentially harmful if prolonged over time, such as the malfunction of a
machine that had worked effectively up to the moment in which the event occurred.
Is, hence, their need to quickly search for connections between rare events and low
yield products to act promptly on the cause of the event itself and even stop the
production before the process is completed.

To meet the needs of STMicroelectronics, many algorithms already known in
literature were analysed. Among the most promising we find the Apriori algorithm
[85, 86, 87], the FP-growth algorithm [88, 89] and their derivations [90, 91, 92,
93, 94]. For the present case, it was decided to use the Apriori algorithm for its
simplicity and effectiveness. Not only; several studies have already been completed
with success to modify the algorithm and make it able to detect associations between
rare events rather than frequent ones [95], associations that, as mentioned before,
STMicroelectronics needs to find.
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The present chapter is structured as follows: in 5.2 the state of the art of associa-
tion rules learning and how it has already been used in semiconductor manufacturing
will be discussed. In 5.3 the method developed and the data used for the tests will
be treated. In 5.4 the results of our method for rare associations mining will be
displayed. To conclude the chapter, in 5.5 the conclusions and benefits brought to
STMicroelectronics by our rare association mining method will be discussed.

5.2 Background and Related works

As mentioned in 5.1 basket analysis is a branch of enormous scientific importance,
as highlighted by plenty of articles published since association rules mining began to
be addressed by the scientific community [82, 96]. Different approaches to solve the
association rules mining problem have, hence, been analysed and, over time, it has
been an improvement and strengthening of the observed methods, thus reflecting
the enormous importance that this problem has over the world [97, 84, 83, 98,
95]. Apriori was one of the first algorithms within the associative rules mining
landscape [85] and it was, therefore, one of the first answers to the problem of
basket analysis. The main issue of the algorithm was its computational slowness,
due to its huge database scanning. Many studies have been carried out over time,
both to improve the effectiveness of the algorithm [99, 91, 86, 92, 93] and its field of
action, orienting research not only towards frequent itemsets but also towards the
search for rare associations [100, 101, 95].

On the other hand, another algorithm appeared in the association rules mining
landscape: the FP-Growth algorithm. The algorithm works very differently from
Apriori. Instead of performing multiple searches within the database, FP-Growth
treats the database as a tree, which can save considerable amounts of memory for
storing the transactions, making it, in fact, at that time a faster algorithm than Apri-
ori [88]. Over time, this algorithm has also undergone improvements [90, 94]. Nowa-
days, both algorithms are currently employed to solve data mining problems [89].

Furthermore, even in business sectors such as semiconductor manufacturing,
there is much evidence of the application of these methodologies for solving prob-
lems that have many affinities with association rules mining and basket analysis in
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general [102]. First of all, the need for knowledge discovery and correlations be-
tween parameters has already been highlighted by STMicroelectronics in the past
years [103].

One of the first examples of the use of data mining techniques dates back to
2001 [104] when a rule-structuring algorithm was proposed for semiconductor man-
ufacturing industries. Another example can be found, in more modern times, in
2017 [105], where it is exposed a Big-Data-based monitoring system in semiconduc-
tor manufacturing which also includes the use of association rule learning techniques.
In particular, they use the FP-Growth algorithm for low yield cause identification,
considering the manufacturing history of a given product as a transaction.

As already mentioned, given a set of items I and a set of transactions T , an
association rule is a logical connection between two elements of I highlighted by
their presence, more or less frequent, in the transactions T. To formalize the model
we can adduce the following considerations: I is a set of items;

I = i1, i2, ..., in (5.5)

T is a set of transactions;

T = t1, t2, ..., tm (5.6)

R is an association rule;

R = X ⇒ Y : X, Y ⊆ I (5.7)

X is called antecedent while Y is called consequent and it is read X implies Y .
S is the support of an item and it is defined as follows:

S(X) =
|t ∈ T ;X ⊆ t|

|T |
(5.8)

The support of an item shows how often that item can be found in the transaction
set.
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C is the confidence of a given rule R and it is defined as follows:

C(R) = C(X ⇒ Y ) =
S(X ∪ Y )

S(X)
(5.9)

The confidence of a rule shows the possibility of having Y given X within T.
Given the premises, the support for a rule is the fraction between the union of

both consequents and antecedents and the total transactions in T . On the other
hand, the confidence of a rule is the fraction between the union of both consequents
and antecedents and the total transactions in T having X as antecedent and it is a
measure of the rule strength. The definitions just mentioned are needed to highlight
the functioning of the Apriori algorithm. Apriori is, hence, the algorithm chosen
to solve association rules problems in STMicroelectronics. Unlike FP-Growth, in
fact, best suits the needs of STMicroelectronics thus solving more effectively the
problems related to rare itemset mining.

As already mentioned, there are many evidence on the effectiveness of the Apriori
algorithm to solve problems related to rare itemset mining. The standard Apriori
algorithm works as mentioned below [85]:

• Input: a transaction dataset;

• Large 1-itemset: the algorithm counts item occurrences to determine large
1-itemsets;

• Associations making: the algorithm generates k+1 length candidate item-
sets from large itemsets of length k;

• Candidate pruning: the algorithm removes those candidate itemsets having
subset of length K that are not large;

• Support check: the algorithm checks for support of each candidate itemset;

• Candidate pruning: the algorithm once again removes all those candidate
itemsets that are considered small;

• Output: the algorithm generates all the association rules meeting the mini-
mum support and minimum confidence threshold;
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Of course, to be considered large, an itemset has to meet the minimum support
threshold.

5.3 Data and Method

The exposed method is based on the Apriori algorithm to solve rare itemset mining
issues. The Apriori algorithm itself was, hence, modified to meet STMicroelectronics
needs. Data used for testing the algorithm were made of production events related
to STMicroelectronics that occurred over the past years. The dataset has been
modified to be functional for use with Apriori algorithm.

5.3.1 Data

Apriori algorithm takes as input a transaction dataset where each element of the
transaction is treated as an integer or a boolean as already explained in equations
5.2 and 5.3. STMicroelectronics dataset is made of production events that occurred
during the fabrication process of silicon wafers. Each silicon wafer belongs to a
production lot. An example of how the dataset is structured can, therefore, be
represented as shown in table 5.1. The first column contains the wafers to which each
transaction refers. The other columns, except for the last one, contain production
alarms that occurred during production flow. The last column contains the yield of
the wafer to which the transaction relates. The yield consists of a percentage from
0 to 100. Thus, STMicroelectronics technicians empirically set a threshold below
which a wafer could be considered bad. Below a threshold of 80%, the yield is set
to 1, otherwise, it is set to 0.

5.3.2 Method

The developed method is based on the Apriori algorithm for finding rare association
rules. In the beginning, it was decided to test the basic version of the Apriori al-
gorithm to verify its validity and effectiveness. A support dataset was used to look
for frequent association rules that lead to low yield for wafers. The Apriori algo-
rithm in its basic version had already proved effective according to the technicians of
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Table 5.1: Example of the structure of the STMicroelectronics dataset with production
events. The first column contains all wafers and their respective lots. From the second
to the penultimate column are the production events, or alarms. Any alarm whose value
is 0 means that the alarm did not occur during that wafer’s production flow. On the
other hand, any alarm whose value is 1 means that the alarm occurred during that wafer’s
production flow. The last column contains the yield of that wafer. A yield value of 0
means that the yield was good enough while a yield value of 1 means that, following the
negative events that have occurred, the yield of that wafer is negative and must therefore
be discarded.

Lot_Id/Wafer_Id Alarm_1 Alarm_2 Alarm_3 ... Alarm_n Yield

Lot_1/Wafer_1 0 1 0 ... 1 0

Lot_1/Wafer_2 1 0 1 ... 1 0

Lot_2/Wafer_1 1 0 1 ... 1 1

Lot_2/Wafer_2 1 1 1 ... 0 1

... ... ... ... ... ... ...

Lot_i/Wafer_j 1 1 0 ... 1 1

STMicroelectronics who were immediately enthusiastic about the algorithm’s effec-
tiveness and its potential. To meet the needs highlighted by STMicroelectronics, the
algorithm has undergone several improvements. Above all, the execution time had
to be improved. Indeed it exceeded two hours when we had to look for association
rules of length equal to three and, therefore, in the form:

R = X(i0, i1)⇒ Y (in) : i0, i1, in ⊆ I (5.10)

i0, i1 and in are, thus, distinct elements of the dataset.

5.3.3 Candidate Itemset

The first improvement and, perhaps, the most important one that Apriori underwent
is the Candidate Itemset reduction. In other words, the Apriori algorithm generates,
at each scan of the database, the relative candidate itemset. In general, for the Kth
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iteration, the algorithm generates Ck candidate itemset. Ck itemset is the superset
of Ck−1 itemset. An example of candidate itemset generation is shown in table 5.2.

STMicroelectronics technicians empirically set the chain limit for association
rules to 3. According to their experience, it is thus not necessary to search for
more than three connections as a low production yield should be sought on the
frequency of a single event over time or, at most, on the frequency of an event and
a contributing cause.

As already explained, the first experiments with the basic version of Apriori took
a long time to be performed as it took 2 hours for a chain of 3 connections. To reduce
the execution time it was therefore decided to reduce the candidate itemset. The
solution was found in the definition of the problem itself, as STMicroelectronics was
only interested in association rules having one or two alarms as antecedent and the
low production yield as a consequent. It must be remembered that low production
yield was included in the dataset as an event, as explained in table 5.1. Yield equal
to 1 means that the wafer of that specific transaction has a low yield, while a wafer
having yield equal to 0 has a positive yield.

It is, hence, easy to modify the algorithm so that, once it reaches the last desired
iteration, it would generate connections only and exclusively with the yield element.
An example of the flow of the standard Apriori algorithm can be seen in tables 5.3,
5.4, 5.5. First of all, it generate the first candidate itemset C1 5.3. As a second step
it generate the candidate itemset C2, a superset of C1 5.4. Finally it generates the
last candidate itemset C3, superset of C2 5.5. An example of the flow of our modified
Apriori algorithm can be seen in tables 5.6, 5.7, 5.8. The first candidate itemset
generation, C1, in table 5.6, is equal to the base version shown in 5.3. The second
step is a bit different. The algorithm generates the candidate itemset C2, shown in
table 5.7, combining the elements in C1 but without the redundant pairs. Finally,
the third step is very different. The algorithm generates the candidate itemset C3,
shown in table 5.8, combining the pairs in C2 only with yield element thus reducing
enormously the execution time by removing a large number of unnecessary searches
in the dataset.
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5.3.4 Association rules filtering

A further level of improvement has been obtained by adding a method for filtering
the associations found by the algorithm. The idea was born from the considerations
of STMicroelectronics technicians. The idea is that a certain rule should be signifi-
cant if the number of wafers of a certain lot, affected by the rule, should be almost
equal or, at least, similar to the total number of bad wafers of that lot. Given an
association rule R:

R = X ⇒ Y (5.11)

the association rule filter Rf can be defined:

Rf =
Wlot ∈ R

Wlot

≃ 1 (5.12)

Wlot is the number of bad wafers belonging to a single lot t. Wlot ∈ R is the
number of bad wafers belonging to the same lot t that make the rule R true.

This rule indicates a symptom of an event that could have damaged many wafers
belonging to a single production lot if all or most of the bad wafers belonging to
that lot have suffered the same event. This makes the rule appreciable, otherwise,
the same rule is discarded.

5.4 Experimental Results

Experiments have been conducted on a dataset belonging to STMicroelectronics
which included alarms data gathered for nine months. For privacy reasons, the
dataset used cannot be disclosed.

As already mentioned, the Apriori basic algorithm has been modified to meet
the needs expressed by the technicians of STMicroelectronics. The functioning of
the basic algorithm will be explained below:

• Rules Definition: the algorithm generates a set of rules Rn;

• Confidence filter: the algorithm filters the generated rules Rn according to
the confidence C setting and generates the rules set Ri ⊆ Rn where C(Ri) ≥
C|(i = 1, 2, ...n)
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The modified Apriori algorithm version is shown below:

• Rules Definition: the algorithm generates a set of rules Rn;

• Confidence filter: the algorithm filters the generated rules Rn according to
the confidence C setting and generates the rules set Ri ⊆ Rn where C(Ri) ≥
C|(i = 1, 2, ...n)

• Alarm filter: the algorithm filters the generated rules Ri according to the
alarm filter and generates the rules set Rj ⊆ Ri where alarmfilter ≃ 1

The parameterization of the Apriori algorithm was set by STMicroelectronics tech-
nicians and is shown below:

• Support: S(I) ≤ 0.1% (Rare associations mining);

• Maximum Chains: chain ≤ 3 R = (alarm1, alarm2)⇒ (yield);

• Confidence: C(R) ≥ 0.85%;

With the addition of the constraint on the connections, limiting the consequents
to the yield, execution times have been significantly reduced as it can be seen in
figure 5.1.

After the experiments, STMicroelectronics technicians estimated the algorithm
success rate is 71.6% with 2625 generated rules.

5.5 Conclusions

The method, after the necessary improvements in terms of execution speed, turns
out to be suitable to meet the needs of STMicroelectronics. Forcing the algorithm
to search only for those connections having yield as consequent element proves to be
fundamental, as the method takes a few minutes to execute, unlike the basic version
which took two hours for chains of length 3 as it can be seen in figure 5.1.

The preliminary results turn out to be promising as a success rate of 71.6%

proves to be appreciable. Further analysis is needed to improve the algorithm. An
appreciable improvement on the algorithm performance should be achieved with
a different parameterization, by changing the values of support and confidence.
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Figure 5.1: Running time for both versions of Apriori Algorithm with 1, 2, 3, 4 chains

Furthermore, it could be useful to try different values for the ratio of total bad
wafers of a given lot with the bad wafers of that lot after a given rule.

At present, the method proves to be a good starting point for tackling the prob-
lem of association rules learning. STMicroelectronics will continue the research with
this modified version of the Apriori algorithm as a starting point.

The article containing all the research work done on Association Rules Learning
is currently waiting for approval by the legal department of STMicroelectronics.
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Table 5.2: An example of candidate itemsets of a chain of length 2. In the first column, the
candidate itemset C1 is composed of the individual elements of the dataset that fall within
the requirements defined by the threshold of the support variable. The second column
defines the candidate itemset C2 composed of the pairs generated between the elements of
C1

C1 itemset C2 itemset
i1 (i1,i2),(i1,i4)
i2 (i2,i1), (i2,i3),(i2,i4)
i3 (i3,i2), (i3,i5)
i4 (i4,i1), (i4,i2), (i4,i5)
i5 (i5,i3),(i5,i4)

Table 5.3: An example of candidate itemsets of a chain of length 1. The candidate itemset
C1 is composed of the individual elements of the dataset that fall within the requirements
defined by the threshold of the support variable. In this example there are 4 alarms, i1,
i2, i3, i4 and, finally, the yield

C1 itemset
i1
i2
i3
i4

yield



Chapter 5. Low yield Apriori searching tool 52

Table 5.4: An example of candidate itemsets of a chain of length 2. The candidate itemset
C2 is composed of the combinations of each element in C1 of table 5.3 that fall within
the requirements defined by the threshold of the support variable. In this example, for
convenience, we assume that all the generated pairs fall within the limits defined by the
threshold

C2 itemset
(i1,i2),(i1,i3),(i1,i4),(i1,yield)
(i2,i1),(i2,i3),(i2,i4),(i2,yield)
(i3,i1),(i3,i2),(i3,i4),(i3,yield)
(i4,i1),(i4,i2),(i4,i3),(i4,yield)

(yield,i1),(yield,i2),(yield,i3),(yield,i4)
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Table 5.5: An example of candidate itemsets of a chain of length 3. The candidate itemset
C3 is composed of the combinations of each element in C2 of table 5.4 with each single
element of C1 of table 5.3 that fall within the requirements defined by the threshold of
the support variable. In this example, for convenience, we assume that all the generated
chains fall within the limits defined by the threshold

C3 itemset
(i1,i2,i3), (i1,i2,i4), (i1,i2,yield)
(i1,i3,i2), (i1,i3,i4), (i1,i3,yield)
(i1,i4,i2), (i1,i4,i3), (i1,i4,yield)

(i1,yield,i2), (i1,yield,i3), (i1,yield,i4)
(i2,i1,i3), (i2,i1,i4), (i2,i1,yield)
(i2,i3,i1), (i2,i3,i4), (i2,i3,yield)
(i2,i4,i1), (i2,i4,i3), (i2,i4,yield)

(i2,yield,i1), (i2,yield,i3), (i2,yield,i4)
(i3,i1,i2), (i3,i1,i4), (i3,i1,yield)
(i3,i2,i1), (i3,i2,i4), (i3,i2,yield)
(i3,i4,i1), (i3,i2,i2), (i3,i4,yield)

(i3,yield,i1), (i3,yield,i2), (i3,yield,i4)
(i4,i1,i2), (i4,i1,i3), (i4,i1,yield)
(i4,i2,i1), (i4,i2,i3), (i4,i2,yield)
(i4,i3,i1), (i4,i3,i2), (i4,i3,yield)

(i4,yield,i1), (i4,yield,i2), (i4,yield,i3)
(yield,i1,i2), (yield,i1,i3), (yield,i1,i4)
(yield,i2,i1), (yield,i2,i3), (yield,i2,i4)
(yield,i3,i1), (yield,i3,i2), (yield,i3,i4)
(yield,i4,i1), (yield,i4,i2), (yield,i4,i3)
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Table 5.6: An example of candidate itemsets of a chain of length 1 generated by our
modified Apriori Algorithm. The candidate itemset C1 is composed of the individual
elements of the dataset that fall within the requirements defined by the threshold of the
support variable. In this example there are 4 alarms, i1, i2, i3, i4 and, finally, the yield

C1 itemset
i1
i2
i3
i4

yield

Table 5.7: An example of candidate itemsets of a chain of length 2 generated by our
modified Apriori Algorithm. The candidate itemset C2 is composed of the combinations of
each element in C1 of table 5.6 that fall within the requirements defined by the threshold of
the support variable, without the redundant pairs generated by the basic Apriori version.
In this example, for convenience, we assume that all the generated pairs fall within the
limits defined by the threshold

C2 itemset
(i1,i2),(i1,i3),(i1,i4),(i1,yield)

(i2,i3),(i2,i4),(i2,yield)
(i3,i4),(i3,yield)

(i4,yield)
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Table 5.8: An example of candidate itemsets of a chain of length 3 generated by our
modified Apriori Algorithm. The candidate itemset C3 is composed of the combinations of
each element in C2 of table 5.7 with only yield element of C1 of table 5.6. In this example,
for convenience, we assume that all the generated chains fall within the limits defined by
the threshold

C3 itemset
(i1,i2,yield)
(i1,i3,yield)
(i1,i4,yield)
(i2,i3,yield)
(i2,i4,yield)
(i3,i4,yield)
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Chapter 6

Final considerations

With this dissertation, we wanted to demonstrate the contribution made to the
growth of STMicroelectronics through the research and studies conducted during
the Ph.D. training period. In the work presented in chapters 2 and 3, we focused
on a very specific kind of data from semiconductor manufacturing called Electrical
Wafer Sorting (EWS) maps. These images are generated during the wafer testing
phase performed in semiconductor device fabrication. We assumed to handle binary
EWS maps, where white pixels identify failed dies, while black pixels represent the
good ones. Usually, yield detractors are identified by specific and characteristic
patterns, named anomalies signatures. These patterns are useful for investigating
the root causes that could be, for instance, related to an equipment component
failure, a drifting process, or an integration of processes [1]. Unfortunately, it is not
possible to resort to a predefined and fixed set of labels for the observed defects in
the images. New kinds of defects may arise daily in an unpredictable way and in
this case new labels have to be produced.

In the paper [65], we presented a new semi supervised approach for classifying
anomalies signatures in EWS maps, by combining an unsupervised approach using a
hierarchical clustering algorithm to create the starting Knowledge base, and a super-
vised one through a classifier trained by leveraging clustering phase. The knowledge
base represents our core knowledge about the possible anomaly signatures (i.e., the
number of clusters) known until each daily update. We therefore dynamically pro-
ceeded to test our clustering procedure on the incrementing dataset. Indeed, our
dataset can be daily increased, and the classifier is dynamically updated considering
possible newly created clusters. The workflow of our solution can be resumed in:

• Daily arrival of EWS maps;
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• Anomalies signatures classification;

• Possible creation of new clusters;

We compared several clustering and classification techniques. We found that ag-
gregative hierarchical clustering leveraging Principal Components computed through
the Principal Component Analysis can be a robust clustering method. Then, we
trained a Convolutional Neural Network with ResNet-18 architecture, reaching per-
formance comparable with other state-of-the-art techniques. We remark that our
method does not rely on any labeled dataset and can be daily updated, unlike com-
parative literature. Our dataset is skewed, a common characteristic in real use-case
industrial scenario. Moreover, we proposed a method that was proved to be rotation
invariant.

The goal of this work was to create a tool to make as automatic as possible the
recognition of wafer anomalies signatures. This is meaningful as upon classification
the industrial system can be able to automatically choose (or at least suggest) either
to discard a wafer or to ship it to the customer. The proposed method can also
grant benefits like reduction of wafer test results review time, or improvement of
processes, yield, quality, and reliability of production using the information obtained
during clustering process. As a sideline, we have analysed various data augmentation
techniques and we have developed an augmentation algorithm that is as generic as
possible by exploiting the circular shape of the wafer. The method splits each image
into four sectors and replaces one of the four sectors with the same sector taken
from another image with the same defect. The method has proven to be effective
for rapidly populating classes with few samples.

To conclude we have developed an algorithm for rare association mining to search
for hidden associations between production alarms and low yield products. The
developed method is based on a modified version of the Apriori algorithm and it
proved to be a good starting point for pushing research in the direction we have
highlighted.

As future works, we planned to investigate the performance of other CNN archi-
tectures. We also designed a comparison study with a two-fold purpose: consolidate
outcomes shown in chapters 2 and 3 employing the WM-811K dataset, and explor-
ing the existence of any correlation with test phases before the EWS (e.g., relatively
to Wafer Defect Maps - WDM). Furthermore, it was decided to push the research
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towards rare association mining to evaluate different settings for the developed Apri-
ori algorithm and modify the custom filters that have been created to increase the
precision of the method. STMicroelectronics has shown appreciation for the work
done about Semi-Supervised classification of EWS signatures and, given the enor-
mous strategic advantage found and the factory’s internal impact of the method has
decided to put the proposed architecture in their production flow.
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Appendices
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The articles published on secondary activities carried out during the PhD period
will be listed below. The first article shows a tool developed on Unity game engine,
Curve Design Studio, to generate and manipulate bézier curves [106]. The second
article shows a tool developed on Unity as well to easily create point and click serious
games oriented to cultural heritage: Point To Culture [107].
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Appendix A

Curve Design Studio: Bézier curve
integrated tool for video game
development

A.1 Introduction

Computer graphics tries to represent reality in a virtual and simulated environment.
This led the researchers to propose new algorithms for realistic image synthesis.
However, the realism we have at the present day could not have been achieved
without the exploitation of specific mathematical instruments [108, 109].

A mathematical concept widely used in computer graphics, especially in video
games industry, is parametric curve [110, 111]. The use of parametric curves is
needed in many aspects of the video game development process like path definition,
car routes, 3D modelling and so on. In the early 1960s, Peter Bézier began re-
searching a better way to represent curves and surfaces that could have been useful
for automotive engineers. He was familiar with cubic curves and bicubic surfaces
researched by Ferguson and Coons [112]. However, these methods had drawbacks,
especially when shapes alteration and control was required. Bézier Curves were
proposed to face this problem and became part of the UNISURF system, used by
the French automobile manufacturer Renault to design the surfaces of many of their
products.

Due to its simple geometric construction, Bézier curves are widely used in many
fields, and, with the growth of computer graphics applications, it was an opportunity
to introduce it as a tool for vector drawing software [113]. This allows to realise high
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precision drawings with little effort. Nowadays, computer graphics programs and
design systems provides tools for Bézier Curve manipulation, so that they are used
for many practical applications. They are even employed for designing the shape
of letters in fonts and for many other graphical and practical applications [114,
115]. In the past decades, the video game industry focused on the use of Bézier
curves and their derivatives for the representation of 3D graphical assets in order to
hide defects that emerge from a polygonal realisation [110]. They have also been
used in animations and time driven events [116, 117]. We have evidence of curves
employment in game engines like Unity3D, but they are usually coded for specific
purpose [118, 119]; alternatively, curves are used in third-part software [120, 121,
122] for creating 3D objects, like roads and other curve shaped object which are
subsequently imported in game engines. It is possible to generate curves in other
engines such as Unreal engine but only with coding, without the possibility of
customization already present in other tools. We have evidence of a conceptual use
of Bézier curves for terrain development [123] and also an application developed on
Unity for the construction of terrains by using curves [124]. Other software improve
the Unity particle system by exploiting the Bézier curves [125]. Nevertheless,
the programmer is usually forced to program their curve manually. This lack of tools
and algorithms for using curves and exploiting their full potential has motivated our
work.

In this paper we propose "Curve Design Studio", a novel tool embedded in
Unity3D Game Engine for visual representation of a Bézier curve and for its ap-
plication in many tasks of video game development process. The use of a plugin
embedded in a game engine capable of manipulating a curve may save video games
companies financial resources and time. Indeed, they may not be constrained to use
other computer graphic applications for those precision tasks. The proposed tool
implements smart algorithms to recreate a Bézier curve in the Unity3D virtual

environment without the need to rely on external software. The proposed tool al-
lows to assign custom parameters to the curve and the related points and real time
changing. To prove the validity of the proposed work, at the end of the paper we
present a custom solution for the movement of an object along the curve. The rest
of the paper is organised as follows: in Section A.2 we state the problem and analyse
previous works. In Section A.3 we introduce Curve Design Studio. In Section A.4
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we analyse quality and efficiency of the proposed plugin through the use of a custom
script: FollowPath. It uses the proposed tool for moving a 3D object in the virtual
environment. In Section A.5 we report the results and our conclusions.

A.2 Statement of the problem and previous works

Our work is motivated by the lack of Unity3D tools for using Bézier curve in many
aspects of a video game development process. This is a well-known problem to
the community of game developers. Over the years, the community has created
many auxiliary tools capable of manipulating a Bézier curve in order to meet these
lacks. Unfortunately, each tool addresses a specific problem. Video game developers
are hence forced to use multiple software thus increasing project complexity and
development time. Some tools to create Bézier curves are hence present within the
Unity3D asset store. Among them: Bézier Curve Editor, Bézier Master, Spline
Mesh, BG Curve [126, 127, 128, 129]. However they all focus on a limited videogame
development aspects and do not offer a comprehensive overview of what could be
done by using curves; moreover, they have a too slow learning curve and are not
recommended for those without programming skills. Bézier Curve Editor permits
an easy creation and modification of Bézier splines. Such spline can be used as a
path for game objects and as animation curve. The toolkit also has APIs for getting
various spline info, but they are minimal. Bézier Curve Editor has a big limitation:
it is not possible to edit or generate a spline in Game. SplineMesh is a powerful tool
with an intuitive editor and excellent performance, great for creating the following
content:

• A Bézier spline. (However, it is not possible to retrieve much mathematical
information);

• 3D Mesh extrusion, bending or cloning through a spline;

• 2D Mesh extrusion along the spline.

SplineMesh does not have the flexibility of Curve Design Studio from a mathematical
point of view but it remains, however, an excellent tool. BG Curve is one of the
most complete curve-related asset package. First of all, it is possible to generate
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and modify a Bézier spline both in real time and in the scene view and a lot of
mathematical information can be obtained from the generated spline, thanks to
several dedicated APIs. BG Curve has many additional features: the creation of a
mesh, the movement of game objects, the creation of 3D or 2D colliders, the cursors
and so on. However, given the complexity of the mentioned plugin, Curve Design
Studio turns out to be more practical and easier to use.

The proposed tool addresses several problems related to the use of a curve in a
video game development process such as:

• animating an object along a path;

• create paths and terrain along a curve;

• instantiating objects on the points of a curve;

• extrude an object along a curve;

• creating complex behaviours for artificial intelligence agents (patrolling, car
driving, etc).

Moreover, it aims to provide a framework which can be easily extended.

A.3 Method

Unity3D engine is an environment which integrates a game engine provided by
Unity Technologies. Unity is typically employed to produce digital games for dif-
ferent platform, such as PC’s, consoles, mobile devices and websites. It allows to
handle 3D model and other kinds of assets, such as materials, lights, images, and
videos. Unity gives the possibility to encode algorithms in two different program-
ming languages: C# and JavaScript. Although Unity is often used for digital game
development, it could be employed for generic purpose application related to 3D
scenes a models. The main feature of Unity is the convenient way to manage mul-
timedia data, the user-friendly development GUI and the multi-platform builder
[130].

In this work we propose a novel tool called Curve Design Studio as plugin for
Unity3D. Our tool implements the concept of Bézier curve in a three-dimensional
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(a) (b)

Figure A.1: (a) GameObject with Bézier Spline script attached showing customization
elements within Unity editor; (b) Custom variables for anchor points;

Figure A.2: Standard linear Bézier curve where anchor and control points lie along the
same line.

space, giving developers the chance to use the curve without binding it to a specific
problem. It can be used to address multiple issues which usually occur during the
development of a visual application. The algorithm allows the construction of a
Bézier curve through its anchor and control points. An example of a standard linear
Bézier curve in the Unity virtual environment, where all points are aligned, is
shown in Fig. A.2. This curve is automatically created in the Unity editor when
the script Bézier Spline is attached inside an empty gameobject previously inserted
in the Unity editor scene, as it is shown in Fig. A.1(a). The user can manipulate
the curve through the control points, represented by the smaller squares. Indeed,
selecting these points the Unity visual manipulation system will appear, represented
by the presence of the three Cartesian axes. The bigger squares represents the anchor
points.

Hence, it is possible to manipulate these points in the three-dimensional space
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Figure A.3: Composite Bézier curve

and to assign some custom variables to them. Moreover, the algorithm extends
the visual editor of Unity and provides useful tools for curve manipulation even in
game-mode. What is permitted in this case is:

• to close the spline with a check box called loop;

• to add other points to the curve;

• to move a selected point;

• to delete a selected point;

• to restore a deleted point.

A more complex curve, realised with the help of the extended visual editor, is
shown in Fig. A.3.

Additionally, by moving the points, it is possible to change their own behaviour
with an attribute called Style. Three styles for each point can be selected:

• Free style. The control points are unbounded. (see Fig. A.4(a))

• Mirror style. Control points will form a line with the anchor point and must
be at the same distance from it. (see Fig. A.4(b))

• Align style. Control points will form a line with the anchor point but they can
have different distance from it. (see Fig. A.4(c))
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(a) (b) (c)

Figure A.4: (a) Free style; (b) Mirror style; (c) Align style;

In addition, as mentioned before, it is possible to assign parameters to any point
in the spline. When selecting one of the available points, the Unity editor will
show a control window where the user can add variables and remove them as shown
in Fig. A.1(b) To remarks the advantages of the proposed tool, we show an example
application creating by using Curve Design Studio: Followpath. It shows how a
3D object could be easily moved, in the three-dimensional environment, along the
Bézier curve.

Moreover, it shows how to manipulate its parameters, i.e. the scale factor and
the custom variables assigned to the curve points.

A.3.1 Preliminary

Here, we provide mathematical notions of a Bézier curve, and how to reach its
graphical representation through the De Casteljau’s algorithm.

Bézier curve representation

Given three points, A, B, C, so that line in AB is tangent to the curve at A and
line BC is tangent to C, the curve begins at A and ends at C. For any ratio ui,
where 0 ≤ ui ≤ 1, the points D and E are constructed so that

AD

AB
=

BE

BC
= ui (A.1)
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A

B

C

F
D

E

Figure A.5: Second-degree Bézier curve

On DE, F is constructed so that

DF

DE
= ui (A.2)

Hence, the point F belongs to the curve. For other values of ui, a series of points
are produced on a Bézier curve (see Fig. A.5) [114]. These points are called control
points. The first and last point on the curve are called anchor points.

De Casteljau’s algorithm

A Bézier curve Be of grade n, with structural points P0...Pn could be written in
Bernstein form as follows:

Be(T ) =
n∑︂

i=0

Pibi,n(t) (A.3)

where 0 ≤ t ≤ 1 and b is Bernstein polynomial [131]

bi,n(t) =

(︃
n

i

)︃
(1− t)n−iti (A.4)

Nevertheless, it is not recommend directly using the equation (A.3) to generate
a curve in a digital system, as it is not numerically stable. This pushes researchers
to find a more stable strategy to draw a Bézier curve in such systems. De Castel-
jau’s algorithm is an effective, recursive and stable method to evaluate Bernstein
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polynomials or Bézier curve [132]. It is robust methods which gives insight into
Bézier curve behaviour and leads to important operations on the curves.

According to De Casteljau’s algorithm, one can evaluate a Bézier curve at t0

with the following recurrence formula

P
(0)
i := Pi i = 0, ..., n (A.5)

P
(j)
i := P

(j−1)
i (1− t0) + P

(j−1)
i+1 t0 i = 0, ..., n j = 1, ..., n (A.6)

Be(t0) = P
(n)
0 (A.7)

Hence, the recursive definition led the following equation, which is equal to the
Bernstein form:

Be(t) =
n∑︂

i=0

(︃
n

i

)︃
(1− t)n−itiPi (A.8)

where P0, P1...Pn are control points [133, 134].
Using De Casteljau’s algorithm we represent the Bézier curves in the proposed

plugin. In this work, we implement cubic Bézier curves, which are uniquely defined
by 4 control points.

A.3.2 Curve Design Studio implementation

Here we provide a technical description of the the proposed tool.

Algorithm 1 Bézier
1: procedure GetPoint
2: Input: P0,P1,P2,P3, t
3: Output: p4
4: t← clamp 0 ≤ t ≤ 1
5: i← 1-t
6: p4 ← i3*P0+3*i2*t*P1+3*i*t2*P2+t3*P3

The Cubic Bézier curve is defined into an abstract class called Bézier. The
procedure is reported in Algorithm 1. Given four points P0...P3 and a percentage
t, the method outputs the point in the curve corresponding to that percentage. To



Appendix A. Curve Design Studio: Bézier curve integrated tool for video game
development

70

store the spatial information for each point in the curve, three lists of vectors were
implemented. Two of them are used for the control points, since we have two control
points for each anchor point and one list is used for the anchor points. Each point
has an index.

Algorithm 2 GetNextPointIndex
1: Input: i
2: Output: j
3: if loop then
4: i← (i+1)%n_points
5: return i
6: if i == n_points− 1 then return −1

return ++ i

Given an index for a point in the curve, the procedure for taking the next index
is reported in Algorithm 2. n_points is the number of points in the list while loop

identifies a closed curve. If a loop is found, the index gets back to 0 when it gets to
the last index in the list. If not and it found the last index it returns −1. Otherwise
it just returns the next index.

A.3.3 Point style

A list of int named Style is used to store the value of the style that can be assigned
to each point. In this case, the parameter can get the following values:

• 0 = Free

• 1 = Mirror

• 2 = Align

Algorithm 3 is used when a control point is moved or you have to change its
style. In the case, given an index i, and a control point of index i and a flag,
which identifies the first or the second control point, the algorithm moves the first
or the second control point, specified by the parameter flag, taking the position
of the other control point as a reference to ensure the correctness of the specified
style. The method MoveToward moves the specified control point pt from its original
position toward the position specified by the second input parameter controlpoint

of the distance specified by the last input parameter Distance.
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Algorithm 3 FixPtStyle
1: Input:i,flag
2: style← Style[i]
3: if style == 0 then return
4: if flag == 0 then
5: if style == 1 then
6: P2,i ← MoveToward(pti,P1,i,
7: -Distance(pti,P1,i))

8: if style == 2 then
9: P2,i ← MoveToward(pti,P1,i,

10: -Distance(pti,P2,i))

11: if flag == 1 then
12: if style == 1 then
13: P1,i ← MoveToward(pti,P2,i,
14: -Distance(pti,P2,i))

15: if style == 2 then
16: P1,i ← MoveToward(pti,P2,i,
17: -Distance(pti,P1,i))

Figure A.6: Followpath configuration. To use it properly a spline must be attached in the
appropriate field of the interface, assign a speed, direction and type of movement
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Figure A.7: Cube moving along the curve. After followpath script configuration, the cube
will move along the curve drawn in purple. If variables have been added to the control
points, represented by the purple squares, the cube will assume different behaviors (for
example it will be scaled if there is a scale variable) once the points are reached. The other
squares are anchor points; they can be used to manipulate the shape of the curve. Their
colors are the standard Unity colors and indicate the direction of the selected axis
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A.3.4 Custom Variables

As it was mentioned before, it is possible to assign one or more variables to each point
in the curve. The same variable, therefore, can assume different values depending
on the anchor point in which it is located. this peculiarity is very important as, in
the proposed plugin, there is an algorithm that allows to obtain the interpolated
value of this variable in any point of the curve between two anchor points.

A.4 Case of study

To test the quality of the analysed tool a custom script for Unity called FollowPath
was realised. It allows to move a three dimensional object along a curve made
with Curve Design Studio. Moreover it permits to modify the scale of that object
exploiting some custom parameters. Thanks to Curve Design Studio this script
implementation is an easy task. The only thing that is needed is a primitive three
dimensional object. Unity provides lot of built-in objects making it easy to add
a Cube in the virtual environment. After adding the cube, the script FollowPath
must be linked to the object itself. Unity shows us some properties that we have
to customize, as it is shown in Fig A.6. The first thing we have to do is to link the
Bézier curve to the curve variable. The object, while in play mode, can move along
the linked curve, as can be seen in Fig A.7. The speed variable controls the speed
at which the object can move. The check box forward force the cube to orientate
its z axis toward the curve direction. Last parameter is the follow path style and
controls the type of movement the cube will have. A value of 2 means that the cube
will move in a loop. Adding a scale variable on the points of the curve will force the
cube to change its scale factor according to the value of that scale parameter.

A.5 Conclusion

We have presented Curve Design Studio, a plugin embedded in Unity3D game en-
gine which permits the realisation of Bézier curves easily. The plugin comes with a
complete suit of tools to manipulate and customise the curve and its points. Un-
like the tools already present in the market, Curve Design Studio does not address
any specific issue but provides the developers with a powerful tool which can be
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personalised and adapted to the needs that may arise during a video game develop-
ment process. The versatility and strength of Curve Design Studio have been shown
with FollowPath, a custom script that uses Curve Design Studio and its features
to solve some issues like the movement of a three dimensional object or its scale
factor manipulation. Its ease of use and its versatility make it a good tool to embed
in Unity3D game engine replacing actual tools for curve manipulation. As future
works we are organizing tests with selected groups of users with various expertise,
ranging from simple users to experienced developers. In this way we will have a
more accurate overview of the effectiveness and simplicity of the proposed tool.
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Appendix B

Point to Culture: a point to click
framework for Serious Games in
Cultural Heritage

B.1 Introduction

The videogame industry has spread widely in recent years and the purpose of
videogames has changed over time. The ever-increasing requests to bring the game
closer to educational aspects led the emergence of Serious Game. Hence the videogame
turned from an entertainment tool to a mean for cultural and educational purpose
where the entertaining power of the videogame is not the primary goal but plays a
support role.

Health care, military simulations, school education are just few examples of
effective usage of the Serious Game. Lately we find an ever increasing use of Serious
Games for Cultural Heritage as they promise a greater engagement and interests
from players, providing a powerful mean for knowledge dissemination, as well as
an effective means for digitisation and preservation of cultural sites [135, 136, 137].
The interest for Serious Games applied to Cultural Heritage has grown with the
introduction of newer technologies such as 3D scan, virtual and augmented reality
[138] yet without abandoning the idea of developing simple story driven Serious
Games without any other support device. Hence, this led the scientific community to
improve both technologies and design for Serious Games applied in Cultural Heritage
[139, 140] providing guidelines for better understanding what the community needs,
in terms of development tools and game design. In this paper we propose Point to
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Culture a novel tool embedded in Unity3D Game Engine that makes it simpler and
more intuitive the development process of simple 2D point-to-click games. The tool
implements smart algorithms that facilitate the realisation of common features in a
point-to-click game, such as but not limited to:

• items: Use and combine pickable objects.

• inventory: Inventory system.

• explorable scenes: Switching between interactive scenes.

• puzzles: Create puzzles like numerical combinations or use the correct object
over an interactive item.

• dialogue system: Create interactive narrative experience.

• cutscenes: Creating static cutscenes by combining two or more images.

To prove the validity of the proposed tool we present a case study of a custom
Serious Game set in the famous Benedictine Monastery of Catania [141, 142]. The
game resumes the well-known format of escape rooms. The player, gaining knowl-
edge from the Monastery, has to use the information learned to escape and win the
game. The contribution of this paper can be summarised in:

• A novel Unity plugin to support the development of point-to-click digital
games.

• A case-study Serious Game set in the Benedictine Monastery of Catania, de-
veloped by using the proposed plugin.

The remainder of this paper is organised as follows: Section B.2 describes all the
previous works done for Serious Games development and the technology improve-
ment for Cultural Heritage Serious Games; Section B.3 details the framework and
its components; in Section B.4 we present a case study game developed with the
proposed tool and by remarking its cultural relevance; Section B.5 concludes the
paper.
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B.2 Related Works

The approach to Serious Game development has changed and evolved with techno-
logical changes. Virtual and augmented reality provided powerful tools for Serious
Games, specially for Cultural Heritage. Augmented reality allows an effective in-site
gamification and is extensively employed for Cultural Heritage study [143, 144]. On
the other hand, Virtual reality gives the opportunity to virtually visit any location
from home. However, this does not make obsolete classical Serious Games, specially
if they are story driven, have to teach something about the cultural site and need
a player rather than a virtual visitor. Indeed, such games have been implemented
and have proven their effectiveness as stated in [145].

Several studies have been conducted on best practices and models for better
implementing efficient Serious Games [146, 147, 148, 149].There are many valid
approaches proposed during the past years [150], but what the scientific community
seems to agree on is the format for developing Serious Games for Cultural Heritage.
To be effective they should be story driven and task based, like puzzle games or
adventure games [151, 152, 153]. Furthermore, there are many game engines on
the market, even professional ones. However, Unity and Unreal turn out to be the
most exploited [154, 155]. Unity is appreciated for its ease of use compared to
Unreal, which is more suitable for professional video games. Even though there are
some adventure makers plugin in the Unity Asset Store they are designed for more
complex games providing a harsh learning curve for Serious Games designers.

At best of our knowledge there are few references to frameworks dedicated to
task based Serious Games like Sketch’ndo [149] which is not a plugin for a Game
Engine. It is built on top of Blender Graphical engine and it works with Blender
logic connections providing limited flexibility. Differently, our plugin provides a
powerful tool for adventures and point-to-click games. Adventure Creator [156] is a
plugin for Unity that allows the development of traditional adventure games. It is
certainly a valid tool for the creation of point-to-click games, also taking advantage
of a visual programming through the presence of a node editor. It is a very large
framework that contains many functions, such as a dialogue system and a visual
development tool and it is certainly the most suitable tool for large productions but
its complexity and the large amount of documentation necessary for its use make
it a tool not suitable for simpler games such as, for example, Serious games. In
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fact, the time that should be spent learning how to use the tool would be excessive
compared to the minimum complexity required for a serious game.

B.3 Proposed framework

Unity3D engine is an environment which integrates a game engine provided by Unity
Technologies. Unity is typically employed to produce digital games for different plat-
form, such as PC, consoles, mobile devices and websites. The main feature of Unity
is the convenient way to manage multimedia data, the user-friendly development
GUI and the multi-platform builder [130].

In this work we propose a novel tool called Point to Culture as plugin for Unity3D.
Our framework provides all the necessary tools for easily develop 2D point-to-click
video-games that are well suited as Cultural Heritage Serious Games. It can be used
to easily address multiple common tasks which usually occur during the development
of this type of games. Usually, the development process of a serious game can be
summed up in three phases [157]:

• Brainstorming: The theoretical conception of the video-game with mechanics
and dynamics.

• Prototype development: Multi-phase development of prototypes up to the
realisation of the finished product.

• Validation: Validate the effectiveness of the game.

The proposed plugin fits into the prototype development phase, providing all the
necessary tools for rapid prototyping, leaving developers the opportunity to focus
more on the other phases thus reducing development times and costs. The plugin
appears in the form of a toolbar element providing a drop down menu. Each menu
item opens a dedicated section where it is possible to build almost every game
element without a single line of code.

One of the most common aspects of 2D point-to-click games is the presence of
multiple items and the need for the programmer to insert complex interactions such
as the possibility of combining two or more objects and use them with each others
or together with other scene elements. For example, the user could use a key to
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open a chest or a door or he could combine a hammer head with a handle to obtain
a hammer to use against a wall. After selecting the relevant menu item, a window
will open, as it is shown in Fig. B.1 where the programmer can insert the sprite
that provides the exterior appearance of the item and whether or not it is obtained
by the union of other items. In this case, the programmer simply selects the items
providing the combination, or the recipe, to get the composed item. To place them
on the game scene, the programmer selects the dedicated menu element, selects the
item to place, and puts it on the scene with just a click.

Figure B.1: Create item window

B.3.1 Inventory

Another important aspect of 2D point-to-click games is the presence of the player
inventory, a virtual storage where to insert items picked during the game. To create
it, as it is shown in Fig. B.2, the programmer needs to select the sprites representing
the frame for the items, the background of the inventory and the items already in
the inventory at the beginning of the game, if any.

B.3.2 Combination Puzzle

The plugin permits to create a numerical combination by just selecting the relevant
item on the menu. After selecting the background, up and down arrow sprite and
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Figure B.2: Inventory window

the digit background, a screen with a single digit will be created. The programmer
could then add more digits by selecting the relevant button. The screen created
could be linked to any puzzles inside the game, either a chest with a numerical
padlock or a door with a numeric keypad.

B.3.3 Background image and Cutscenes

By Selecting the relevant menu item, the programmer could create many static
images providing the game scenarios which will be automatically connected through
the presence of directional arrows that could be customized, also in appearance, and
placed around the background. It is also possible to create simple cutscenes by just
selecting a group of static images and the time lapse to change between them.

B.3.4 Conditions and reactions

To add complex interactions between game elements we provide a powerful tool
easy to use. Interactive, Reaction collection and Condition collection represents
three scripts providing complex interactions through the mechanism of action and
reaction. The Interactive script provides interactivity to a game element. The
Condition collection provides a list of allowed events for that specific element, linking
each Condition to a specific Reaction. Interactive script allows an item in the
game scene to be interactive. The programmer could add one or more behaviour to
that specific item, in addition to a standard reaction which will be performed if no
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conditions are met. An interactive behaviour consists of the combination of a list of
conditions and a list of reactions.

Conditions

The Condition collection script allows the programmer to add to a specific interactive
item a list of scripted conditions that may or may not occur. It is also possible, for
a programmer, to extend such script adding more conditions to expand the plugin.
The conditions already included are the followings:

• Combination condition is the condition that allows the insertion of nu-
merical puzzles, such as a numerical padlock to open a door or a chest. The
Combination condition links a specific combination puzzle previously created
to a specific interactive item. The Combination condition allows to insert the
correct combination number for a specific combination puzzle. If the player
inserts the right combination in the game, the condition is met and a reaction
will be triggered.

• Selected inventory item condition: this is the condition that allows to
add the interaction between a specific item in the inventory with an item in
the game scene, for example a key for a chest or a key-card for a door.

• State condition is the condition that allows an item in the game scene to
get a state, which is a boolean, which will trigger a reaction if the status is
reached. For example a chest that gets open or a door unlocked.

Reactions

The reaction collection script allows the programmer to add several effects in re-
sponse to any condition met. Following the reactions already scripted and their
behaviour are explained:

• Active gameObject reaction: when a condition is met activate a gameOb-
ject inside the scene.

• Change scene reaction: when a condition is met load another scene.
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• Change sprite reaction: when a condition is met, change the sprite of an
object inside the scene. This is used, for example, to change the appearance
of a chest whether it gets opened.

• Change state reaction: when a condition is met, use it to change the state
of an item in the scene, for example change the state of a door from closed to
open.

• Dialog reaction: when a condition is met, triggers a dialog. It is used, for
example, to trigger conversations with non playable characters.

• Open combination reaction: open the combination interface.

• Take item reaction: when a condition is met, puts an item in the player
inventory.

B.4 Escape the Benedictine Monastery

As a case-study it was chosen to develop an escape room game set in the former
abbot’s room in Benedictine Monastery of Catania. The choice of the Monastery as
a game environment was led by the enormous importance of the Monastery and the
Historical relevance of its environments. Furthermore, its structure is well suited to
be brought back to a game like the escape room.

B.4.1 Case-study game

The player can independently visit the abbot’s room and look for clues to leave
the room. To win the game, the player will become aware of some historical facts
related to various cultural elements that can be found in the room. In this case, as
it is shown in Fig. B.3, a short sequence taken from the demo, the player will find
objects scattered around the room containing important historical facts to end the
game.

In the sequence mentioned above, in Fig. B.3(a) and Fig. B.3(b) the player,
clicking on a book on the table will have access to historical information concerning
the year of destruction of the Catania aqueduct.
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(a) (b)

(c) (d)

Figure B.3: (a) Book item; (b) Book informations; (c) Knowledge verification; (d) Reward;

In Fig. B.3(c) the player is facing the representation of the Catania aqueduct.
An interact script attached to the aqueduct representation will trigger a message
window. At the end of the dialogue, the player will be informed of the presence of
a numeric keypad. The player will need not only to remember what information
concerning the aqueduct he was able to find but, above all, to understand what is
the correct information to use in this situation.

In Fig. B.3(d) after entering the date of the destruction of the aqueduct, another
dialog will be triggered. The player will be informed that he has entered the correct
solution and will get the reward. In the present case he will find a book, appeared in
the upper area of the inventory, containing other historical facts about the monastery
with which he has to solve other puzzles to win the game. The purpose of a serious
game is to entertain the user, improving his specific knowledge of the topic covered in
the game. Indeed, the player will be required to explore the history of the monastery
as the knowledge of many historical details will prove essential to win the game,
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mixing, hence, the playful details of a video game, for example puzzles and riddles,
with the historical details necessary for the educational purpose, according to the
design principles of serious games [153].

B.5 Conclusions

The proposed plugin represents a valid tool for simple 2D point-to-click games ori-
ented to Cultural Heritage. Its ease of use and the vastness of standard functions
provided makes it one of the ideal tools to easily develop Cultural Heritage Serious
Games in a short time. Furthermore, its modularity makes it easily extendable by a
programmer, making it adaptable to any needs. As future works, we are planning to
massively employ the proposed tool for developing a set of complete Serious Games
to support Cultural Heritage dissemination and education. The simplicity of use of
the plugin allows the creation of point-to-click video games, with any setting, pho-
torealistic or drawn, in a short time, leaving the developer the possibility to focus
more on the educational and narrative aspects rather than programming and devel-
opment. With this plugin, indeed, we want to provide a development standard where
it is possible to produce point-to-click serious games with any setting by changing
only the graphics by interacting directly with the plugin interface. Furthermore we
are organizing tests with selected group to evaluate both the plugin with more or
less experienced developer groups, and the game with groups of players.
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