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Abstract: The optical calibration of the fluorescence telescopes is a significant contribution to the overall
uncertainty of energy measurements made by the Pierre Auger Observatory and Telescope Array Project. Some
sources of uncertainty, such as the fluorescence yield in air, affect both experiments similarly. However, the optical
calibration of the fluorescence telescopes is a source of independent uncertainty. The Pierre Auger and Telescope
Array collaborations have taken initial steps to establish a relative end-to-end optical calibration of the fluorescence
telescopes. An Octocopter carrying a portable light source has been flown in front of fluorescence telescopes at
both Pierre Auger and Telescope Array sites. Laboratory calibration measurements of the light source before and
after the flights provide a common baseline for the relative end-to-end calibration. We expect this system will lead
to a common photonic calibration for both experiments. After giving a brief description of the UV light source and
the Octocopter used for the measurements, the parameters and the calibration procedures for the light source will
be discussed. First results on telescope images of the light source will be presented.

Keywords: Telescope Array Project, Pierre Auger Observatory, fluorescence telescopes, calibration, light source,
Octocopter, Ultra High Energy Cosmic Rays, UHECR, cosmic rays

1 Introduction
The Pierre Auger Observatory and Telescope Array Project
experiments study cosmic rays at the highest energies. [1, 2]
These experiments combine air fluorescence telescopes with
a large array of surface detectors. The energy scale of both
experiments is derived from the air fluorescence measure-
ment which uses the Earth’s atmosphere as a calorimeter.
At present, Auger and Telescope Array appear to have an
energy scale discrepancy of about 20%. [3] Some system-
atic uncertainties are known to affect the energy determi-
nation similarly for both experiments. However, one area
where systematic uncertainties are expected to be largely
independent is the photonic scale. It may be possible to re-
duce the apparent discrepancy between the experiments by
comparing the response of the air fluorescence telescopes to
a well understood and calibrated, portable light source. [4]

Such a source, a flying isotropic UV light source has been
developed at Karlsruhe Institute of Technology (KIT). [5, 6]
It has been in use at the Auger site in Argentina since
2010. [7] This portable light source is presently undergoing
careful evaluation of isotropy, pulse rate and temperature
dependence, and temporal stability.

The source is carried by a remote controlled flying plat-
form called an Octocopter (Mikrokopter). [9, 10] The Oc-
tocopter is piloted via remote control and it includes GPS
navigation and a magnetic compass, enabling it to fly to
a pre-programmed position and maintain a stable position
(∼0.5m) and orientation (∼5◦) under favorable conditions.
Additionally, pressure sensors are used to improve altitude
accuracy and stabilization. Using this system we can ac-
curately position a well understood light source within the
field of view of both Auger and Telescope Array air fluores-
cence telescopes to compare their relative response.

2 The Octocopter
The Octocopter has its eight motors mounted in a circle with
a diameter of 80cm. It has a maximum payload capacity of
about 1kg. However, the weight of the payload significantly
affects the available flight time. Since the calibration flights
must be made in the dark of night when the fluorescence
telescopes operate, LEDs were mounted on bottom of the
arms supporting the motors. Green LEDs were installed on
the arms in the forward direction and yellow LEDs were
used on the remaining arms. See Figure 1. The navigation
lights enable simple visual verification of position and
orientation and can be switched on and off via remote
control.

The Octocopter is typically flown to a distance of 1000m
from a telescope where it maintains a stable position and
orientation. When directed the light source emits a series of
UV flashes at a rate of 1Hz. An on-board computer sends
GPS information, temperature, optical pulse settings, and
other data back to a base station via a wireless link where it
is recorded for later analysis.

We have conducted three campaigns of flights. During
the flights the on-board GPS recorded a typical positional
stability of less than 1m under good flying conditions
(0.06◦ at 1000m). The manufacturer data sheet indicates
a systematic uncertainty in the absolute position of 2.5m.
(0.14◦). We plan to independently evaluate the absolute
positioning accuracy during future campaigns.

3 The Light Source
The flight time of the Octocopter depends strongly on the
weight of the payload. Therefore, it is important that, in
addition to being isotropic and stable, the source should be
light-weight. Based on simulations and experiments, the
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Figure 1: The Octocopter with the light source suspended
below it. Green LEDs indicate the forward direction.

light source was built using a twelve sided ABS plastic
dodecahedron. The body was coated with Tyvek and a
UV LED [11] was mounted at the center of each of the
hexagonal faces. To further improve isotropy, the source
is surrounded by a diffuser made of a thin spherical shell
(r=50mm) of polystyrene etched with acetone. The total
mass of the completed light source was less than 150g. The
full system, including light source and batteries, allows for
a maximum flight time of 15-20 min.

The UV LEDs provide 55mW of radiant flux at 350mA
with a spectrum that peaks at 375nm with FWHM of about
10nm and a tail extending to 410nm. The LEDs emit light
out to (∼±90◦). However, they have a stronger emission
peak in the forward direction (±10-15◦) and a weaker
broader peak (∼80% of the strong peak out to ∼ ±60◦).
Simulations of a similar source configuration which takes
into account the mean light distribution pattern of the UV
LEDs and their placement on the dodecahedron indicates
deviations from isotropy should be of order 4% over the
sphere. [6]

The current to each LED is individually controlled to
compensate for variations in the LED intensities. There
are six pre-programmed settings of pulse amplitude and
variable width (2-64µsec) which can be used to illuminate
the telescopes. The six standard settings span a factor of
10 in total intensity. The light pulse is triggered by the PPS
signal of the GPS.

4 Source Calibration
A number of measurements have been performed to study ef-
fects that could influence the light intensity observed by the
fluorescence telescopes. The main light source test bench
is located at Karlsruhe. At KIT the spherical light source
and a photodiode are mounted on an optical bench with
a maximum separation of 2.5m. To block reflected light,
one baffle (66mm diameter) and a black curtain are cen-
tered between them. The light from the sphere is measured
with a NIST calibrated silicon photodiode, model UV100.
NIST calibrates these detectors using a DC light source. [8]
For the peak wavelength of the light source (375nm), NIST
states a spectral power responsivity of 0.1293A/W with a
relative combined uncertainty of 0.45% (for DC operation).
The photodiode is equipped with a round baffle to reduce
the active area to the homogeneous central region (0.5cm2).
The pulsed signal from the photodiode is then measured
with a Keithley model 6514 electrometer that is readout via
a USB connection.

The effect of temperature on the LED’s output has been

measured in the lab at KIT. The results, shown in Figure
2, show that the rate of change is dependent upon the
driving amplitude for the LED. At present, this amplitude
dependence is not well understood and studies are ongoing.
At the highest setting, A5, the change is about -4% per
10◦C. To allow one to make corrections for temperature
dependence, the temperature inside the sphere and near the
electronics are recorded.
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Figure 2: Relative signal strength from the Octocopter light
source as a function of the temperature. Measurements were
made at the DAC settings of the six standard amplitudes,
A0 being the lowest and A5 the greatest. The amplitudes at
each DAC setting are normalized to 100% at 0◦C.

As the photodiode used for calibration of the source
in the laboratory is considerably less sensitive than the
air fluorescence telescopes, we must measure in the lab
using a significantly higher pulse repetition rate of 1.1 kHz
(900µsec period) vs. 1.00 Hz in the field. Initial studies
of the dependence of the light output on the pulse rate
suggest a correction of about -3.5% is required for field
measurements. See Figure 3. The electrometer is configured
to measure in 100msec intervals, each measurement triggers
a pulse generator that in turn produces a burst of 100 triggers
(90msec total) for the light source electronics. The 100
pulses are integrated to produce a measurement of total
charge.
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Figure 3: Relative signal strength from the Octocopter light
source as a function of the flash rate. (Source amplitude
setting 5)

Some tests of isotropy (in the forward direction) have
been performed by rotating first in azimuth and then sepa-
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Figure 4: Relative signal strength from the Octocopter light
source as a function of the azimuthal rotation angle from
the forward direction. (Source amplitude settings A3(blue),
A4(green), and A5(red))
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Figure 5: Relative signal strength from the Octocopter light
source as a function of the elevation rotation angle from
the forward direction. (Source amplitude settings A3(blue),
A4(green), and A5(red))

rately in elevation. For rotations less than ±10◦ from for-
ward in azimuth, the relative amplitude changed by about
0.2% (Figure 4). For elevation rotations, the relative am-
plitude changes by about 0.2% for a rotation of 10◦ and
<3.5% for a rotation of 35◦ (Figure 5). This is consistent
with the expectation from simulations noted earlier, how-
ever, more extensive evaluations are underway.

To verify that any remaining reflections from the walls
can be neglected, we checked the 1/r2 behavior of the setup
for distances between 105cm and 245cm. The data was
fitted with a 1/r2 function with constant background and a
small, constant offset in r. The results showed that there is
no significant contribution from the background light.

To monitor the stability of the light source, independent
measurements of the light source were performed at the
University of Utah before and after each of the two cam-
paigns at the Telescope Array site in Delta, Utah. These
lab measurements took place on 2012-10-11, 2012-10-18,
2013-03-12, and 2013-03-21. After correcting for tempera-
ture, the four Utah measurements, under stable laboratory
conditions, agreed to <1% relative to the mean.

For the Utah measurements, the source was mounted
inside a dark box at a fixed distance (∼2.3m) from an
NIST calibrated photodiode. It is important to note that
this is a different photodiode from the one used for the

measurements at Karlsruhe. Internal surfaces of the dark
box were covered with low reflectance (black) cloth or flat
black paint. In addition, a tube of black corrugated (egg
carton) foam lined the optical path between the source
and the photodiode to eliminate reflections. The NIST
calibrated photodiode #G696 includes a precision calibrated
aperture (50.12±0.05mm2). The photodiode responsivity
was measured at NIST in 5nm steps between 200nm and
1100nm. In the wavelength region near the peak of the
source (375nm), the relative expanded uncertainty (k=2) of
NIST photodiode #G696 responsivity is <1%. [8]

The signal from the photodiode was measured using a
Keithley model 6485 picoampmeter. The picoampmeter
recorded the mean current produced by series of flashes (pe-
riod = 900µsec). As with the measurements at Karlsruhe,
the system at Utah was configured to use a 100ms measure-
ment interval. However, due to limitations of the hardware,
instead of generating bursts of 100 triggers, an effectively
continuous burst of 3000 triggers was generated. As a re-
sult, a single measurement cycle may contain either 111
or 112 flashes. This variation in the number of measured
flashes contributes ∼0.1% to the measurement uncertainty.
The temperatures inside the sphere and near the electronics
were recorded to enable corrections for temperature depen-
dence.

As a simple check of the charge measurement using the
picoampmeter, a simple current source was constructed
using a Lecroy 9210 Pulse Generator in combination with
a 1.00GΩ, 1% resistor. This enabled the generation of
8µsec duration current pulses with total charge in the lower
range of that obtained from the light source and photodiode.
Current pulses were generated and measured using the same
software and identical settings to those used during the
measurement of the light source. The measured charge per
pulse for the simple current source agreed with the expected
value to ∼1%.

Finally, after correcting for the temperature dependence
of the source, measurements performed in the laboratories
at Utah and Karlsruhe appear to agree to better than 2%.
However, it is important to recognize that a number of po-
tential sources of systematic uncertainty affecting measure-
ments in the field remain under investigation.

5 Flights at the Auger Site
Octocopters have been flown at the Auger site in Argentina
with various light sources for a series of tests since 2008.
The Octocopter was flown at the Auger site with the current
light source, as a part of this series of tests during a
campaign in November 2012. The measurements took place
shortly after the October series of flights at the Telescope
Array site in Utah. This period of time was selected because
weather conditions and temperatures could be expected to
be similar for the northern (Telescope Array) and southern
(Auger) hemisphere sites.

During the tests, the Octocopter flew inside the field
of view of the 4th telescope located in the Los Leones
building. This particular telescope has been extensively
studied during previous Octocopter campaigns and its
optical properties are believed to be well understood. The
measurements took place during two nights 2012-11-5 and
2012-11-10 and included participants from the Telescope
Array group.

Pixels in the center (column 10 and row 10), on the
side (col. 17, row 10) and in the corner (col. 17, row 4) of
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Figure 6: Event Display for an Octocopter light shot at
the Auger Los Leones telescope site. The light level in
the PMTs is shown at left, while the signal trace (pho-
tons/100ns) is shown at right.

the camera were illuminated from a distance of 1000 m
with over 1100 flashes each. An event display from these
flights is shown in Figure 6. Summing the signals over many
flashes enables measurement of the point spread function
down to a factor of 10−4 of the peak intensity. [7] The
light source was also measured at KIT before and after this
campaign. The observed change in intensity was <2%.

6 Flights at the Telescope Array Site
In October 2012 and March 2013 a team from the Auger
collaboration including KIT Octocopter experts visited
the Telescope Array site in Utah to conduct campaigns of
Octocopter light source flights. The team worked along
with a researchers from the Telescope Array. The first
test flights were conducted on 2012-10-14 at distances of
350m and 1000m from telescope 7 at the Black Rock Mesa
site. The external temperature was about 0◦C. Data was
recorded using five of the six standard source settings. The
Octocopter was positioned near the center of pixels 33, 73,
77, and B3 in telescope 7. Pixel 77 is located near the center
of the camera and pixel 33 is half way to the corner. Pixel
33 would be expected to be more affected by spherical
aberration. Pixels 73, 77, and B3 are equipped with a YAP
to monitor the PMT response. [12, 13, 14] We note that
pixel 77 in each camera is the telescope standard CRAYs
calibrated PMT. [15] Additional flights were flown in the
FOV of nine pixels the following two nights along with
flights in pixel 77 at telescope 5. During these flights the
highest light setting (A5) was used.

The Auger/KIT team returned to Utah for a second
campaign in March, 2013. During this visit, there were only
two nights of flights due to weather and conflicts with other
tests. On 2013-03-16, the Octocopter flew in the Field Of
View (FOV) of telescope 7 at the Black Rock Mesa site at a
distance of 1000m. It hovered in the FOV of pixels 77, B7,
33, and B3. It also two flights with sweeps across the FOV
of several PMTs. On 2013-03-19, it flew at a distance of
1000m in front of telescope 5 in the FOV of pixels 77 and
33.

7 Summary
Researchers at KIT have developed a sophisticated flying
light source that can be used for in-situ optical calibrations
of fluorescence telescopes. Measurement campaigns have

been performed using this same equipment at the Telescope
Array site (2012-10 and 2013-03) and at the Auger site
(2012-11). Work is underway to understand and control sys-
tematics of the measurement to a level enabling productive
comparisons between the Auger and Telescope Array pho-
tonic scales. Measurements of absolute light intensity, tem-
perature dependence, rate dependence, and isotropy give us
confidence these measurements will enable us to reduce the
difference between Auger and Telescope Array photonic
scales. The analysis of these datasets collected at the Auger
and Telescope Array [16] is in progress and the results will
be compared.

References
[1] The Pierre Auger Collaboration, Nucl.Instrum.Meth.

A620 (2010) 227-251, DOI:
10.1016/j.nima.2010.04.023

[2] H. Tokuno, et al. for the Telescope Array
Collaboration, NIM, A676 (2012) 54-65, DOI:
10.1016/j.nima.2012.02.044

[3] Bruce R. Dawson, et al., EPJ Web of Conferences 53
01005 (2013) DOI:
http://dx.doi.org/10.1051/epjconf/20135301005

[4] AIP Conf. Proc. 1367, pp. 50-53;
doi:http://dx.doi.org/10.1063/1.3628714

[5] Felix Werner, Design and Test of a Flying Light
Source for the Calibration of the Auger Fluorescence
Telescopes, Thesis, Karlsruhe Institute of Technology,
2010.

[6] Julia Parrisius, Test of the Calibration of the Auger
Fluorescence Telescopes with an Isotropic UV Light
Source, Thesis, Karlsruhe Institute of Technology, 2009.
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Abstract: Spherical harmonic moments are well-suited for characterizing anisotropy in the flux of cosmic rays.
So far, above 1019 eV, no study has revealed a significant departure from isotropy. The dipole vector and the
quadrupole tensor are of special interest, and access to thefull set of multipoles could provide essential informa-
tion for understanding the origin of ultra-high energy cosmic rays. Full-sky coverage allows the measurement of
the spherical harmonic coefficients in an unambiguous way. This can be achieved by combining data from ob-
servatories located in both the northern and southern hemispheres. In this work, we present the prospects for a
combined analysis using data recorded at the Telescope Array and the Pierre Auger Observatory. The main chal-
lenges are to account adequately for the relative exposuresof both experiments and possibly different absolute
energy normalizations. Using Monte-Carlo simulations, weshow how these challenges will be addressed in an
empirical way and illustrate the expected sensitivity of the methodology for the present observatory exposures.

Keywords: Telescope Array, Pierre Auger Observatory, Ultra-High Energy Cosmic Rays, Large-Scale
Anisotropies, Full-Sky Coverage.

The large-scale distribution of arrival directions of cos-
mic rays is an important observable in attempts to un-
derstand their origin. This is because this observable is
closely connected to both their source distribution and their
propagation. Due to the scattering in magnetic fields, the
anisotropy imprinted in the arrival directions is mainly ex-
pected at large scales up to the highest energies. Large-
scale patterns with anisotropy contrast at the level of
10−4−10−3 have been reported by several experiments for
energies below≃ 1015 eV where the high intensity of cos-
mic rays allows the collection of a large number of events.
For energies above≃ 1015 eV, the decrease of the inten-
sity with energy makes it more challenging to collect the
statistics required to reveal amplitudes at the percent level
which might be expected, in particular above≃ 1018 eV.

The anisotropy of any angular distribution on the sphere
is encoded in the corresponding set of spherical harmonic
momentsaℓm. The dipole vector and the quadrupole tensor
are of special interest, but an access to the full set of mul-
tipoles is relevant to characterise departures from isotropy
at all scales. However, since cosmic ray observatories at
ground level have only a partial-sky coverage, the recov-
ering of these multipoles turns out to be nearly impossi-
ble without explicit assumptions on the shape of the angu-
lar distribution. In most cases, only the dipole (combina-
tion of a1m coefficients) and the quadrupole (combination
of a2m coefficients) moments can be estimated with a sen-
sible resolution under the assumption that the flux of cos-
mic rays is purely dipolar or purely dipolar and quadrupo-
lar, respectively. Evading such hypotheses and thus mea-
suring the multipoles to any order in an unambiguous way
requires full-sky coverage. Full-sky coverage can only be
achieved through the meta-analysis of data recorded by ob-
servatories located in both hemispheres of the Earth.

The Telescope Array, located in the Northern hemi-
sphere (mean latitude+39.3◦), and the Pierre Auger Obser-

vatory, located in the Southern hemisphere (mean latitude
−35.2◦), are the two largest experiments ever built dedi-
cated to the study of ultra-high energy cosmic rays. Given
the respective latitudes of both observatories, and given
that the data sets from the Telescope Array and the Pierre
Auger Observatory to be potentially combined consist of
events with zenith angle up to 55◦ and 60◦ respectively,
full-sky coverage can be indeed achieved. The present re-
port is aimed at designing and studying in detail an effec-
tive way to combine data sets from both experiments while
keeping under control the directional exposure. In the con-
cern to facilitate this first joint analysis, the foreseen energy
threshold, 1019 eV, is chosen to guarantee that both sur-
face detector arrays operate with full detection efficiency
for any of the local angles selected in each data set [1, 2].
This guarantees that each exposure function should follow
purely geometric expectations to a high level. The main
challenge in combining both data sets is to account ad-
equately for the relative exposures of both experiments.
In addition, since there are numerous sources of detector-
dependent systematic uncertainties in the determination of
the energy of a cosmic ray primary, there is presumably a
difference in the energy scale between both experiments.
Such a potential shift in energy leads to different count-
ing rates above some fixed energy threshold, which in-
duces fake anisotropies. Formally, these fake anisotropies
are similar to the ones resulting from a shift in the relative
exposures of the experiments, except in the case of energy-
dependent anisotropies in the underlying flux of cosmic
rays.

The observed angular distribution of cosmic rays,
dN/dΩ, can be naturally modeled as the sum of Dirac
functions on the surface of the unit sphere whose argu-
ments are the arrival directions{n1, ...,nN} of the events.
Throughout the paper, arrival directions are expressed in
the equatorial coordinate system (declinationδ and right
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Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.

ascensionα) since this is the most natural one tied to the
Earth to describe the directional exposure of any experi-
ment. The random sample{n1, ...,nN} results from a Pois-
son process whose average is the flux of cosmic raysΦ(n)
coupled to the directional exposureω(n) of the considered
experiment :

〈
dN(n)

dΩ

〉
= ω(n)Φ(n). (1)

As any angular distribution on the unit sphere, the flux
of cosmic raysΦ(n) can be decomposed in terms of a
multipolar expansion onto the spherical harmonicsYℓm(n) :

Φ(n) = ∑
ℓ≥0

ℓ

∑
m=−ℓ

aℓmYℓm(n). (2)

Any anisotropy fingerprint is encoded in theaℓm multi-
poles. Non-zero amplitudes in theℓ modes arise from vari-
ations of the flux on an angular scale≃ 1/ℓ radians.

The directional exposure of each observatory provides
the effective time-integrated collecting area for a flux from
each direction of the sky. In principle, the combined direc-
tional exposure of the two experiments should be simply
the sum of the individual ones. However, individual expo-
sures have here to be re-weighted by some empirical factor
b due to the unavoidable uncertainty in the relative expo-
sures of the experiments. The parameterb can be viewed
as a fudge factor which absorbs any kind of systematic un-
certainties in the relative exposures, whatever the sources
of these uncertainties. This empirical factor is arbitrarily
chosen to re-weight the directional exposure of the Pierre
Auger Observatory relative to the one of the Telescope Ar-
ray :

ω(n;b) = ωTA(n)+bωAuger(n). (3)

Dead times of detectors modulate the directional expo-
sure of each experiment in sidereal time and therefore in
right ascension. However, once averaged over several years
of data taking, the relative modulations of bothωTA and
ωAuger in right ascension turn out to be not larger than few
thousandths, yielding to non-uniformities in the observed
angular distribution at the corresponding level. Given that
the limited statistics currently available above 1019 eV can-
not allow an estimation of eachaℓm coefficient with a preci-
sion better than a few percent, the non-uniformities ofωTA
andωAuger in right ascension can be neglected so that both

functions are considered to depend only on the declination
hereafter. On the other hand, since the high energy thresh-
old guarantees that both experiments are fully efficient in
their respective zenithal range[0− θmax], the dependence
on declination is purely geometric [3] :

ωi(n) = Ai

(
cosλi cosδ sinαm+αmsinλi sinδ

)
, (4)

whereλi is the latitude of the considered experiment, the
parameterαm is given by

αm =





0 if ξ > 1,
π if ξ <−1,
arccosξ otherwise,

(5)

with ξ ≡ (cosθmax−sinλi sinδ )/cosλi cosδ , and the nor-
malisation factorsAi are tuned such that the integration
of eachωi function over 4π matches the (total) exposure
of the corresponding experiment. Forb= 1, the resulting
ω(δ ) function is shown in figure 1.

In practice, only an estimationb of the factorb can be
obtained, so that only an estimation of the directional expo-
sureω(n) ≡ ω(n;b) can be achieved through equation 3.
The procedure used for obtainingb from the joint data set
will be described below. The resulting uncertainties propa-
gate into uncertainties in the measuredaℓm anisotropy pa-
rameters, in addition to the ones caused by the Poisson na-
ture of the sampling process when the functionω is known
exactly.

With full-sky but non-uniform coverage, the custom-
ary recipe for decoupling directional exposure effects from
anisotropy ones consists in weighting the observed angular
distribution by the inverse of therelativedirectional expo-
sure function :

dÑ(n)
dΩ

=
1

ω r(n)
dN(n)

dΩ
. (6)

The relative directional exposure is the dimensionless func-
tion normalized to unity at its maximum. When the func-
tion ω (or ωr ) is known from a single experiment, the av-
eraged angular distribution

〈
dÑ/dΩ

〉
is, from equation 1,

identified with the flux of cosmic raysΦ(n) times the total
exposure of the experiment. Due to the finite resolution to
estimateb, the relationship between

〈
dÑ/dΩ

〉
andΦ(n) is

here not any longer so straightforward :
〈

dÑ(n)
dΩ

〉
=

〈
1

ω r(n)

〉
ω(n)Φ(n). (7)

However, for an unbiased estimator ofb with a resolution
better than≃ 10% (the actual resolution onb will be shown
hereafter to be of the order of≃ 3.5%), the relative differ-
ences between〈1/ωr(n)〉 and 1/ωr(n) are actually smaller
than 10−3 in such a way that

〈
dÑ/dΩ

〉
can still be identi-

fied toΦ(n) times the total exposure to a high level. Con-
sequently, the recoveredaℓm coefficients defined as

aℓm =

∫

4π
dΩ

dÑ(n)
dΩ

Yℓm(n) =
N

∑
i=1

Yℓm(ni)

ω r(ni)
(8)

provide unbiased estimators of the underlyingaℓm multi-
poles since the relationship〈aℓm〉= aℓm can be established
by propagating equation 7 into〈aℓm〉.
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Figure 2: Illustration of the dependence of the resolution on the
recoveredaℓ0 coefficients upon the uncertainty onb, for different
values of the resolution onb. On they−axis, the termσ0

ℓ0 is
obtained by dropping the second term inside the square root in
the expression ofσℓ0 (see equation 9).

Using the estimators defined in equation 8, the expected
resolutionσℓm on eachaℓm multipole can be inferred by
propagating the second moment ofdÑ/dΩ into the covari-
ance matrix of the estimatedaℓm coefficients accordingly
to the Poisson statistics. In the case of relatively small
{aℓm}ℓ≥1 coefficients compared toa00, this leads to :

σℓm ≃ a00√
4π

[√
4π

a00

∫

4π
dΩ

〈
1

ω2
r (n)

〉
ω(n)Y2

ℓm(n)+

∫

4π
dΩdΩ′

[〈
1

ω r(n)ω r(n′)

〉
ω(n)ω(n′)−1

]
Yℓm(n)Yℓm(n

′)

]1/2

.

(9)
If b were known with perfect accuracy, the second term in
equation 9 would vanish, and the resolution of theaℓm’s
would be similar to that for a single experiment. The sec-
ond term adds the effect of the uncertainty in the relative
exposures of the two experiments. For a directional expo-
sure independent of the right ascension, it is non-zero for
m= 0 only, as expected. Its influence is illustrated in fig-
ure 2, where the ratio between the total expression ofσℓ0
and the partial one ignoring this second term inside the
square root is plotted as a function of the multipoleℓ for
different resolution values onb. While this ratio amounts
to ≃ 1.5 for ℓ = 1 andσ(b)/b = 3.5%, it falls to≃ 1.1
for ℓ = 2 and then tends to 1 for higher multipole values.
Consequently, in accordance with naive expectations, the
uncertainty on theb factor mainly impacts the resolution
on the dipole coefficienta10 while it has a small influence
on the quadrupole coefficienta20 and a marginal one on
higher order moments{aℓ0}ℓ≥3.

The hybrid nature of both observatories enables the
assignation of the energy of each event to be derived in a
calorimetric way through the calibration of the shower size
measured with the SD arrays by the energy measured with
the fluorescence telescopes on a subset of high quality hy-
brid events [4, 5]. Nevertheless, though the techniques are
nearly the same, there are differences as to how the primary
energies are derived at the Telescope Array and the Pierre
Auger Observatory. Currently, systematic uncertainties in
the energy scale of both experiments amount to about 20%
and 14% respectively [6, 7]. Uncovering and understand-
ing the sources of systematic uncertainties in the respec-

tive energy scales is out of the scope of this report and will
be addressed elsewhere (see for instance [8]). Rather, the
aim pursued here is only to guarantee that the relative expo-
sures between both observatories is kept under control in
an accurate way, whatever the unknown differences in en-
ergy scale. To this end, a purely empirical cross-calibration
procedure exploiting the overlapping part of the sky ex-
posed to both experiments is designed for estimatingin fine
reliable anisotropy parameters.

A band of declinations around the equatorial plane is ex-
posed to the fields of view of both experiments, namely for
declinations between−15◦ and 25◦. This overlapping re-
gion can be used forcross-calibrating empiricallythe en-
ergy scales and for delivering an overall unbiased estima-
tion of theaℓm multipoles in the case of isotropy. Though
the cross-calibration of the energy scale is not a manda-
tory input for the procedure, it constitutes however a rea-
sonable starting point for studying anisotropies in the ar-
rival directions of all events detected in excess of roughly
the same energy threshold by both experiments. The pro-
cedure is based on an iterative algorithm which is now de-
tailed. Considering as a first approximation the fluxΦ(n)
as isotropic, and givenNTA events observed in total above
1019 eV, the number of eventsNAuger corresponding to that
particular energy threshold can be inferred accordingly to
a simple proportionality :

NAuger=

∫

4π
dΩ ωAuger(n)

∫

4π
dΩ ωTA(n)

NTA . (10)

The energy threshold guaranteeing equal intensities for
both experiments is then provided by selecting theNAuger
highest energy events to be combined with theNTA events.
The resulting joint data set consists then of all events with
energies in excess of 1019 eV in terms of the energy scale
used at the Telescope Array. Using the joint data set built
in this way, a first estimation ofb can be made by counting
the∆NTA and∆NAuger observed in the overlapping region
∆Ω :

b
(0)

=
∆NAuger

∆NTA

∫

∆Ω
dΩ ωTA(n)

∫

∆Ω
dΩ ωAuger(n)

. (11)

Insertingb
(0)

into ω , ’zero-order’a(0)ℓm coefficients can be
obtained. This set of coefficients is only a rough estimation,
due to the limiting assumption on the flux (isotropy).

On the other hand, the expected number of events in the
common band for each observatory,∆nexp

TA and∆nexp
Auger, can

be expressed from the underlying fluxΦ(n) and the true
value ofb as :

∆nexp
TA =

∫

∆Ω
dΩ Φ(n)ωTA(n)

∆nexp
Auger = b

∫

∆Ω
dΩ Φ(n)ωAuger(n). (12)

From equations 12, and from the set ofa(0)ℓm coefficients, an
iterative procedure estimating at the same timeb and the
set ofaℓm coefficients can be considered in the following
way :

b
(k+1)

=
∆NAuger

∆NTA

∫

∆Ω
dΩ Φ(k)

(n)ωTA(n)
∫

∆Ω
dΩ Φ(k)

(n)ωAuger(n)
, (13)
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Figure 3: Reconstruction ofa10 (left) anda20 (right) through the iterative procedure, in the case of an underlying isotropic flux (top) or
of an anisotropic input fluxΦ(n) ∝ 1+0.1Y10(n)+0.1Y20(n) (bottom). Expectations are shown as the Gaussian curves with resolution
parameters as in equation 9.

where∆NAuger and ∆NTA as derived in the first step are

used to estimate∆nexp
TA and∆nexp

Auger respectively, andΦ(k)

is the flux estimated with the set ofa(k)ℓm coefficients.
Whether this iterative procedure deliversin fine unbi-

ased estimations of the set ofaℓm coefficients with a resolu-
tion given by equation 9 can be tested by Monte-Carlo sim-
ulations. For 1,000 mock samples with a number of events
similar to the one of the actual joint data set and with in-
gredients corresponding to the actual figures in terms of
total and directional exposures, the distributions of recon-
structed low ordersa10 anda20 multipoles are shown in
figure 3 (top panels) afterk = 10 iterations in the case of
an underlying isotropic flux of cosmic rays. A systematic
shift of 20% in energy scale is simulated in each sample;
while the directional exposures used in equation 10 corre-
spond to the ones used for generating the events. The av-
erages of the reconstructed histograms are found in agree-
ment with expectations; while, taking as input the observed
RMS of the distribution ofb (≃ 3.5%) and assuming Gaus-
sian functions, the RMS of theaℓm distributions are found
in agreement with equation 9. In practice, these results are
found to be stable as soon ask= 4.

With the exactly same ingredients, the simulations
can be used to test the procedure with an underlying
anisotropic flux of cosmic rays, chosen here such that
Φ(n) ∝ 1+ 0.1Y10(n) + 0.1Y20(n). Results of the Monte-
Carlo simulations are shown in figure 3 (bottom panels)
for the specifica10 anda20 coefficients. In the case of an
underlying anisotropic flux of cosmic rays, it is impor-
tant to note that deciding upon a fixed number of events
NAuger through an equation valid in the case of isotropy
only (equation 10) is expected to imprint some fake pat-
tern that cannot be fully absorbed. The resulting biases on

thea10 anda20 are however small, as evidenced in figure 3
(bottom panels).

The cross-calibration procedure designed in this study
makes it possible to use the powerful multipolar analysis
method for characterising the sky map of ultra-high energy
cosmic rays. It pertains to any full-sky coverage achieved
by combining data sets from different observatories, and
opens a rich field of anisotropy studies. This technique will
be applied to data sets from the Telescope Array and the
Pierre Auger Observatory and will be reported in a near
future.
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Abstract: The composition of cosmic rays at the highest energies is one of the most important problems in
UHE cosmic ray physics. Recent results using fluorescence and hybrid fluorescence/surface array detectors
(HiRes/Telescope Array/Auger) appear to lead to inconsistent conclusions. Comparison is not straightforward
because of different acceptance and resolution of the various experiments. Here we take a 4-component mixture
of protons, helium, nitrogen, and iron that varies with energy in such a way that it reproduces the Auger Xmax
data (Auger Xmax data as obtained with hybrid measurements). We use this mix to simulate air showers in the TA
aperture. These events are then passed through the TA detector simulation and reconstructed using TA hybrid
methods and cuts. In this paper we describe the method and present the results of the simulations. The results show
that the 〈Xmax〉 for the Auger mix composition would be observed by TA hybrid (after full event reconstruction)
with a bias of 5.2±0.4 g/cm2, and the pure proton coposition will be observe with a bias of 11.5±0.9 g/cm2.
The difference in the expected 〈Xmax〉 (reconstructed by TA-hybrid) between the pure proton and the Auger mix
compositions is 20 g/cm2 at 1019 eV, and the present study shows that, given the number of events generated, the
Telescope Array would be able to distinguish between these two compositions with a confidence level better than
4 sigmas.

Keywords: Telescope Array, Pierre Auger, UHECR, composition, xmax

1 Introduction
One of the most important goals in particle astrophysics is
understanding the chemical composition of ultra high en-
ergy cosmic rays (UHECRs). Knowledge of the relative pro-
portions of UHECR species arriving at the earth will con-
strain models of cosmic ray origin and propagation, which
are currently controversial (see [2] for example). Measure-
ment of the UHECR composition in a event-by-event basis
at the highest energies is difficult (due to the extremely low
flux). Therefore the composition must be inferred indirectly
by measuring the depth of shower maximum (Xmax) via flu-
orescence detection.

For a given shower, the depth of shower maximum
depends upon the depth of first interaction (X0), which
decreases with log(E0), and the depth over which the
shower cascade takes to develop until the mean energy per
secondary particle falls below the critical energy at which
collision losses exceed radiative losses. Though all of the
details needed to model ultra high energy air showers are
not completely understood (cross sections, multiplicities,
etc.), [1] describes a simple branching model of air shower
development, introduced by Heitler, which reveals two
important characteristics of the air showers: the 〈Xmax〉
is proportional ln(E0) (where E0 is the primary particle
energy) and the elongation rate is constant for a given
primary particle composition. The elongation rate is defined
as d〈Xmax〉/dlogE, which is the change of the mean Xmax
per decade of primary particle energy.

The Heitler model can be extended to showers initiated
by nuclei of any given atomic number A by invoking
the superposition principle. In this case we can treat the
shower as A primary showers each with initial energy E0/A.

Showers initiated by heavier nuclei develop faster (i.e., Xmax
will be smaller). The Xmax shower-to-shower fluctuations
are not described by the simplistic superposition model,
because it does not take into account effects from nuclear
fragmentation, impact parameter fluctuations, etc. However,
the Xmax fluctuations are expected to reduced for larger A
due to averaging effects. We therefore expect the width
of the distribution of Xmax to be sensitive to the primary
particle as well.

The distribution of Xmax observed in a given energy bin
is dependent upon the statistical fluctuations of shower de-
velopment (depth of first interaction and cascade develop-
ment) in the atmosphere as well as upon the resolution of
the detector. Using the Heitler model we expect a spectrum
composed of light particles (e.g. protons) to have larger
mean Xmax and a distribution width larger than that of a
heavier species (e.g. iron). Additionally if the composition
is unchanging over different energy ranges the elongation
rate will remain constant.

Telescope Array (succeeding the HiRes experiment) with
750 km2 of collecting area, described in [3] and [4], and
the Pierre Auger Observatory with 3000 km2 of collecting
area, described in [5], are the 2 largest cosmic ray observa-
tories. Both deploy large surface arrays to detect charged
particles (and protons in the case of Auger) which reach the
Earth’s surface, as well as multiple fluorescence telescopes
placed around the array, to observe UV light caused by the
electromagnetic cascade of the air shower. While Xmax is
determined by using the shower profile as observed by the
fluorescence detectors, folding in the geometry and timing
information of the surface detectors for those showers that
trigger them can improve the profile fit and further constrain
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Xmax. In [6], HiRes reported measuring a lighter composi-
tion composed primarily of protons above 1018.2 eV. The
Pierre Auger collaboration reported in [7] measurements of
the first two moments of the Xmax distribution, the mean and
the RMS, above 1018 eV with narrowing Xmax widths above
3×1018.5 eV, indicating a composition possibly changing
from lighter to heavier species.

At the UHECR 2012 conference in Geneva, Switzerland
in March 2012 the Auger and Telescope Array (TA) col-
laborations formed a Mass Composition Working Group
(MCWG) to discuss how the two groups could work to-
gether to resolve outstanding differences in the interpreta-
tion of conflicting Xmax data [8]. It was decided that Auger
would provide simulated data which resembles the Auger
Xmax distributions. This simulated data would be recon-
structed through the TA analysis software to examine the
effects of reconstruction of Auger Xmax input with TA de-
tector effects folded in and then compare those results with
observed Xmax as seen in TA data. In particular, the question
of whether TA detector resolution and number of events
would prevent TA from seeing a changing composition or
a composition that is heavier than protons at the highest
energies, could be addressed.

2 Data Analysis
Auger created an ad hoc model of UHECR composition
by examining their data published in [9], and fitting it
with a 4-component mixture. The model is called ad hoc
because it is not claimed to be a physical model of what the
actual cosmic ray beam contains. Using a reasonable choice
of 4 input species, proton, helium, nitrogen, and iron the
best proportions were found by fitting the expected Xmax
distributions to the Auger Xmax data distribution. The four
species fractions were found for each energy bin. Figure 1
shows the χ2 fits Auger performed on their Xmax data using
a 4-component model. The 4-component fractions found
using that fit was used to generate the Monte Carlo studied
in this paper. The left figure compares the fit (red points)
to the data (black points) 〈Xmax〉 and the right compares
the fit and Xmax widths. There is a ∼ 8 g/cm2 bias between
the means from the fit and the data which is caused by low
statistics in the tails of the Xmax distributions. A maximum
likelihood fit was later performed reducing the bias in the
means and is shown in figure 2. However we used the
fractions of the 4-component mixture found from the χ2

fits in the present analysis.
TA generated a Monte Carlo set of ∼ 4 million events

using the 4 input species in the same relative proportions
as described by the Auger mixture weighted to the HiRes1
and HiRes2 combined mono spectra shown in [10] in 0.1
decadal bins. Events that triggered the surface detector
array and at least 1 of the 2 fluorescence detectors (“hybrid”
events) were accepted for analysis. A TA surface array
trigger consists of 3 SDs counters, above 3 MIP each, within
an 8 microsecond window (as described in [3]). A TA
FD trigger consists of at least 5 adjoining PMTs above
night sky background within a coincidence window of 25.6
microseconds (as described in [11]).

Auger claims to reconstruct shower Xmax with very little
bias due to fiducial volume cuts based on each shower’s
geometry. We expect then that Auger data should closely
resemble the 〈Xmax〉 from the input (thrown) Monte Carlo.
Figure 3 compares the 〈Xmax〉 of the Auger data described
in [9] with the thrown 〈Xmax〉 of the composition mixture
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Figure 1: Comparing the Auger values for 〈Xmax〉 (left) and
RMS(Xmax) (right) [9] with the ones obtained from the 4-
component model studied in this paper (red points). The 4-
component model was obtained with a χ2 fit to the Auger
Xmax distributions. There is 8 g/cm2 difference between the
fit and data in the 〈Xmax〉 caused by low statistics in the tails
of the Xmax distributions.
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Figure 2: Same as Figure 1, but this time the 4-component
model was obtained with a maximum likelihood fit to the
Auger Xmax distributions.

after the Telescope Array SD trigger bias and the agreement
is very good, indicating little bias in the 〈Xmax〉 between the
thrown Monte Carlo tested by Telescope Array and the real
Auger data.

Figure 4 compares the widths of the Auger data and the
composition mixture used after the Telescope Array SD
trigger bias. Again, the agreement is excellent over most
energies. The bump in widths of the thrown composition
mixture around 1018.3 - 1018.5 eV is driven by a deep tail
of protons in the CORSIKA sample used to generate the
Telescope Array shower library.

The Monte Carlo events were processed using Telescope
Array hybrid reconstruction analysis software. Events are
simulated and processed by the following procedure:

1. Showers are generated by CORSIKA and the SD
trigger response is simulated.

2. The CORSIKA longitudinal shower profile for each
shower is fitted to a Gaisser-Hillas function to deter-
mine the shower parameters.

3. A shower profile based upon the fitted shower param-
eters is generated and the TA fluorescence detector
response including atmospheric, electronics, and geo-
metrical acceptance is also simulated.

4. The shower geometry is fitted via the fluorescence
profile and the shower-detector plane is measured.
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Figure 3: 〈Xmax〉 for the Auger composition mixture after
Telescope Array SD trigger bias (black circles) compared
to Auger data described in [9]. Dashed lines show QGSJetII
proton and iron rails also from [9]. The blue band indicates
Auger systematic uncertainties.
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Figure 4: Thrown Xmax RMS for the Auger composition
mixture (black squares) including Telescope Array SD
trigger bias compared to Auger data described in [9]. The
blue band indicates Auger systematic uncertainties.

5. A fit to hybrid shower geometry is performed which
combines the timing and geometric center of charge
of the SD array, with the timing and geometry of the
fluorescence detector that observed the event. This
step is what makes the event a “hybrid event”. If
either the SD or FDs fail to trigger in an event, it can
not be processed.

6. The shower profile is fitted via a reverse Monte
Carlo method where the atmosphere, electronics,
and geometrical acceptance of the shower are fully
simulated.

The mean Xmax, after reconstruction of the composi-
tion mixture, is shown in figure 5. As has already been
shown, the input distribution after SD trigger bias also
agrees well with the Auger data. Comparison of the recon-
structed widths (RMS) is shown in figure 6. Good agree-
ment with the input distribution and with Auger data is also
seen here. We have thus successfully reconstructed the ex-
pected features of an input spectrum composed of the given
mixture: 〈Xmax〉 intermediate between protons and iron at
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Figure 5: Reconstructed composition mixture 〈Xmax〉 com-
pared with thrown 〈Xmax〉 after Telescope Array SD trigger
bias and the most recent Auger composition data presented
in [9].
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Figure 6: Reconstructed composition mixture Xmax widths.
The number or reconstructed events is also shown for each
bin. Good agreement with the thrown distribution and the
Auger data presented in [9] is seen here as well.

the highest energies and widths that narrow as energy in-
creases.

To see if TA hybrid reconstruction techniques can dis-
tinguish a spectrum composed purely of protons with one
composed according to the Auger mix, a similar analysis
was done using the spectrum composed purely of protons.
The same spectral shape used for the mixed composition
was also applied to the proton spectra and reconstructed us-
ing the same techniques. In the top panel of figure 7 〈Xmax〉
for the reconstructed composition mixture is compared to
〈Xmax〉 for protons (iron reconstruction is included as ref-
erence). Over this energy range the mixture can be distin-
guished from protons and iron. A similar situation is shown
in the bottom panel of figure 7 where the widths of the
Xmax distributions are compared. Above 1018.6 eV where
the widths of the mixture Xmax begin to narrow, no issues
with Telescope Array reconstruction biases or acceptance
preclude distinguishing a pure proton or pure iron spectrum
from one that looks like the composition mixture.

Figure 8 shows the overall TA hybrid bias in 〈Xmax〉
for pure proton and for the Auger mix. The bias in both
cases is nearly energy independent and it is found to be
11.5±0.9 g/cm2 for pure protons and 5.2±0.4 g/cm2 for
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Figure 7: Comparison of 〈Xmax〉 and widths of the recon-
structed composition mixture and 〈Xmax〉 and widths of
pure proton and pure iron compositions. The three sets are
clearly separated in each figure. The mixed composition
can be distinguished from protons and iron using TA hybrid
reconstruction. The fits to the reconstructed iron and proton
〈Xmax〉 are also shown.

the Auger mix. For this Figure, the total bias calculated for
the Auger mix has the Telescope Array surface detector
bias removed from it.

3 Conclusions
To begin to understand the apparent differences between
Telescope Array/HiRes and Auger composition results,
Auger has provided TA with an ad hoc model which
fits Auger composition measurements. It consists of a 4-
component mixture of protons, helium, nitrogen, and iron
(the Auger mix) that varies with energy. Telescope Array
generated a large Monte Carlo set based on the Auger mix,
passed it through the full hybrid reconstruction analysis to
obtain the expected 〈Xmax〉 and Xmax widths for the Auger
mix. In the same way the expectations for pure proton and
pure iron were estimated. Figure 7 shows that the difference
in the expected 〈Xmax〉 between the Auger mix and the pure
proton composition ranges from about 15 g/cm2 at 1018.65

eV to about 30 g/cm2 at 1018.85 eV.
The expected 〈Xmax〉 and Xmax widths for the Auger

mix and for the pure proton composition can be compared
directly with the real Telescope Array hybrid results. Given
the MC statistics generated in this simulation (e.g. 124
events in the energy bin of 1019), and the Telescope Array
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Figure 8: The difference between thrown 〈Xmax〉 and recon-
structed 〈Xmax〉 for pure protons and the Auger mix. The
total bias in 〈Xmax〉 for the Auger mix is 5.2± 0.4 g/cm2

(with TA SD trigger bias removed) and the total bias for
pure protons is 11.5±0.9 g/cm2.

hybrid reconstruction biases and acceptances over 1018.1 -
1019.3 eV, Telescope Array can distinguish between the pure
proton composition and the mixed composition provided by
Auger (with at least 4 sigmas confidence level at 1019 eV).
With adequate statistics in the data, Telescope Array will be
able to distinguish between pure proton composition and
the Auger mix composition.

This Monte Carlo simulation assumes a given atmo-
spheric model that could be slightly different from the one
in real data. In this work we have not estimated the system-
atics due to uncertainties in the atmospheric model used in
the Monte Carlo.
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