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Introduction 

The reduction of greenhouse gases is still a serious problem that is faced by all 

industrialized countries and partly by emerging ones. In this regard, the transport sector 

is one of the main responsible for CO2 emissions, which must be subjected to substantial 

improvements regarding environmental efficiency. 

The electrification of vehicles is considered as the main choice for achieving this 

objective; in fact, the most promising technology, from the point of view of 

competitiveness, is that of hybrid/electric vehicles. In recent years, some changes in the 

automotive industry are increasingly pushing scientific research into finding innovative 

technical solutions to improve existing hybrid vehicle technology. 

Even the European Commission, in addressing the problem of the use of energy and 

greenhouse gas emissions, has acknowledged that to improve efficiency and energy 

savings it is necessary to adopt appropriate strategies in the transport sector. To this end, 

the European Commission has recently published two packages related to road transport: 

"Europe on the move" (proposal for clean, competitive and connected mobility, May 2017 

[1]) and "Guide to clean mobility" (proposal to strengthen global EU leadership in clean 

vehicles, November 2017 [2]). In both proposals, the European Commission indicates 

CO2 emission reductions, in particular, both for cars and vans, average CO2 emissions 

must be 30% lower in 2030, compared to 2021. Targets set for 2030 they are not only 

meant to provide less polluting vehicles, but also to provide long-term stability to 

producers' investments, as the new CO2 standards will have a significant impact on the 

research and development expenditure of European vehicle manufacturers. In the US, 

such an effort is driven by Vehicle Technologies Office of the Department of Energy. 

The latest regulation issued by the European Parliament "COM (2017) 676" [3], 

examines the types of light commercial vehicles (Light Duty Vehicles - LDV) to 

accelerate the production of low-emission vehicles, since these are responsible for 

approximately 15% of total EU CO2 emissions. To reach these emission levels it is 

necessary to increase the level of electrification within the propulsion unit, i.e., by 

developing increasingly electric hybrid engines. The specifications required for electrical 

units are demanding in terms of power density, temperature, efficiency, fault tolerance, 

material recycling and related cost. The electrification of the vehicle requires an 

integrated approach, including the advanced design of electronic power converters, 

coupled with the development of appropriate control algorithms to overcome the current 

technological barriers. 

Limited space, efficiency and thermal requirements also influence the electric drive 

design. In this regard, Wide Band Gap (WBG) devices are a very promising technology 

[4]. The use of gallium nitride (GaN) or silicon carbide (SiC) devices, thanks to higher 

switching frequencies (>> 100 kHz) and junction temperature (> 150 ° C), compared to 

silicon technology (Si), they allow the use of reduced cooling systems and increasingly 

smaller filters, maintaining the highest possible levels of efficiency even for medium 

power drives. 

In Figures 1 and 2, market trends and invested capital related to Wide Band Gap 

technologies (SiC and GaN) are presented; while, in Figure 3, the market segments that 

the WBG semiconductor devices will occupy compared to the existing silicon (Si) 

technology are presented: 
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Figure 1 Market analysis conducted by research firm IHS Markit Technology which shows earnings 

estimates from sales of GaN devices in the coming years [5]. 

 
Figure 2 Market forecast on SiC (Yole Developpement) devices [5]. 

 

Figure 3 Market slices occupied by WBG and Si technologies in terms of frequency and power 

(Rensselaer Polytechnic Institute) [6]. 
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Currently, both the Department of Energy (U.S.) and the European Commission are 

providing significant funding for the development of WBG technology in automotive 

applications [7]-[8]. 

Another important aspect concerning the electrification of the vehicle is related to the 

energy saving and the reduction of greenhouse gases is obtained by using also high-

performance electric machines. 

Electric machines in electric vehicles (EVs) are expected to be high efficiency, have 

high rated torque, high starting torque, wide speed range, high overload capacity, high 

power at cruising speeds, high constant power speed range, high specific power and 

power density, fast dynamic response, good flux weakening capability at high speeds, 

high reliability, and good fault tolerance characteristics. These important requirements 

are essential regardless of machine type. However, the topology and principle of 

operation of the machine dictates the design and control measures that are needed to meet 

these requirements. The machine that meets all these requirements must be at a cost that 

is acceptable. Table 1 shows the specification parameters of recent vehicles, gleaned from 

various sources. Even if some insight can be obtained, putting these data side by side, it 

is difficult to compare these values without putting the vehicle traction drive system 

architecture and/or hybridization strategy in perspective. Even then, the machines are 

different in several respects including the fact that some vehicles use two machines while 

others use one. It is therefore difficult to compare these machines in any meaningful way, 

however, it is informative to see some trends including moving away from induction 

machines (IMs) toward the use of permanent magnet (PM) machines for most of the 

traction applications. However, there are a lot more machine types that can be potentially 

applied in electric vehicles [10]. 

Table 1 Traction machine specifications [10]. 

Model Year 
Motor 

Type 

Peak 

Power 

kWp 

Peak 

Torque 

Nm 

Max 

Speed 

rpm 

Poles 

Peak 

Specific 

Power 

kW/kg 

Peak 

Power 

Density 

kW/L 

Roadster 2008 IM 215 370 14000 4 4.05 - 

Tesla 

S60 
2013 IM 225 430 14800 4 - - 

Model 3 2017 PM 192 410 18000 6 - - 

Prius 2004 PM 50 400 6000 8 1.1 3 

Prius 2010 PM 60 207 13500 8 1.6 4.8 

Prius 2017 PM 53 163 17000 8 1.7 3.35 

Accord 2006 PM 12 136 6000 16 0.53 2.83 

Accord 2014 PM 124 - 14000 8 2.9 2.93 

Spark 2014 PM 105 540 4500 12 - - 

Volt 2016 PM 111 370 12000 12 - - 

Bolt 2017 PM 150 360 8810 8 - - 

Leaf 2012 PM 80 280 10390 8 1.4 4.2 

Leaf 2017 PM 80 280 10390 8 1.4 4.2 

Camry 2007 PM 70 270 14000 8 1.7 5.9 

Camry 2013 PM 70 270 14000 8 1.7 5.9 

Lexus 2008 PM 110 300 10230 8 2.5 6.6 

Sonata 2011 PM 30 205 6000 16 1.1 3.0 

BMW i3 2016 PM 125 250 11400 12 3 9.1 
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Figure 4 shows the potential motor types and possible choices for EV applications. 

The basic types of machines used in electric vehicles are: induction machines, permanent 

magnet synchronous machines, switched reluctance machines and synchronous 

reluctance machines. In most recent vehicles, three classes of machines have been applied 

including induction machines, synchronous machines, permanent magnet machines and 

reluctance machines. Various configurations of machines have been used or are potential 

motors to be used, including radial flux and axial flux permanent magnet synchronous 

machines, induction machines, switched reluctance machines and flux switching 

machines [10]. 

 

Figure 4 Motor types aviable for electric vehicles/hybrid electric vehicles (EV/HEVs) [10]. 

In this new general context, the vector controls in the electric drives are used to save 

electric energy and increase the productivity in variable-output work process of all new 

and well-established industries such as: digital information gadgets, digital home 

appliances, automotive and robotic electric actuators, pump compressors, hybrid and 

electric vehicles, industrial processes, and distributed and renewable energy system 

electric generators. With power levels that go from less then 1W to 100MW, VSDs have 

become in the last 20 years a very dynamic worldwide industry/market [9].  

Vector controls represents a very robust way to control electrical machines in 

alternating current (AC), in fact it are generally used in all those systems that require high 

dynamics in terms of torque and speed and in particular in automotive systems. The basic 

idea that guarantees a decoupled control of the magnetic flux and electromagnetic torque. 

Vector controls are used on AC electrical machines, both asynchronous and 

synchronous and in both cases, it is necessary to measure or estimate the rotor flux 

position, but in any case, it is necessary the rotor position measurement. 

Then, when we talk about sensored control, we will indicate a vector control where it 

exploits the position sensors to measure the rotor position. This type of control has been 

widely used in electric drives for more than 20 years. 

In recent decades, sensorless control techniques have been developed as well. The 

latter are used a wide application as they don't require mechanical sensors to measure the 

rotor position and therefore allow to realize electrical drives with high dynamic 
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performance but with reduced costs and sensors data transmission cables. Obviously, 

since vector control relies on knowing the rotor position is necessary, sensorless controls 

need an algorithm that allows to estimate the position of the rotor flux. 

The advantages of a sensorless control allow to realize electric drives with good 

dynamic performance, comparable with the sensored ones, or lower costs and high 

reliability; on the contrary, the disadvantages are related to the type of the rotor position 

estimation algorithm; in fact, many rotor position estimation algorithms don’t guarantee 

a good operating work in the whole operating range of the drive; moreover, many rotor 

position estimation algorithms are sensitive to parametric variation and other limits are 

related to the signal-to-noise ratio (SNR).  

In most applications, where high dynamic performances are required, the measurement 

of the rotor position is essential.  For example, in automotive applications, such as: 

electric vehicles, avionics or marine applications, or aerospace applications, etc., for 

safety reasons, the presence of the position sensor is necessary; while the sensorless 

algorithms are mostly used when the position sensor fails; in fact, in order to maintain the 

same performance of the drive, the control unit start the sensorless algorithm when a fault 

in the position sensor is detect. Obviously, the control unit recommends replacing the 

faulty position sensor, as it is necessary for safety reasons. 

Also widespread are those applications in which it is necessary to vary the speed of 

the drive; in fact, variable speed drives (VSDs) are widespread in many sectors, from 

household appliances to large compressors, pumps and fans, wherever speed control is 

required for energy saving or process control. Speed control requires speed feedback; on 

the other hand, position feedback is mandatory for field orientation in frequency 

converters, for switching in BLDC drives and for any application that requires position 

control. Due to cost, reliability and space constraints, the only motion sensor used in 

VSDs is the position sensor: the speed must be estimated from the position measurement.  

Recently a particular interest in low-cost sensors has been considered, for instance, 

high resolution linear and magnetoresistive Hall effect sensors [11] – [14]. The main 

concern with these technologies is their limited accuracy, in fact several methods have 

been proposed to improve it [13]. In other cases, it has focused on the effect of low-

resolution binary Hall effect sensors. 

The main concern is related to quantization noise present in the measurement and ways 

to reduce it have been investigated. Although it is known that when the resolution of the 

position sensor decreases the speed estimate deteriorates, however, a complete 

understanding of the effects of position sensor resolution in VSDs has yet to be achieved. 

A fundamental but open problem is: how does a specific resolution of the position sensor 

affect the performance of the drive in the event of periodic torque disturbances? Such 

knowledge would be of great help to a technician when selecting the resolution of the 

position sensor, in order to minimize costs while at the same time achieve the desired 

command tracking and the required disturbance rejection. 

The main of this thesis are to contribute to the improvement of performances of electric 

drives, by reducing the costs, reducing the assessment volume, increasing energy 

efficiency and improving the dynamic performance both with low resolution position 

sensors and also sensorless algorithms and at the same time guaranteeing some key 

aspects related to the reliability of AC motor drives such as fault tolerant, overheating 

protection, rotor position sensor failure and unexpected shutdowns. These objectives are 

achieved by exploiting the presence of thermistors for thermal monitoring of the AC 

motor for the development of sensorless algorithms able of replacing the position sensor, 

but also by reducing costs on the position sensor by selecting its resolution based on the 

application and desired dynamic performance. Furthermore, the combination between the 
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multilevel converter topologies and open-end winding motors allows to achieve fault 

tolerant solutions, increasing the energy efficiency and improving the power quality. 

 

The thesis is composed of five chapters: 

 

1. The chapter 1 deals with a review on state of art existing sensorless algorithms, 

examining the history of sensorless algorithms and focusing on one kind of 

sensorless algorithm based on back-EMF which will be used in the chapter 2; 

2. The chapter 2 deals an alternative way to  estimate the rotor position in AC motors, 

exploiting the wiring of thermistor embedded in the stator winding for 

temperature monitoring purposes.  Specifically, thermistor wirings embedded in 

the stator winding are suitably modified in order to turn them in a set of search 

coils.  Since these coils can be connected to the drive control system exploiting 

existing Thermistor cablings, only a minimal departure from a standard machine 

design is required. A suitable rotor position estimation technique fully 

independent from motor parameters will be presented by using the obtained set of 

search coils. Such a technique can be used alone or to improve the performance 

of conventional Back-EMF based sensorless techniques. In the proposed approach 

as well as the compatibility between rotor position estimation and temperature 

monitoring have been assessed. 

3. The chapter 3 introduces the different technologies of the position sensors and 

their properties; in particular, the chapter involves the development of 

mathematical models through spatial Fourier approach to descript the effects of a 

finite resolution in a position sensor. Since in most applications it is preferred to 

estimate the speed from the measurement of the rotor position, chapter 3 will 

continue with the introduction of the main speed estimation algorithms used both 

electric drives with position sensors and electric drives with sensorless algorithms. 

4. In those applications where safety comes first, the use of the position sensor is 

essential. In this chapter 4, the main contribution was to provide guidelines for the 

best selection of the position sensor based on the specifications and dynamic 

performance required for the drive. These guidelines will be addressed for two 

different types of speed estimation algorithms. 

5. Finally, the chapter 5 summarizes the other research activities developed to 

improve the energy efficiency, power quality and fault tolerant capability of 

electric drives. In particular, the research activities focused on the investigation of 

technical solutions for double three-phase winding motors and/or open-end 

winding motors solutions, by using multilevel power conversion topologies. 

These solutions allowed to increase the energy efficiency, the power quality 

improvement and the fault tolerant ability of the drive. 
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1 Chapter 1. Sensorless Techniques for 

Synchronous Motor Drives 

1.1 Introduction 

Today, permanent magnet (PM) synchronous motors are the dominant technologies 

for many applications: industrial applications, household appliances, electric traction, 

marine propulsion, aerospace, elevators and wind power generation [1]. The high 

efficiency, high torque density, high overload capability, fast dynamic response and 

desirable wide speed range performance of these motors have made the technology 

popular with manufacturers [2] - [4]. PM materials are the most important elements of 

PMSMs. Two commonly applicable PM materials for PMSMs are neodymium iron-

boron (Nd-Fe-B) and samarium-cobalt (Sm-Co), both of which contain rare earth 

elements [5] - [6]. 

Although the excellent performance and high efficiencies of PMSMs have already 

conquered much of the power application market, the dramatic rise and fall in the price 

of permanent magnets has directed research towards rare earth-free machines to [7] - [8]. 

Reliability issues in PMSM due to possible magnet failures are also considered. 

The rotor design of the SynchRel sets it apart from IM and PMSM. Compared to those 

conventional motors, the SynchRel achieves higher reliability and easier maintenance 

(due to the very low temperature of the winding and bearing, and also missing the cage 

rotor structure or PM) [9] - [10], lower cost (due to lack of PM than PMSMs), faster 

dynamic response (due to smaller size in the same power range and lower moment of 

inertia), higher speed range (due to wide operation at constant power compared to IM) 

[11] and higher efficiency in the same power range with the same size (due to cold rotor 

operation compared to IM) [12] - [18], and higher power density and higher torque per 

ampere with respect to IM [19] - [23]. In this sense, SynchRel offers the high performance 

of a PMSM, while it can be as cheap, simple and easy to service as the IM. Therefore, the 

attention paid to these motors in high-speed applications has seen a continuous growth in 

the literature which has convinced electric vehicle (EV) and hybrid electric vehicle (HEV) 

manufacturers to apply SynchRel as an alternative to PMSM [24] - [25]. That said, the 

ability to drive with the same VSDs for IM and PMSM in various newly designed VSDs 

has provided a solid development base for SynchRel [26]. Mainly, the high efficiency of 

SynchRel versus IM has attracted attention for applications such as pumps and fans. 

Furthermore, the ability to operate at high performance and particularly wide speeds with 

consideration of the lack of rare earth PMs compared to PMSMs prompted researchers to 

study these motors for traction applications. It is worth mentioning that in some 

applications such as pumps, fans and conveyors, IMs are the dominant motors, which can 

be designed to be replaced by SynchRels. 

Although SynchRel avoids PM in its structures, it sacrifices the efficiency, power 

factor and torque density of PM motors. The torque produced by the SynchRel is purely 

reluctance torque due to the salience and anisotropy of the rotor. This contributes to the 

high saturation of this engine, which limits the flux density The addiction of ferrite PM 

to the rotor of the SynchRel allow to define a new synchronous motor type the Permanent 
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Magnet Assisted Reluctance Synchronous Machine (PMSynchRel) that exploits 

simultaneously the unique rotor characteristics of the SynchRel and the high performance 

of the PMSM, as shown in [63]. These motors have desirable performance at above basic 

speeds while meeting the requirements of the constant power speed range [27] - [28]. The 

currents for the same pair are decreased in the PMSynchRel. As a result, losses also 

decrease, especially for the partial load. A significant variation of the power factor 

increases of about 10% for low currents and 6% for high currents is achieved. On the 

other hand, in terms of maintenance, production and assembly, SynchRel and IM are 

superior to PMSynchRel. Also, similar to SynchRels, PMSynchRels suffer from higher 

torque ripple [29]. 

Nowadays, VSDs have been applied in many industries for efficient, high 

performance, robust and precise control of electric motors. In particular, as discussed 

above, these performances can be guaranteed by different synchronous motor topologies 

(PMSM, SynchRel and PMSynchRel). Without taking into account the strengths and 

weaknesses of each synchronous motor technology, vector control is able to guarantee 

the high performance discussed above. 

There are several algorithms that are recognized as vector control methods, addressed 

in the literature, and implemented in many industrial VSDs; among them we classify them 

as: field-oriented control (FOC), direct torque control (DTC) and predictive control (PC) 

methods, including model-based DTC (MPDTC) and model-based predictive control 

(MPCC). The use of electric drives for alternating current motors exploiting vector 

controls are widely used in various applications: industrial automation, transport sector, 

automotive, electric traction and in the household appliances sector. Many of these 

applications require a position or speed or torque control with high dynamic performance, 

sturdiness and reliability are, in fact, guaranteed by vector control. However, in various 

applications where cost reduction, space reduction and greater robustness are required 

with respect to position sensor failures, sensorless algorithms represent the most suitable 

solution more than 20 years.  

Meanwhile, sensorless controls (also known as self-sensing) are becoming more and 

more popular in many industrial but also domestic applications, presenting some 

advantages in synchronous motors (PMSM, SynchRel or PMSynchRel) due to cost 

reduction, scaling system and reliability. As shown in Fig. 1.1.1, an enormous effort has 

been made in the last 20 years to develop sensorless control techniques for a wide range 

of speeds: from low speeds to high speeds.  

INFORM

Rotating Signal Injection

1996

1998

Pulsating Sinusoidal Injection

2000

Extended EMF

2003

2006

ZVCD

Active Flux

2008

Square-Wave Injection

2011

Arbitrary Injection

2013

To Be 

Continued  
Figure 1.1.1 Time Line of Sensorless Control on PMSM Motor Drives. 

Sensorless control schemes can be classified into two main categories: 

• Model based sensorless (applied in medium-high-speed range) 

• Saliency based sensorless (applied in the low-speed range) 
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Figure 1.1.2 Classification of Sensorless Control for Synchronous Motor Drives. 

The model-based method can be implemented using the electromotive force (EMF) or 

the flux associated with the fundamental excitation [30] - [50] and can be divided into 

open-loop and closed-loop methods. The first category are derived from the integration 

of the back-EMF of the machine without any correction term; while the latter makes use 

of the error between some estimated and measured quantities as feedback to increase their 

performance. Although model-based methods are first proposed and commercialized, 

they fail in the low-speed range due to low signal-to-noise ratio caused by model 

uncertainty, inverter non-linearities, etc. To expand control sensorless for low speed or 

zero speed, the method based on saliency monitoring has been developed, including 

methods based on additional high frequency magnetic field [51] - [67] and excitation-

based methods by PWM (FPE) [68] - [77]. 

Due to the growing expansion of sensorless control applications in PMSM drives, this 

first chapter will describe some of the most known sensorless algorithms. In particular, 

the one based on the estimation of the back-EMF will be described in more details as a 

model-based sensorless algorithm; instead, the injection-based method will be described 

in more details as a sensorless algorithm based on saliency. 

1.2 Model-Based Sensorless Control Methods 

Model-based sensorless controls can be easily derived from the fundamental wave 

mathematical models of electrical machines they are used in various applications where 

the drives are operated at medium-high speeds. 

In general, in model-based sensorless methods, the rotor flux position estimation 

procedure is conventionally divided into two parts, Fig.1.2.1, state filter or observer for 

EMF estimation and position/velocity observer for estimating the position of the rotor 

flux and mechanical speed: 

EMF or Flux 

Estimation

vabcs

iabcs

EMF or Flux Position/Speed 

Observer

re

rm

 
Figure 1.2.1 General Structure of Model Bases Sensorless Algorithm. 

EMF or the flux associated can be implemented using open loop methods and closed 

loop methods. Generally closed-loop methods are the most used and are preferred for 

their strong robustness and high precision. The estimate of the EMF or the Active Flux 

can be achieved by exploiting the mathematical models of the synchronous machines 

expressed in the stationary reference  or in a synchronous reference qd.  
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1.3 Synchronous Machine Model 

The study of model-based sensorless controls it require the knowledge of the 

mathematical models of the various synchronous machines. In general, it is possible to 

consider the mathematical model of an interior permanent magnet synchronous machine 

as a reference model [78]. Therefore, the set of voltage and flux equations are given 

respectively in (1.3.1) and (1.3.2): 









va

vb

vc

 = Rs 









ia

ib

ic

 + 
d

dt
 









a

b

c

 (1.3.1) 

 









a

b

c

 = Ls(re) 









ia

ib

ic

 + pm (1.3.2) 

 

where Rs, pm e Ls(re) are the stator resistance matrix, the permanent magnet vector 

and the inductance coefficients matrix respectively: 

Rs = 









Rs 0 0

0 Rs 0

0 0 Rs

  pm = pm 









sin(re)

sin(re - 2/3)

sin(re + 2/3)

 

Ls(re) = 







Lls+LA-LBcos(2re) -0.5LA-LBcos(2re-2/3) -0.5LA-LBcos(2re+2/3)

-0.5LA-LBcos(2re-2/3) Lls+LA-LBcos(2re-4/3) -0.5LA-LBcos(re+2)

-0.5LA-LBcos(2re+2/3) -0.5LA-LBcos(2re+2) Lls+LA-LBcos(2re+4/3)

 

 

where LA is the magnetizing synchronous inductance and LB is the saliency inductance: 

LA = 
Lmd + Lmq

3
   LB = 

Lmd - Lmq

3
 

The electromagnetic torque expression and the mechanical system equation are 

defined in (1.3.3) and (1.3.4), respectively: 

Te = pp 









[ia ib ic] 
dpm

dre
 + 

1

2
 [ia ib ic] 

dLs(re)

dre
 









ia

ib

ic

 (1.3.3) 

 



Te = TL + J 

drm

dt
+ Frm

rm = 
drm

dt

 (1.3.4) 

 

Equations (1.3.1) - (1.3.4) define the mathematical model of an IPMSM, neglecting 

the effects of magnetic saturation, magnetic hysteresis, and cross saturation. In general, 

in PMSM, the q-axis inductance is greater than the d-axis inductance, i.e., Lq > Ld (or LB 

< 0) this is due to the high reluctance of the magnetic material in the d-axis. 

When a synchronous machine with surface mounted permanent magnets SPMSM is 

considered, i.e., an isotropic synchronous machine, the inductances of axis q and axis d 
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are identical, Ld = Lq simplifying the matrix of inductances Ls and eliminating the 

dependence with the position of rotor: 

 

LA = 
2

3
 Lms  LB = 0  Ls = 







Lls+LA -0.5LA -0.5LA

-0.5LA Lls+LA -0.5LA

-0.5LA -0.5LA Lls+LA

 

 

This simplification will have repercussions in (1.3.3) heading to an electromagnetic 

torque dependent only on the flux vector of the permanent magnet pm. 

Finally, if we consider a synchronous reluctance machine (SynchRel), there are not 

permanent magnets, i.e., pm = 0, and d-axis inductance is greater than the q-axis 

inductance, Ld > Lq, and thus LB >0. This implies that the equation (1.3.3) of the 

electromagnetic torque is depending only on the magnetic saliency of the machine and 

therefore on dLs(re)/dre, being pm = 0. 

1.4 Back-EMF State Filter 

After having defined the mathematical models of the synchronous machines, now it is 

possible to refer these models in a synchronous reference frame with the rotor flux 

position (qd) to build the back-EMF estimator; suitable reference frame transformation 

matrices are required (1.4.1): 

 

Kqd = 
2

3
 






cos(re)  cos(re-2/3)  cos(re+2/3)

 sin(re)  sin(re-2/3)  sin(re+2/3)
  

 (1.4.1) 

[Kqd]
-1 = 







cos(re) sin(re)

cos(re-2/3) sin(re-2/3)

cos(re+2/3) sin(re+2/3)

  

 

It is possible to define the mathematical model of an IPMSM in the synchronous 

reference frame with the rotor flux position: 

 







vq

vd
= 







Rs 0

0 Rs
 






iq

id
 + 

d

dt
 






q

d
 + 







red 0

0 -req
  

 (1.4.2) 







q

d
= 







Lq 0

0 Ld
 






iq

id
 + 







0

pm
  

By appropriate manipulations of (1.4.2) and writing the derivative operator with p = 

d/dt, obtain: 

 







vq

vd
= 







Rs 0

0 Rs
 






iq

id
 + 







pLq reLd

-reLq pLd
 






iq

id
 + 







repm

0
 (1.4.3) 

 

Note that in the mathematical model of PMSM the cross-saturation phenomena has 

been neglected and then the qd incremental inductances have been not considered in 

(1.4.3) and in the following analysis. 
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In order to compute the back-EMF, (1.4.3) is rewritten as: 

 







pLq reLd

-reLq pLd
 






iq

id
 = 







pLq + pLd - pLd      reLd + reLq - reLq

-reLq pLd

 






iq

id
 =  

= 






pLd reLq

-reLq pLd
 






iq

id
 + 







pLq - pLd      reLd - reLq

0 0
 






iq

id
 

(1.4.4) 

 

From the inductance matrix decomposition, the mathematical model of the electrical 

machine can be rewritten as: 

 







vq

vd
= 







Rs 0

0 Rs
 






iq

id
 + 







pLd reLq

-reLq pLd
 






iq

id
 + 







repm + (Lq - Ld)(reid - piq)

0
  (1.4.5) 

 

where Eemf is the extended back-EMF linked both permanent magnet flux and saliency: 

 

Eemf = repm + (Lq - Ld)(reid - piq)   (1.4.6) 

 

By applying the reference frame transform matrices Rqd- (1.4.7) and (1.4.8), the 

previous model can be referred to an orthogonal stationary reference frame (): 

 

K = 
2

3
 









1  -

1

2
 -

1

2

0  -
3

2
 

3

2

                 [K]-1 = 











1 0

-
1

2
-

3

2

-
1

2

3

2

 (1.4.7) 

 

Rqd− = Kqd [K]-1 = 






cos(re) -sin(re)

sin(re) cos(re)
  

 (1.4.8) 

[Rqd−]-1 = K [Kqd]
-1 = 







cos(re) sin(re)

-sin(re) cos(re)
  

 







v

v
 = Rqd- 







vq

vd
 = Rqd- 







Rs+pLd reLq

-reLq Rs+pLd
 [Rqd-]-1 







i

i
 + Rqd- 







Eemf

0
 

 

Then, by rearranging the above set of equations, the mathematical model is rewritten as: 

 







v

v
 = 







Rs+pLd -re(Ld-Lq)

re(Ld-Lq) Rs+pLd
 






i

i
 + 







E

E
           







E

E
 = Eemf 







cos(re)

-sin(re)
 (1.4.9) 

 

Starting from the IPMSM model in a stationary reference frame, it is possible to build 

the -axis and -axis block diagrams of the state filter in order to estimate the -axis and 

-axis back-EMF, as shown in Fig. 1.4.1(a) and 1.4.1(b), respectively: 
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b

c





re
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

re

re

 

(a) 

i
PI

pLd

1

Rs

v

î

î

-1

^

^

re(Ld  - Lq)
^^^

E
^

î

 

(b) (c) 
Figure 1.4.1 Back-EMF State Filter: (a) -axis and (b) -axis and (c) stationary reference frame . 

This state filter, allows to compute the back-EMF written in (1.4.5); the state filter 

defined in Fig. 1.4.1 is valid for IPMSM motor drive, but can be exploited for SPMSM 

or SynchRel motor drives; in those cases, the equivalent models are (1.4.10) and (1.4.11), 

respectively: 

 







v

v
 = 







Rs+pLs 0

 Rs+pLs
 






i

i
 + repm 







cos(re)

-sin(re)
 (1.4.10) 

 







v

v
 = 







Rs+pLd -re(Ld-Lq)

re(Ld-Lq) Rs+pLd
 






i

i
 + (Lq - Ld)(reid - piq) 







cos(re)

-sin(re)
 (1.4.11) 

 

In order to simplify the mathematical expressions, the reference frames models (1.4.5) 

and (1.4.9) can be rewritten in complex notation; in fact by placing fxy = fx – jfy (with xy 

= qd in synchronous reference frame cases; with xy =  in stationary reference frame 

cases, then the models defined in (1.4.5) can be rewritten as: 

 

vqd = Rs iqd + Ld piqd + jre Lq iqd+Eemf e j0 (1.4.12) 

 

while the (1.4.9) can be rewritten as: 

 

v = Rs i + Ld pi + jre (Ld - Lq) i + Eemf e -jre (1.4.13) 
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^
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Figure 1.4.2 Complex Vector Back-EMF State Filter 

In this way the complex vector equation system (1.4.13) allow to replicate the block 

diagrams shown in Fig. 1.4.1 in an only complex vector block diagram shown in Fig. 

1.4.2, where E = Eemf e -jre is the back-EMF complex vector. 

Even the transform matrices defined in (1.4.8) can be rewritten in complex vector 

mode: 

 

Rqd- = e jre     [Rqd-]-1 = e -jre (1.4.14) 

1.5 Saliency-Based Sensorless Control Methods 

Sensorless control schemes based on flux position estimation, known as model-based 

methods, generally compute the position of the rotor flux through an integration of the 

back EMF. Such an approach is very simple, but effective only at a sufficiently high 

speed. The back-EMF is, in fact, generally very small under 10% of the rated speed [51], 

[79], leading to incorrect estimations of the flux position, due to stator resistance 

variations, or simply measurement noises, and preventing continuous stable low, or zero 

speed, operations.  Moreover, a generally accepted Safety Sensorless Operating Area 

(SSOA) has been defined to identify the speed and torque ranges where stable sensorless 

operations are guaranteed [51]. Signal injection-based sensorless control is widely 

adopted to obtain the position by tracking the saliency at low-speed region for PMSM 

drives [51]-[67]. According to the injection reference frame, the mainstream HF signal 

injection can be roughly categorized into rotating and pulsating signal injection methods. 

And pulsating injection can be further subdivided into pulsating sinusoidal injection and 

pulsating square-wave injection schemes. An intuitive comparison of different HF signal 

injection schemes is shown in Fig. 1.5.1. 
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(c) 

Figure 1.5.1 Comparison of different HF signal injection behaviour principle: (a) rotating signal 

injection method, (b) pulsating sinusoidal injection method, (c) pulsating square-wave injection method. 
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ih  envelope

 
Figure 1.5.2 High Frequency current response and its envelope. 

Although the high frequency signals injection methods are effective to estimate the 

rotor position of IPMSMs, a high frequency signal is injected and extra observers for 

signal processing are required to achieve accurate position tracking. Then, Fundamental 

PWM Excitation (FPE) based sensorless control methods was introduced to simplify the 

sensorless control structure [68] - [77]. 

The FPE-based sensorless control methods estimate the rotor flux position by 

measurement of the current or voltage response of a sequence of test voltage vectors 

applied in the PWM inverter and by calculating the leakage inductance which varies due 

to the main path and leakage saturation. The main concept is based on modified slightly 

the fundamental PWM signals switching by extending the duration of selected inherent 

switching vectors. 

In this thesis the operating principle of the pulsating sinusoidal signal injection will be 

mentioned in the next paragraph. 

1.6 High Frequency Pulsating Sinusoidal Signal Injection Method 

Starting from the synchronous reference frame model of a IPMSM defined in (1.4.3) 

the analytical basis of the HF pulsating sinusoidal signal injection method can be 

developed in this paragraph. 

Since the injection angular frequency h is much higher than the operation speed, the 

voltage drops on the stator resistance and the term associated with the electrical rotor 

speed re are assumed negligible. Then the HF-model IPMSM at low-speed region can 

be obtained in synchronous reference frame (1.6.1) with the rotor position re and in 

stationary reference frame (1.6.2): 
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





vqh

vdh
 = 







Lq 

0 Ld
 






piq

pid
    (1.6.1) 

 







vh

vh
 = 







LA - LB cos(2re) LB sin(2re)

LB sin(2re) LA + LB cos(2re)
 






pih

pih
  (1.6.2) 

 

where the subscript “h” indicates HF component. 

The HF pulsating sinusoidal injection voltage vector vqd_inj, with angular frequency h, 

is injected in qd-axis reference voltages: 

 

vqd_inj = 






vqh_inj

vdh_inj
 = Vh cos(h t) 







1

0
    (1.6.3) 

 

where Vh is the injected HF voltage amplitude. In order to ensure a good shape of the 

sinusoidal signal of injected voltages, the injection angular frequency cannot be set to 

high (usually lower than one-tenth of the PWM switching frequency). 

rm
^

iabc
abc


BPF

Demodulation Observer re
^

e jre
^

Vector 

Cross-

Product

Unit Vector

i

re
^

 
Figure 1.6.1 Block Diagram of the demodulation algorithm. 

Transforming the injection voltage vector vqd_inj to the stationary reference frame with 

the estimated rotor position   ^re, obtain: 

 

v_inj = 






vh

vh
 = Vh cos(h t) 









cos( ) ^re

- sin( ) ^re

    (1.6.4) 

 

By substituting (1.6.4) in (1.6.2), the HF measured currents, in stationary reference 

frame, under HF voltage injection can be obtained in (1.6.5): 

 







ih

ih
 = sin(h t) 









IA cos( ) ^re  - IB cos( )2re -  ^re

- IA sin( ) ^re  + IB sin( )2re -  ^re

  (1.6.5) 

 

where the currents amplitudes IA and IB are defined as follow expressions: 

 

IA = 
Vh

h
 

LA

L2
A - L2

B
  IA = 

Vh

h
 

LB

L2
A - L2

B
  (1.6.6) 

 

Finally, the d-axis component of the high frequency current in synchronous reference 

frame with the estimated rotor position is given by: 
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i ^dh = ih sin( ) ^re  + ih cos( ) ^re  = IB sin(h t) sin[ ]2( )re -  ^re   (1.6.7) 

 

From (1.6.7) it is possible to extract the rotor position error between the actual rotor 

position and estimated rotor position. By using a band-pass digital filter and by 

demodulation process will be provided a signal proportional to the position error and then 

this error should be processed into an observer in order to estimate the rotor position by 

forcing the position error to zero. 

Typically, in the HF signal injection methods a Vector Tracking Observer (VTO) is 

often used as an observer, in order to guarantee high rotor position estimation reliability 

and better dynamic performance. 

1.7 Estimation of Rotor Position and Angular Speed 

Once the back-EMF estimation has been obtained by means of the state filter of Fig. 

1.4.2, it is possible to estimate the rotor position of a rotating vector by considering 

different methods [80]: 

• By using the function arctangent. 

• By using a PLL algorithm . 

• By using state observers. 

Rotor position estimation by arctangent, Fig.1.7.1, allows to obtain the angular 

position   ^re in a very simple way; obviously, the speed estimation  ^re will have to be 

done by an observer or directly by PLL. Therefore, the presence of noise on the measured 

signals results in noisy position estimates when using direct calculation methods such as 

the arctangent. To reduce the noise problem, filters have been applied to either the 

estimated position or the inputs signals, adding lag to the estimate [80]. 

Back-EMF

Estimator
atan2

E E
^ ^

re
^

PLL
re
^

Vabc

iabc

 
Figure 1.7.1 Rotor Position Estimation through Arctangent method. 

The accuracy of the position/speed estimation can be improved by considering a state 

filter or observer. The position error signal is an input of the algorithm, which could be 

extracted through a vector cross product. Therefore, the PI type phase locking loop (PLL), 

Fig. 1.7.2, or the PID type Luenberger observer, Fig. 1.7.3, can be used to force the 

position error signal to zero and extract the position and speed information [80]. 
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Figure 1.7.2 Rotor Position Estimation through Phase Locked Loop (PLL) 

Compared to the PLL, the Luenberger observer although the moment of inertia is 

required, can provide better dynamic performance. One type of state observer used is the 

so-called Vector Tracking Observer (VTO), Fig. 1.7.3, which is obtained starting from a 

non-linear Luenberger observer structure. 
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Figure 1.7.3 Rotor Position Estimation through Vector Tracking Observer (VTO). 
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2 Chapter 2. Rotor Position Estimation 

Through Search Coils 

2.1 Introduction 

Today, the most common sensorless control techniques are those based on measurement 

of fundamental component of stator voltages and currents, estimating the rotor flux actual 

position through a mathematical model of the machine [1]-[4].  These techniques generally 

provide an effective estimation of the rotor position when correct values of motor electrical 

parameters are used in the model [5]-[8].  For instance, errors in estimating the winding 

resistance may strongly affect the performance of the sensorless control in the low speed 

region, especially at high load.  Moreover, a similar effect may occur at high speeds due to 

errors in setting the inductance values.  In order to improve the control performances in motor 

drives by reducing the effects of parameter and model uncertainties, different nonlinear 

control methods have been adopted, e.g., robust controls, sliding-mode controls (SMC), 

adaptive controls, predictive controls, intelligent controls, and so on [9]-[12].  However, the 

complexity of these approaches may remarkably increase the computational burden of control 

algorithms, making unpractical their implementation. 

These techniques however must cope with the effects of magnetic saturation and cross-

coupling, temperature variation and inverter nonlinearities. Indeed, this leads in many cases 

to a heavy computational burden, the need of self-commissioning procedures and/or accurate 

finite element analysis [1]-[4], [13]-[17]. 

For this reason, the basic concept, for the development of new sensorless algorithms 

is to be able to eliminate the effects related to saturation and non-linearity phenomena. 

Search Coils (SC) represent a viable solution to perform a direct measurement of stator flux 

amplitude and angular position.  SC have been investigated since the ‘70s as a mean to 

improve the performance of direct field-oriented control techniques on sensorless or self-

sensing induction motor drives [18]-[20].  Subsequently, they have been also successfully 

exploited on sensorless permanent synchronous motor drives (PMSMs) [21].  Search coils 

make possible the estimation of the rotor flux position through a direct evaluation of the stator 

flux amplitude and angular position, free from effects of stator resistance voltage drops and 

inverter non-linearities [22], [23].  However, SC are actually additional devices, normally not 

present on standard machines.  Their introduction requires some departures from 

conventional AC motor designs, as well as changes in the coil winding process, thus 

increasing the drive complexity.  Moreover, their introduction is in contrast with a basic goal 

of sensorless control techniques, which consists in removing from motor drives as many 

components as possible, in order to increase the reliability and reduce the cost [24].  SC 

became thus unpopular at the end of ‘80s, and large efforts were instead spent to develop 

sensorless control algorithms based on the mathematical model of the electrical machines, or 

on the injection of additional high frequency signals [25]-[34], which provide a satisfactory 

behavior in a wide operating range, while avoiding any modification of the conventional 

machine design. 

A key aspect of AC motor drives reliability deals with overheating protection, to prevent 

failures and unexpected shutdowns, while extending the machine lifetime [35]-[43].  

Temperature monitoring is thus accomplished through Thermistors, which are 
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semiconductor-based temperature transducers, normally installed in the end turns of the 

motor stator winding.  On three phase AC motors a set of three Thermistors (Ta, Tb, Tc) is 

generally used, each one allocated in a phase winding and connected to the drive control 

system by external cables.  Thermistors can be wired either in series, or according to a 

common lead circuit, as shown in Fig. 2.1.1. 

Ta Tb Tc

 

Ta Tb Tc

 

(a) (b) 

Figure 2.1.1 Thermistors connection: (a) series and (b) common lead. 

In the first case, only an average stator winding temperature is obtained, while in the 
second case the temperature of each phase winding can be individually determined.  The 
exploitation of Thermistor wirings to build up search coils for rotor position estimation and 
existing cables to connect them to the drive control system is investigated in this work.  More 
precisely, search coils can be obtained by modifying the shape of Thermistor wirings. These 
search coils can be connected to the drive control system exploiting only existing cables if 
Thermistor are connected according to a common lead configuration.  If Thermistors are 
instead series connected a single additional cable is required.  According to such an approach, 
the realization of a set of SC should require a very small extra cost, therefore, a rotor position 
tracking technique has been developed exploiting the voltages induced in the obtained search 
coils.  Such a technique is fully independent from motor parameters and overcomes some 
typical drawbacks of sensorless position estimation techniques based on the manipulation of 
fundamental components of stator voltages and currents, such as those related to inverter non-
linearities and stator resistance voltage drops.  Moreover, effects of magnetic saturation and 
cross-coupling effects are quite reduced, as verified by experimental testing.   

Although of general use, the proposed technique is applied to a Surface Permanent Magnet 
Synchronous Motor (SPMSM) and Synchronous Reluctance Motor (SynchRel) drives. A 
theoretical analysis of the technique is first provided, followed by an exhaustive experimental 
validation.  

2.2 Model of the Synchronous Machine with Search Coils (SCs) 

A set of search coils can be obtained by modifying the wiring of three Thermistors 

featuring a common lead configuration placed on the stator winding of a three phase 

SynchRel, as shown in Fig. 2.2.1. 
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Figure 2.2.1 Modified common lead thermistor installation. 

The Thermistors must be supplied with a DC current to monitor the temperature, by actual 
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resistance measurement. On the other hand, the voltage across at least two of the three search 
coils must be sampled to detect the rotor flux position.  Thus, flux sensing can be easily made 
fully unaffected by temperature monitoring and vice-versa, by using in turn one of the three 
Thermistors for temperature monitoring, and the search coils connected to the other two 
Thermistors to estimate the rotor flux position. When the Thermistors are not supplied, the 
current flowing into the search coils is ideally null, due to the very high input impedance of 
the acquisition system used to sample the voltage at cabling terminals.  Hence, the voltage 
drop caused by the Thermistors can be neglected for flux sensing purposes.  On the other 
hand, AC voltages induced in the search coils can be eliminated through a low-pass filter for 
temperature monitoring purposes.  

If the three Thermistors are series connected, or if only two Thermistors are used, two 
search coils can be obtained, according to Fig. 2.2.2. 
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(b) 

Figure 2.2.2 (a) Modified series thermistors installation and (b) two thermistors arrangement. 

In this case, if not present, an additional cable is required to independently measure the 
voltages induced into the two search coils.  Temperature measurement is accomplished at 
regular time intervals, whose length is suitably computed as function of the machine thermal 
time constant, in order to prevent dangerous overheating.  When performing a temperature 
measurement, a straightforward procedure can be adopted to sample the voltage induced into 
the search coils.  More precisely, alternatively the voltage of one of the search coils is turn 
sampled while the current flowing through the Thermistor, or the two Thermistors, connected 
in series to the other search coil is measured.  This makes possible an independent measure 
of the temperature and the voltages induced in to the search coils, although the last is 
accomplished asynchronously.  However, if the voltage sampling time is sufficiently high, 
the delay introduced does not affect the rotor position estimation, at least in the low and 
medium speed operational range.  For the sake of clarity, Fig. 2.2.3 shows the results achieved 
by simulating the Thermistors configuration of Fig. 2.2.2a in which a 5V DC supply voltage 
is applied to the voltage loops including the Thermistors and the SCs.  The voltages v1 and v2 
measuring the connection between SCs and Thermistors are sampled and sequentially 
acquired at 20kHz, and then a high pass filter followed by a stationary reference frame 
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transformation qd/ are used to extract only the AC components exploited to estimate the 
rotor position, as will be discussed in the next paragraphs.  Low pass filters are instead used 
to isolate the DC voltage components allowing to estimate the Thermistor values. 
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Figure 2.2.3 Voltages at the terminal of the series connection of thermistors and SCs, AC and DC 

voltage components. 

A modified common lead installation is considered, where the Thermistors wirings are 

wound around the stator teeth. The spatial distribution of the main winding 

magnetomotive force is unmodified, as shown in Fig. 2.2.4. 
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A typical thermistor installation An example of modified thermistor installation

x+ x- x+

Main Winding
Search Coil

 
Figure 2.2.4 Search coil installation utilized in this study. 

Thermistors feature very small size and mass and a medium impedance, hence the 

wires connecting the motor and the thermistor can be of inexpensive light gauge.  

Thermistors are physically placed inside the machine to sense the temperature of likely 

hot spots, whose location depends on the motor design.  In some cases, the optimum 

location of these sensors may have to be determined from test experience. 

In order to introduce the theoretical study on the proposed sensorless algorithms based 

on the SCs, it is useful to generalize the mathematical model with an IPMSM where the 

additional SC winding, characterized by a very low number of coils, has been included in 

the stator cave. In general, under the hypotheses that the SCs are operated at zero current 

(ixyz=0), the mathematical model of the machine including the set of search coils is given in 

the a,b,c stationary reference frame by the following equations, [44]: 
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







va

vb

vc

 = Rs 









ia

ib

ic

 + 
d

dt
 









a

b

c

         









a

b

c

 = Ls(re) 









ia

ib

ic

 + pm       pmSC = 
NsSC

Ns
pm    (2.2.1) 

 









vx

vy

vz

 = 
d

dt
 









x

y

z

                        









x

y

z

 = Ms(re) 









ia

ib

ic

 + pmSC  (2.2.2) 

 

where va, vb, vc; ia, ib, ic e a, b, c are the phase voltages, phase currents and phase 

fluxes of the main winding, respectively; while vx, vy, vz; ix, iy, iz e x, y, z are the phase 

voltages, phase currents and phase fluxes of the SCs winding, respectively. The stator 

resistance matrix Rs, inductance matrix Ls(re) and the permanent magnet flux vector pm 

are identical to those defined in paragraph 1.3, Ms(re) is the inductance matrix of the SC 

set, which deals only with the magnetic coupling between the SCs and the main stator 

winding, as the current flowing through the search coils is supposed null and pmSC is the 

permanent magnet flux linkage vector induced in the Search Coils, depending by the 

product between pm and the ratio between the number of coils of the main windings Ns 

and the number of coils of the SCs NsSC  

For the same reason, the voltage drop across the Thermistors is neglected. 

 

Ms(re) = 







MA-MBcos(2re) -0.5MA-MBcos(2re-2/3) -0.5MA-MBcos(2re+2/3)

-0.5MA-MBcos(2re-2/3) MA-MBcos(2re-4/3) -0.5MA-MBcos(re+2)

-0.5MA-MBcos(2re+2/3) -0.5MA-MBcos(2re+2) MA-MBcos(2re+4/3)

 

 

where MA is the synchronous mutual inductance coefficient and MB is the saliency 

mutual inductance coefficient, between the main windings and the Search Coils: 

 

MA = 
Mmd + Mmq

3
   MB = 

Mmd - Mmq

3
 

 

where Mmq and Mmd are the qd-axis mutual inductance coefficients, respectively. In 

particular, the synchronous and saliency inductances, MA and MB respectively, have been 

evaluated by considering the measurement system setup presented in [55] (Fig. 1). 

Voltages induced in the SCs, defined in (2.2.1) and (2.2.2), encompass a component 

which is function of the phase currents and a component related to the anisotropy of the 

machine, thus preventing a direct measurement of the rotor position from the last one.  

The previous model can be also referred to an orthogonal reference frame qd 

synchronous with the electrical rotor position re and at electrical speed re, with d-axis 

aligned with the rotor flux vector. By exploiting the transformation matrix defined in 

(1.4.8), the equations of the mathematical model (2.2.1) - (2.2.2) can be rewritten: 







vq1

vd1
 = Kqd 









va

vb

vc

 = Kqd Rs [Kqd]
-1 







iq1

id1
 + Kqd 

d

dt
 








[Kqd]
-1 







q1

d1
   

 (2.2.3) 







q1

d1
 = Kqd 









a

b

c

 = Kqd Ls(re) [Kqd]
-1 







iq1

id1
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





vq2

vd2
 = Kqd 









vx

vy

vz

 = Kqd 
d

dt
 








[Kqd]
-1 







q2

d2
   

 (2.2.4) 







q2

d2
 = Kqd 









x

y

z

 = Kqd Ms(re) [Kqd]
-1 







iq1

id1
  

 

where: 







iq1

id1
 = Kqd 









ia

ib

ic

 (2.2.5) 

By developing the computation of the above relationships, the model of synchronous 

machine with Search Coils is considered in qd-axis: 







vq1

vd1
= 







Rs 0

0 Rs
 






iq1

id1
 + 







pLq reLd

-reLq pLd
 






iq1

id1
 + 







repm

0
 (2.2.6) 

 







vq2

vd2
 = 







pMmq reMmd

-reMmq pMmd
 






iq1

id1
 + 







repmSC

0
 (2.2.7) 

 

where pmSC is the permanent magnet flux linkage amplitude in the SCs: 

pmSC = 
NsSC

Ns
pm 

As already described above, the SCs phase currents are in steady state conditions null; 

therefore, the electromagnetic torque will depend by the main winding currents only; by 

using the generic expression of the electromagnetic torque defined in paragraph 1.3 and 

by applying the synchronous reference frame transformation, the electromagnetic torque 

in qd-axis for a generic IPMSM is given by: 

 

Te = 
3

2
 pp [pm iq1 + (Ld - Lq) iq1 id1] (2.2.8) 

 

The equivalent circuit of the IPMSM including SCs in the synchronous reference 

frame is shown in Fig. 2.2.5: 
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id2=0

iq2=0

 
Figure 2.2.5 Equivalent circuit of the IPMSM in the synchronous reference frame. 
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2.3 Rotor Flux Position Estimation 

After having described the mathematical model of the IPMSM including the SCs, both 

in a stationary reference frame (abc), and in orthogonal reference frame synchronous to 

the rotor flux position (qd), it is now necessary to find a way to estimate the rotor flux 

position through the direct measurement of the induced voltages on the SCs. 

Referring to Fig. 2.3.1, it is possible to define several synchronous reference frame 

systems: 

a

b

c

q

d

re

IS

re



q

d

Kqd Kqd Kqd

re


VS

 
Figure 2.3.1 Considered Synchronous reference frames 

- Synchronous reference frame aligned to rotor flux position re, i.e., qd-axes 

reference frame. 

- Synchronous reference frame aligned to the estimated rotor flux position   ^re, i. 

e., qd ^ -axes reference frame. 

- Synchronous reference frame aligned to the angular position   ^re - , i.e., qd
  ^

-axes 

reference frame. 

Where  is the angular phase shift between the stator current vector Is and the estimated 

q-axis, i.e. q ^. By defining with , the rotor position estimation error, it can be written: 

re =   ^re +      (2.3.1) 

 

Henceforth the mathematical model of the IPMSM machine, defined in (2.2.6) – 

(2.2.7), will be analyzed step by step in order to find the most suitable reference frame 

system to estimate the rotor flux position. In any case, the following hypotheses will be 

considered: 

- First hypothesis: the currents flowing in the stator winding are considered in steady 

state condition. 

- Second hypothesis: ( = constant). 

Furthermore, by supposing that the estimation error  is constant or slowly variable, we 

can approximate the estimate electrical rotor speed  ^re with the real electrical rotor speed re: 

 

 ^re ≈ re     (2.3.2) 
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2.3.1 IPMSM Mathematical Model in qd-axes Reference Frame 

When a synchronous reference frame with the real rotor flux position re is considered 

the transformation matrix Kqd and its inverse matrix [Kqd]
-1, are already defined in the 

paragraph 1.3, are given: 

 

Kqd = 
2

3
 






cos(re)  cos(re-2/3)  cos(re+2/3)

 sin(re)  sin(re-2/3)  sin(re+2/3)
  

 (2.3.3) 

[Kqd]
-1 = 







cos(re) sin(re)

cos(re-2/3) sin(re-2/3)

cos(re+2/3) sin(re+2/3)

  

 

In fact, the IPMSM mathematical model in qd-axis reference frame is already defined 

in (2.2.6) and (2.2.7).  By considering the above first hypothesis the currents flowing in 

the stator winding can be expressed as: 

 

ia = Is cos(re-)        ib = Is cos(re--2/3)        ic = Is cos(re-+2/3) (2.3.4) 

 

The expressions (2.3.4) can be rewritten in qd-axis reference frame, as: 







iq1

id1
 = Kqd 









ia

ib

ic

 = Is 






cos()

sin()
 (2.3.5) 

 

Geometrically, the current vector can be decomposed along the qd-axis by means the 

following Fig. 2.3.2: 

a

b
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q

d

re
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

iq1

id1

 
Figure 2.3.2 Main Winding Stator Current Vector in qd Synchronous Reference Frame 

In these conditions and under the second hypothesis ( = constant), the qd-axes 

currents and its derivatives can be computed in (2.3.6): 

 

iq1 = Is cos()        id1 = Is sin()        piq1 = 0         pid1 = 0 (2.3.6) 

 

By substituting the expressions (2.3.6) in the (2.2.6) and (2.2.7), the IPMSM 

mathematical model in qd-axis reference frame can be rewritten as: 



vq1 = Rs Is cos() + re Ld Is sin() + re pm

vd1 = Rs Is sin() - re Lq Is cos()
 (2.3.7) 
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

vq2 = re Mmd Is sin() + re pmSC

vd2 = - re Mmq Is cos()
 (2.3.8) 

 

From the equations systems (2.3.8), the induced voltages in the SCs, expressed in the 

synchronous reference frame with the real rotor flux position, are very simple but 

impractical for the angular rotor position estimation, because in a generic sensorless 

control algorithm the rotor flux position must be estimated and thus the analytical 

approach should be change as well as in the next sub-paragraph. 

2.3.2 IPMSM Mathematical Model in 𝒒𝒅̂-axis Reference Frame 

For this reason, starting from the mathematical model (2.2.1) and (2.2.2) it is necessary 

to consider a model of the machine in a synchronous reference frame aligned to the 

estimated rotor flux position, i.e. K ^qd and its inverse matrix [K ^qd]
-1; furthermore, since it 

is a sensorless algorithm, the rotor position must be estimated and therefore the 

transformation angle used in vector control is precisely the estimated angular rotor position 

  ^re. 

 

K
 ^

qd = 
2

3
 









cos(

 ^
re) cos(

 ^
re-2/3) cos(

 ^
re+2/3)

sin(
 ^

re) sin(
 ^

re-2/3) sin(
 ^

re+2/3)

  

 (2.3.9) 

[K
 ^

qd]
-1 = 









cos(

 ^
re) sin(

 ^
re)

cos(
 ^

re-2/3) sin(
 ^

re-2/3)

cos(
 ^

re+2/3) sin(
 ^

re+2/3)

  

 

The IPMSM mathematical model in qd ^ -axis reference frame is obtained by applying the 

transformation matrices (2.3.9) in (2.2.1) and (2.2.2): 

 







v ^q1

v ^d1

 = K
 ^

qd 









va

vb

vc

 = K
 ^

qd Rs [K
 ^

qd]
-1 







i ^q1

i ^d1

 + K
 ^

qd 
d

dt
 








[K
 ^

qd]
-1 







 ^q1

 ^d1

   

 (2.3.10) 







 ^q1

 ^d1

 = K
 ^

qd 









a

b

c

 = K
 ^

qd Ls(re) [K
 ^

qd]
-1 







i ^q1

i ^d1

 

 

 







v ^q2

v ^d2

 = K
 ^

qd 









vx

vy

vz

 = K
 ^

qd 
d

dt
 








[K
 ^

qd]
-1 







 ^q2

 ^d2

   

 (2.3.11) 







 ^q2

 ^d2

 = K
 ^

qd 









x

y

z

 = K
 ^

qd Ms(re) [K
 ^

qd]
-1 







i ^q1

i ^d1
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





i ^q1

i ^d1

 = K
 ^

qd 









ia

ib

ic

 (2.3.12) 

 

where v ^qd1, i ^qd1 and  ^qd1 are the main winding voltages, currents and fluxes in the 

estimated synchronous reference frame qd ^ , respectively; while v ^qd2 and  ^qd2 are the SCs 

voltages and currents in the estimated synchronous reference frame qd ^ . 

By manipulating the expressions (2.3.11) and (2.3.12), the following results are 

obtained: 

 







v ^q1

v ^d1

= 






Rs 0

0 Rs
 






i ^q1

i ^d1

 + 






p re

-re p
 






 ^q1

 ^d1

  

 (2.3.13) 







 ^q1

 ^d1

 = 







Lls+

3

2
LA-

3

2
LB cos(2)

3

2
LB sin(2)

3

2
LB sin(2) Lls+

3

2
LA+

3

2
LB cos(2)

 






i ^q1

i ^d1

+pm 






sin()

cos()
 

 

 







v ^q2

v ^d2

 = 






p re

-re p
 






 ^q2

 ^d2

  

 (2.3.14) 







 ^q2

 ^d2

 = 
3

2
 






MA-MB cos(2) MB sin(2)

MB sin(2) MA+MB cos(2)
 






i ^q1

i ^d1

+pmSC 






sin()

cos()
  

 

By further mathematical manipulations, the final expressions of the main winding 

voltages and SCs voltages in the estimated synchronous reference frame qd ^  are: 

 







v ^q1

v ^d1

= 




Rs 0

0 Rs

 






i ^q1

i ^d1

 + 







Lls+

3

2
LA-

3

2
LB cos(2)

3

2
LB sin(2)

3

2
LB sin(2) Lls+

3

2
LA+

3

2
LB cos(2)

 






pi  ^

q1

pi  ^
d1

 + 

+ re 









3

2
LB sin(2) Lls+

3

2
LA+

3

2
LB cos(2)

-Lls-
3

2
LA+

3

2
LB cos(2) −

3

2
LB sin(2)

 






i ^q1

i ^d1

 + re pm 




cos()

-sin()
 

(2.3.15) 

 







v ^q2

v ^d2

 = 
3

2
 






MA-MB cos(2) MB sin(2)

MB sin(2) MA+MB cos(2)
 






pi  ^

q1

pi  ^
d1

 +  

+
3

2
 re 







MB sin(2) MA+MB cos(2)

-MA+MB cos(2) -MB sin(2)
 






i ^q1

i ^d1

 + re pmSC 






cos()

-sin()
 

(2.3.16) 

 

where, the position error   is given: 

 = re -   ^re (2.3.17) 
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From the expressions (2.3.15) e (2.3.16) it is evident that the resulting model is quite 

complex, and it is difficult to extract any information on the angular position. 

However, even in the follow estimated synchronous reference frame qd ^ -axes it is 

possible to assume that the stator currents, in steady state conditions, are written as: 

ia = Is cos(   ^re-)       ib = Is cos(   ^re--2/3)       ic = Is cos(   ^re-+2/3) (2.3.18) 

 

In this case, the expressions of the stator current (2.3.18) are depending by the estimate 

rotor position   ^re. Even in this case the follow results are given: 







i ^q1

i ^d1

 = K
 ^

qd 









ia

ib

ic

 = Is 






cos()

sin()
 (2.3.19) 

 

Geometrically, the current vector can be decomposed along the qd ^ -axes by means the 

following Fig. 2.3.3: 

a

b

c
q

d

re

Is



iq1

id1

^

^

d̂

q̂
re
^



 
Figure 2.3.3 Main winding current vector in estimated qd Synchronous Reference Frame 

By considering the second hypothesis,  = constant, the qd ^ -axes currents and its 

derivatives can be computed in (2.3.20): 

 

i ^q1 = Is cos()        i ^d1 = Is sin()        p i ^q1 = 0         p i ^d1 = 0 (2.3.20) 

 

By substituting the conditions (2.3.19) and (2.3.20) in the expressions (2.3.15) and 

(2.3.16), the equations became: 



 v ^q1 = Rs Is cos()+

3

2
 re Is [ ](Lls+LA) sin()+LB sin(2 + ) +re pm cos()

v ^d1 = Rs Is sin()-
3

2
 re Is [ ](Lls+LA) cos()-LB cos(2 + )  -re pm sin()

 (2.3.21) 



 v ^q2 = 

3

2
 re Is [ ]MA sin()+MB sin(2 + ) +re pmSC cos()

v ^d2 = - 
3

2
 re Is [ ]MA cos()-MB cos(2 + )  -re pmSC sin()

 (2.3.22) 

 

Considering the expressions (2.3.22) related to the inducted voltages on the SCs, it is 

easy to observe that the magnitude of v̂qd2 depends on the mutual inductance coefficients 

MA, MB and by the permanent magnet flux linkage on the SCs, pmSC. 

Through this estimated synchronous reference frame it is not possible to directly detect 

the rotor flux position independently from the parameters MA, MB ed pmSC, both for 

SPMSM and SynchRel motor drives. 
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2.3.3 ,IPMSM Mathematical Model in 𝒒𝒅̂𝜸-axis Reference Frame 

In order to obtain a direct information on the estimated rotor flux position completely 

independent of the motor parameters, it is necessary to consider a further reference frame 

synchronous to   ^re -   which is denoted by qd
  ^

-axes. 

Starting from the transformation matrices K
 ^

qd and its inverse matric [K
 ^

qd]-1 (2.3.23) 

 

K
 ^

qd = 
2

3
 









cos(

 ^
re-) cos(

 ^
re--2/3) cos(

 ^
re-+2/3)

sin(
 ^

re-) sin(
 ^

re--2/3) sin(
 ^

re-+2/3)

  

 (2.3.23) 

[K
 ^

qd]-1 = 









cos(

 ^
re-) sin(

 ^
re-)

cos(
 ^

re--2/3) sin(
 ^

re--2/3)

cos(
 ^

re-+2/3) sin(
 ^

re-+2/3)

  

 

it is possible to obtain the following equations: 

 







v ^q1

v ^d1

 = K
 ^

qd 









va

vb

vc

 = K
 ^

qd Rs [K
 ^

qd]-1 






i ^q1

i ^d1

 + K
 ^

qd 
d

dt
 








[K
 ^

qd]-1 







 ^q1

 ^d1

   

 (2.3.24) 







 ^q1

 ^d1

 = K
 ^

qd 









a

b

c

 = K
 ^

qd Ls(re) [K
 ^

qd]-1 






i ^q1

i ^d1

 

 

 







v ^q2

v ^d2

 = K
 ^

qd 









vx

vy

vz

 = K
 ^

qd 
d

dt
 








[K
 ^

qd]
-1 







 ^q2

 ^d2

   

 (2.3.25) 







 ^q2

 ^d2

 = K
 ^

qd 









x

y

z

 = K
 ^

qd Ms(re) [K
 ^

qd]-1 






i ^q1

i ^d1

  

 







i ^q1

i ^d1

 = K
 ^

qd 









ia

ib

ic

 (2.3.26) 

 

where v ^qd1, i ^qd1 and  ^qd1 are the main winding voltages, currents and fluxes 

respectively, in the new estimated reference frame qd
  ^

; while v ^qd2 and  ^qd2 are the 

voltages and fluxes of the SCs in the new estimated reference frame qd
  ^

. 

 







v ^q1

v ^d1

 = 






Rs 0

0 Rs
 






i ^q1

i ^d1

 + 






p re

-re p
 






 ^q1

 ^d1

  

 (2.3.27) 
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





 ^q1

 ^d1

 = 







Lls+

3

2
LA-

3

2
LB cos(2+2)

3

2
LB sin(2+2)

3

2
LB sin(2+2) Lls+

3

2
LA+

3

2
LB cos(2+2)

 






i ^q1

i ^d1

+pm 




sin(+)

cos(+)
 

 

 







v ^q2

v ^d2

 = 






p re

-re p
 






 ^q2

 ^d2

  

 (2.3.28) 







 ^q2

 ^d2

 = 
3

2
 






MA-MB cos(2+2) MB sin(2+2)

MB sin(2+2) MA+MB cos(2+2)
 






i ^q1

i ^d1

+pmSC 






sin(+)

cos(+)
  

 

By considering the appropriate substitutions, the final voltages expressions of the main 

winding and SCs, in the qd
  ^

  reference frame, are given respectively: 

 







v ^q1

v ^d1

= 



Rs 0

0 Rs
 






i ^q1

i ^d1

 + 









Lls+

3

2
LA-

3

2
LB cos(2+2)

3

2
LB sin(2+2)

3

2
LB sin(2+2) Lls+

3

2
LA+

3

2
LB cos(2+2)

 






pi  ^

q1

pi  ^
d1

 +  

+ re 









3

2
LB sin(2+2) Lls+

3

2
LA+

3

2
LB cos(2+2)

-Lls-
3

2
LA+

3

2
LB cos(2+2) −

3

2
LB sin(2+2)

 






i ^q1

i ^d1

 + re pm 



cos(+)

-sin(+)
 

(2.3.29) 

 







v ^q2

v ^d2

 = 
3

2
 




MA-MB cos(2+2) MB sin(2+2)

MB sin(2+2) MA+MB cos(2+2)
 






pi  ^

q1

pi  ^
d1

 +  

+
3

2
 re 





MB sin(2+2) MA+MB cos(2+2)

-MA+MB cos(2+2) -MB sin(2+2)
 






i ^q1

i ^d1

 + re pmSC 




cos(+)

-sin(+)
 

(2.3.30) 

 

Also in this case, based on the expressions (2.3.29) and (2.3.30), the mathematical 

model obtained in the qd
  ^

  reference frame is quite complex and it is very difficult to see 

the possibility of being able to extract some information on the rotor flux position. 

Considering steady state conditions, the qd-axis currents in the new reference frame qd
  ^

, 

can be written: 

 







i ^q1

i ^d1

 = K
 ^

qd 









ia

ib

ic

 = 






Is

0
 (2.3.31) 

 

In this case, from (2.3.31), the decomposition of the current vector along the new 

estimated synchronous reference frame qd
  ^

 with the angular position   ^re - , provides that 

the current vector Is is aligned with the axis q ^ , therefore the q-axis current i
  ^

q1  is equal to 

the current vector amplitude Is.  Geometrically can be represented by the following Fig. 

2.3.4: 
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a

b

c

q

d

re

Is = iq1



re



q
d

^

 
Figure 2.3.4 Main Winding Stator Current Vector in qd-estimated Synchronous Reference Frame 

By considering the hypotheses on steady state conditions and  = constant, the 

equations systems (2.3.30) and (2.3.31) can be rewritten as (2.3.32) and (2.3.33): 



 v ^q1 = Rs Is+

3

2
 re Is LB sin(2+2)+re pm cos(+)

v ^d1 = -
3

2
 re Is [ ](Lls+LA)-LB cos(2+2)  -re pm sin(+)

 (2.3.32) 



 v ^q2 = 

3

2
 re Is MB sin(2+2)+re pmSC cos(+)

v ^d2 = - 
3

2
 re Is [ ]MA-MB cos(2+2)  -re pmSC sin(+)

 (2.3.33) 

 

The final expressions obtained in (2.3.33) allow to derive the induced voltages on the 

SCs through the new reference frame qd
  ^

. In particular, (2.3.32) and (2.3.33) are valid in 

the generic case of an IPMSM; in this type of synchronous machine is more difficult to extract 

the information on the rotor flux position by using the induced voltages on the SCs. Similar 

expressions can be obtained for a SPMSM, where the saliency coefficients are null and the 

current vector angle is null ( = 0) because the d-axis current is null (id1 = 0): 

 



 v ^q1 = Rs Is+re pm cos()

v ^d1 = - re Is Ls-re pm sin()
 (2.3.34) 

  



 v ^q2 = re pmSC cos()

v ^d2 = - re Is Mms-re pmSC sin()
 (2.3.35) 

 

From the expressions (2.3.35), as will be seen below, it is very easy to extract the 

information on the rotor flux position by using the induced voltages on the SCs. It should 

be noted that the self-inductive and mutual inductive coefficients have been grouped into 

two simple coefficients: Ls=3/2(Lls+LA) is the main winding self-inductive coefficient 

and Mms=3/2MA is the SCs mutual inductive coefficient. 

Similar simplification can be considered in case of SynchRel, where the permanent 

magnet is null: 



 v ^q1 = Rs Is+

3

2
 re Is LB sin(2+2)

v ^d1 = -
3

2
 re Is [ ](Lls+LA)-LB cos(2+2)

 (2.3.36) 
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

 v ^q2 = 

3

2
 re Is MB sin(2+2)

v ^d2 = - 
3

2
 re Is [ ]MA-MB cos(2+2)

 (2.3.37) 

 

In the following paragraphs the sensorless algorithms will be developed for the last 

two synchronous machine types: SPMSM and SynchRel, where the expressions (2.3.35) 

and (2.3.37) are suitably manipulated to extract the rotor flux position. 

In particular, in this study, new sensorless algorithms implemented for SPMSM and 

SynchRel, are carried out on a classic filed-oriented control where the induced voltages 

on the SCs are first acquired by an appropriate conditioning circuit and subsequently 

processed by the microcontroller for the realization of the aforementioned algorithms.  

2.4 Rotor Flux Position Estimation Through SCs for SPMSMs 

According to the expression (2.3.35), in a SPMSM motor drive, the estimated rotor 

position can be computed by both qd-axis voltage components v ^qd2  proposed again in 

(2.4.1) and (2.4.2): 

v ^q2 = re pmSC cos()    (2.4.1) 

 

v ^d2 = - re Is Mms - re pmSC sin()   (2.4.2) 

 

In general, for a SPMSM motor drive the control structure including the signals 

acquisition of the induced voltages on the SCs, is shown in Fig. 2.4.1: 
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Figure 2.4.1 Block diagram of the sensorless SPMSM motor drive including the SCs. 

 

In Fig. 2.4.1 the block named “Tracking Algorithm based on SCs” represents one of 

the generic rotor flux position estimation algorithm used for a SPMSM motor drive and 
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that they will be described in the following sub-paragraphs. In particular, the estimation 

algorithms exploit the two expressions (2.4.1) and (2.4.2) to estimate the rotor position. 

The rotor position estimation algorithms have been validated by preliminary 

simulations as well.  The results are referred to a SPMSM motor drive whose 

characteristics are shown in Tab. II.  The control algorithm shown in Fig. 2.4.1 has been 

implemented in Simulink, where the SPMSM mathematical model and the power 

conversion has been executed with a sampling time Ts = 1s. 

The rotor position estimation algorithms have been validated experimentally by steady 

state and dynamic tests accomplished on a test rig, which, according to Fig. 2.4.2, consists 

of a SMPMSM, whose data are listed in Tab. II, mechanically coupled to a 2.6 kW IPM 

synchronous motor drive to emulate the mechanical load.  The two IGBT-based three phase 

Voltage Source Inverters (VSIs) are operated with a standard space-vector pulse width 

modulation (SVPWM) method at 200V DC bus voltage and 10 kHz switching frequency. The 

control system schematized in Fig. 2.3.5 is implemented on a dSPACE DS1103 DSP board, 

where the execution times of the current loop and speed loop are Tsi = 100s and Ts = 200s 

respectively.  Technical specifications of the search coils and embedded thermistors are 

listed in Tab. III.  A torque transducer is placed in the mechanical coupling between the two 

electrical machines and two 2048 ppr encoders are exploited to measure the rotor positions of 

both motors. 
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Figure 2.4.2 Experimental Setup: SPM motor under test, IPM mechanical load. 

 
Table II SPMSM Motor Data 

Parameter Value 

Rated torque 5 Nm 

Rated speed 6000 rpm 

Inertia 0.0025 kg m2 

Pole pairs 3 

Rated voltage 565 V 

Rated current 5 A 

Rs 0.84 Ω 

Ls 4.7 mH 

 
Table III Technical specification of the Search Coils and Thermistors. 

Parameter Value 

Search Coils Mutual inductance Mms 0.2 mH 
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Thermistor resistance value at 25 °C  R25 210 kΩ 

 

A signal conditioning circuit is used to process the voltage induced on each SC, vx, vy 

and vz, respectively, in order to remove the PWM high frequency components in each SC, 

by using a filtering stage cascaded connected to a buffer and a further filter for level 

adaption, vxf, vyf and vzf, respectively.  The electric scheme of the signal conditioning 

system is shown in Fig. 2.4.3, while an example of the signal waveforms sampled in 

different testing points are shown in Fig. 2.4.4. The deviation of the rotor position 

estimation from the measured one, due to the signal conditioning circuit, is mitigated by an 

off-line generated look-up table.  
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Figure 2.4.3 Signal conditioning circuit used for SCs voltages acquisition and temperature 

monitoring.  switch SW1: (0) SC is used for rotor position estimation, (1) SC is used for temperature 

monitoring. 
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vxf 2 V
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Figure 2.4.4 Signal conditioning system waveforms for each SC stage. Test performed at 50 rad/s and 

100% of rated torque. 

In order to assess the consistence of the proposed sensorless position estimation technique, 

some steady state tests have been performed at different rotational speeds and load conditions, 

as shown in Figs. 2.4.5 - 2.4.7. 
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Figure 2.4.5 Steady state tests: q and d axis SCs voltages in estimated synchronous reference frame 

measured at rm = 10 rad/s and at different load conditions. 
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Figure 2.4.6 Steady state tests: q and d axis SCs voltages in estimated synchronous reference frame 

measured at rm = 40 rad/s and at different load conditions. 
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Figure 2.4.7 Steady state tests: q and d axis SCs voltages in estimated synchronous reference frame 

measured at rm = 70 rad/s and at different load conditions. 

Obtained results confirm that the rotor flux position error is null when by considering the 

equation (2.4.2) we obtain (v̂d2 +  ^re Mms Is) is null, and when by considering the equation 

(2.4.1) v ^q2 is maximum.  By tracking these two conditions it is possible to obtain an 

estimation of the rotor flux position theoretically independent from motor parameters. 

Below are the simulations and experimental results regarding the various tracking 

algorithms. 

2.4.1 Rotor Position and Speed Estimation via a Maximum Point Tracking Algorithm 

A first possible implementation has been tested and shown in Fig. 2.4.8, in which a PI 

controller is used to process the error between the reference and measured induced voltage 

on the SCs v ^q2  along the estimated axis. Integration of the output of the PI controller 

provides the estimated rotor position. 
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ωrm
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𝑠
 

+
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ωre
^ λpmSC 1/pp
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Figure 2.4.8 Block Diagram of the SPMSM Rotor Position and Speed Estimation Algorithm 

exploiting a PI-based maximum point tracking. 

The proposed approach, Fig. 2.4.1, allows to estimate the rotor position and rotor speed 

by mathematical manipulation of the v ^q2  defined in (2.4.1): 
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v ^q2 - re pmSC = re pmSC [ ]cos()-1  (2.4.3) 

The induced voltage v ^q2  provides a straightforward information about the estimation 

error; in fact,  can be driven to zero by tracking the maximum value of v ^q2 . The voltage 

v ^q2  has to be forced to zero, by using a PI controller, in order to drive the estimation error 

  to zero. In fact, if the estimation error   is force to zero by the PI controller, then the 

cosinusoidal term cos() would tend to one.  

This first solution is quite easy implementation but is sensitive to the permanent magnet 

flux pmSC variations; in fact, a slight variation of the permanent magnet flux could 

compromise the stability of the sensorless control system. 

This sensorless control based on Maximum Point Tracking Algorithm has been 

validated by Matlab/Simulink environment, according to the schematic of the control 

algorithms shown in Fig. 2.4.8. Figs. 2.4.9-2.4.10 deal with the dynamic response of 

SPMSM drive to a sequence of torque and speed variations when the drive is current 

controlled. 

In particular, Figs.2.4.9 and 2.4.10 display the rotational speed rm, the 

electromagnetic torque Te, the currents iq1, id1, the rotor position error  and v ^q2 for the 

sensorless implementation in a SPMSM drive.  Note that on the drive the tracking 

algorithm shown in Fig. 2.4.8 is able to keep quite low the estimation error, either at 

steady state and during transients. 
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(b) 

Figure 2.4.9 Simulation Results: torque and speed transients for SPMSM drive, (a) mechanical speed 

rm and electromagnetic torque Te, (b) qd-axes currents iq1 and id1. 
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(b) 

Figure 2.4.10 Simulation Results: torque and speed transients for SPMSM drive, (a) q-axis voltage 

induced on SCs in estimated reference frame (b) position error. 

In Fig. 2.4.11 an experimental test is shown, where the SPMSM is driven according to 

the classical vector control shown in Fig. 2.4.1 while performing a speed transient. A 

quite satisfactory dynamic behavior is obtained in sensorless mode, with small estimation 

errors. 
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θre

iq

 

1.5° 

2 A 50 ms

360° 

rm

^

 
Figure 2.4.11 SPMSM: speed transient from rm = 30 rad/s to rm = 80 rad/s. 

2.4.2 Rotor Position and Speed Estimation Based on Zero Crossing Tracking 

Algorithm 

A second way to carry out the rotor position information relies on exploiting a zero crossing 

tracking algorithm, as the one shown in Fig. 2.4.12, to process the quantity (v̂d2 +  ^re Mms Is) 

which according to (2.4.4), is directly related to the sine of the estimation error .  Speed 

estimation algorithm based on phase locked loop has been used to estimate the electrical rotor 

speed [45], [46].  

 

v ^d2 + re Is Mms = -re pmSC sin() (2.4.4) 



41 

 

vd2
^

0

θre
^

- +

ωrm
^

PI Controller

ωre
^

kp

ki

1

𝑠
 

+
+

1/pp

1

𝑠
 

Is

PLL

Mms
^

ωre
^

ωre
^

 
Figure 2.4.12 Block Diagram of the SPMSM Rotor Position and Speed Estimation based on Zero 

Crossing Algorithm. 

This method is insensitive to stator resistance variations and thus giving a robust rotor 

position estimation at low speed and high loads. Moreover, satisfactory dynamic performance 

is achieved with small computational efforts.   

Initially, in order to validate the rotor position estimation algorithm based on the zero-

crossing tracking algorithm, has been implemented in Simulink by considering the control 

structure of Fig. 2.4.1.  

Figs. 2.4.13a and 2.4.13b deal with the dynamic response of the sensorless SMPMSM 

algorithm in which the switch SW has been selected to 0. 
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(b) 

Figure 2.4.13 SW = 0: speed step at 1s and torque step at 2s: (a) reference and estimated rotor speed, 

reference and measured torque component of the stator current vector, electromagnetic torque; (b) 

control variable, rotor position and speed errors. 

In particular, a sequence of torque and speed variations have been applied to the speed 

controlled drive.  The machine is operated at rm = 50rad/s and 100% of the rated torque. 

You can note limited rotor position estimation error  and rotor speed estimation error , 

during both transient conditions, whose entity is related to the dynamic of the tracking 

algorithm.  In this test it has been assumed a perfect match between the estimated and motor 

parameters. 

Fig. 2.4.14 highlights the effect of parameters variations on the rotor position estimation.  In 

particular, a sequence of parameters variations has been imposed to the motor model and the 

estimation errors on the rotor position and speed have been computed.  Note that a significant 

variation of the magnetizing inductance Ls (-50%) yield to a rotor position error of  = 10deg, 

while the same percentage variation (+50%) on the stator resistance does not produce 

estimation errors [35] and [53]. 
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Figure 2.4.14 Steady state test: at the instant t1 a variation of Ls is imposed to the model (-50%), at 

the instant t2 the initial value of Ls, is restored, and finally at instant t3 Rs is changed of +50%. 

The effectivity of the proposed rotor position estimation method has been evaluated 

through experimental tests.  In particular, the test shown in Fig. 2.4.15 deals with a step 

from no load to rated load. The tested motor drive was torque controlled, while the IPM 

motor drive held a constant rotational speed rm = 50 rad/s.  Only negligible estimation 

errors were recorded.  
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Figure 2.4.15 Torque transient from no-load condition to rated torque at rm = 50 rad/s. 

The test of Fig. 2.4.15 highlights the dynamic behavior of the sensorless control during 

a speed variation from rm = 10 rad/s to rm = 50 rad/s at rated load.  In this case the 

tested motor drive was speed controlled while the IPM motor drive set a step load 

variation.  Also in this test a quite small estimation error was observed.  
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Figure 2.4.16 Speed transient from rm = 10 rad/s to rm = 50 rad/s at rated torque. 

2.4.3 Combined Zero Crossing Tracking Sensorless Control Approach with MVPT 

Position Error Estimation Tracking Algorithm 

However, the rotor position estimation is affected by the variation of the mutual 

inductance Mms. This can be mitigated by tracking the maximum of the voltage v ^q2 , (2.4.1), 

which coincides with a zero-estimation error  = 0, independently from motor parameters 

variations.  Hence, a maximum voltage point tracking (MVPT) based on the perturb and 

observe (P&O) algorithm has been integrated into the zero crossing tracking algorithm, [47], 

[48].   
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Figure 2.4.17 MVPT based on P&O algorithm for position error estimation. 

In Fig. 2.4.17 is shown the MVPT for position error estimation  ^ used in this study. 

The classical two-point P&O block diagram is composed of three stages: the first stage is 

a comparator between the actual v ^q2  sample and its previous sample, the second stage is 

an if statement, and finally the third stage is a counter. Obviously, the estimated position 

error  depend on the clock frequency fCLK used for triggered the P&O algorithm.  
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In this way the MVPT processes v ^q2  and provides the estimation of the position error 

 ^ between the estimated  ^re and the its correction by updating the rotor position estimation 


 ~

re. 


 ~

re =  ^re +  ^     (2.4.3) 

 

Also in this case a similar control block diagram has been adopted in Fig.2.4.18 , where 

both rotor position estimation algorithms provided from the equations (2.4.1) and (2.4.2) 

are combined: 
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Figure 2.4.18 Combined Zero-Crossing Tracking Sensorless Control Approach with MVPT position 

error estimation. 

The MVPT is of simple implementation, but is characterized by a low dynamic, thus it is 

used to compensate the parameters mismatching in the rotor position tracking algorithm of 

Fig. 2.4.18.  Specifically, the MVPT can be exploited to build suitable compensation maps 

(2D – look up tables) with a small set of data, to provide a fast correction of the rotor position 

estimation.  The MVPT may also continuously performed to update the compensation maps. 

Fig. 2.4.19 shows the results achieved by selecting SW=1 in the estimation algorithm of 

Fig. 2.4.18, where the estimation error carried out by the MPVT algorithm is added to the 

estimated angle   ^re.  The drive is initially working at rm = 80rad/s and 100% of the rated, 

SW=0, and a perfect match between the estimated and motor parameters is assumed.  At the 

instant t1 a step variation of Ls is imposed to the motor model yielding to an error .  At the 

instant t2 the P&O based MVPT sensorless algorithm is active nullifying the estimation error.   

A sequence of torque and speed transients is applied at the instants t3 and t4, respectively.  

Finally, a further step variation of Ls is imposed in the motor model.   

It is worth noting that when both tracking implementations are active the estimation error is 

always kept below a few degrees.  Alternative technical solutions are under investigations in 

order to improve the dynamic of the tracking method. 
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Figure 2.4.19 SPMSM motor drive dynamic behaviours during combined zero tracking cross 

algorithm sensorless approach with MVTP position error correction at different torque load conditions, 

speed conditions and with Ls steps variation. 

A remarkably smaller estimation error is obtained with the proposed approach in sub-

paragraph 2.4.2, even at high load. A quite large variation of the mutual inductance Mms 

with the load has been purposely included in the algorithm of Fig. 2.4.18 to assess the 

operation of the additional MVPT tracking loop.  In Fig. 2.4.20 a load step is first set with 

SW=0. At time t* the switch SW is set to 1 and the error  is added to   ^re, driving the 

estimation error to zero. 
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Figure 2.4.20 Activation of the MVPT algorithm on the estimated rotor position at the instant t*. 

2.5 Rotor Flux Position Estimation Through SCs for SynchRel 

Drives 

The detection of the Search Coils electromotive force related to the PM flux linkage 

has been implemented in case of Surface Permanent Magnet Synchronous Motors 

(SPMSM) as well explained in the previously paragraph 2.4. 

Conversely, in this paragraph will be explained how it will be straightforward to 

extract the Search Coils electromotive force associated to the salient magnetic structure 

in Synchronous Reluctance motors (SynchRel). 

In general, for a SynchRel motor drive the control structure including the signals 

acquisition of the induced voltages on the SCs, is shown in Fig. 2.5.1, where also in this 

case the block named “Tracking Algorithm based on SCs” represents the generic rotor 

flux position estimation algorithm used for SynchRel motor drive. 
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Figure 2.5.1 Block diagram of the sensorless SynchRel motor drive with including the SCs. 

According to the theoretical studies developed in the sub-paragraph 2.3.3 the estimated 

rotor position in SynchRel motor drive with including SCs can be computed by exploit 

the qd-axis voltage components v ^qd2 , equations (2.5.1) and (2.5.2).  
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v ^q2 = 
3

2
 re Is MB sin(2+2)   (2.5.1) 

 

v ^d2 = - 
3

2
 re Is [ ]MA-MB cos(2+2)    (2.5.2) 

 

Compared to the rotor position estimation algorithm by using SCs for SPMSM in this 

case only the q-axis component (2.5.1) will be used to implement the rotor position 

estimation algorithm. 

Initially, the rotor position estimation algorithms have been validated by preliminary 

simulations.  The results are referred to a SynchRel motor drive whose characteristics are 

shown in Tab. IV.  The control algorithm shown in Fig. 2.5.1 has been implemented in 

Simulink, where the SynchRel mathematical model and the power conversion has been 

executed with a sampling time Ts = 1s. 

A specific test bench, tailored around a SynchRel motor drive, has been realized to 

accomplish a practical evaluation of the proposed approach.  The block diagram of the 

experimental setup is shown in Fig. 2.5.2.   
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Figure 2.5.2 Experimental Setup: SynchRel motor under test. DC motor mechanical load. 

The SynchRel machine is driven according to a quite conventional maximum torque 

per ampere (MTPA) strategy, based on setting the ratio of d and q axes components of 

the stator current in order to minimize the magnitude of the current required to generate 

a given motor torque value.  Specifically, a constant  = 55 deg current vector phase angle 

has been set for experimental tests.  Technical specifications of the SyncRel machine, 

search coils and embedded thermistors are listed in Tab. IV, Tab. V and Tab. VI, 

respectively.   
Table IV SynchRel Motor Technical Specifications 

Parameter Value 

Rated torque 5 Nm 

Rated speed 1500 rpm 

Inertia 0.0045 kg m2 

Pole pairs 4 

Rated voltage 400 V 
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Rated current 8 A 

Rs 1. 4 Ω 

Lq 11 mH 

Ld 57 mH 

 
Table V Search Coils Technical Specifications 

Parameter Value 

Mq 2.3 mH 

Md 11.5 mH 

Coil Resistance 0.2  

Cable diameter 1 mm 

Number of turns 5 

 
Table VI Thermistors Technical Specifications 

Parameter Value 

Max. Power (at 25°C) P25 60 mW 

Temperature tolerance (0…70 °C)  T ±0.2 

Rated Temperature TR 25 °C 

Heat Capacity  Cth 22.5 mJ/K 

Resistance value at 25 °C  R25 30 k 

 

The experimental rig includes a three-phase 0.75 kW SyncRel motor, which is supplied 

by a two-level PWM inverter connected on the DC side to a 500V/5A power supply.   The 

current vector control system features a fsw = 10 kHz sampling frequency and is 

implemented on a dSPACE DS1104 DSP board.  The AD converters used to acquire the 

SCs voltages feature a 12 bits resolution with input voltages between -10V and 10V.  The 

SyncRel motor is mechanically coupled to a DC motor drive used as controllable 

mechanical load, whose inertia is 0.021 kg m2. 

A 1024 ppr encoder is used to compare the estimated and measured mechanical quantities.  

The thermistor wirings have been modified according to Fig. 2.5.3 in order to obtain a set of 

three SCs. The search coils have been located before placing the main winding, in the 

bottom stator winding.  Original external cables were retained for connection to the control 

unit.  Moreover, a further single SC not connected to any thermistor has been introduced in the 

machine for testing purposes, as well as a conventionally wired thermistor.  

Each SC voltage is acquired by using the signal conditioning circuit shown in Fig. 2.5.3, 

identically to Fig. 2.4.3. 
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Figure 2.5.3 Signal conditioning circuit used for SCs voltages acquisition and temperature 

monitoring. Switch SW1: (0) SC is used for rotor position estimation, (1) SC is used for temperature 

monitoring. 

It encompasses a front-end section including a PWM filter, a high impedance voltage divider 

and AD converters.  The filter suppresses the high frequency components caused by PWM 

operation, while the voltage divider suitably reduces the voltages of the SCs.  The output 

section is composed of a buffer stage and an analog Butterworth low-pass filter with a corner 

frequency of 300Hz to improve the signal to noise ratio.   

The rotor position estimation mode, or the temperature monitoring mode, can be 

selected by acting on the switch SW1.  Fig. 2.5.4 displays some signal waveforms 

acquired in different points of the conditioning circuit, while Fig. 2.5.5 shows the filtered 

SCs voltage signals vxyzf. 
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Figure 2.5.4 Signal conditioning circuit waveforms with the drive running at rm = 50 rad/s and TL = 

60% of the rated torque. 
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Figure 2.5.5 Voltages induced in the SCs at the search coils terminals of the SynchRel and after the 

filtering process, with the drive running at rm = 50 rad/s and TL = 60% of the rated torque. 

The consistence of the sensorless position estimation approach has been then assessed 

through steady state tests, dealing with different values of the rotational speed and load.  Some 

results are shown in Figs. 2.5.6, 2.5.7 and 2.5.8, which confirm that the rotor flux position 

error is null when v ^q2 is approaching to zero, independently from operating conditions. 
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Figure 2.5.6 Steady state qd axis SCs voltages in estimated reference frame at rm = 10 rad/s and 

different load conditions. 
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Figure 2.5.7 Steady state qd axis SCs voltages in estimated reference frame at rm = 50 rad/s and 

different load conditions. 
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Figure 2.5.8 Steady state qd axis SCs voltages in estimated reference frame at rm = 100 rad/s and 

different load conditions. 

Previous experimental tests were accomplished according to the MTPA technique.  In 

order to assess the effect of magnetic cross-coupling in suboptimal operation some tests 

were performed modifying the angle .  According to results shown in Figs. 2.5.9-2.5.11 

a constant rotor position estimation error is detected compared to the MTPA operations 

of Figs. 2.5.6-2.5.8.  Since this error is only related to the current vector orientation, which 

is known, it can be easily compensated through a look-up table (LUT). 
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Figure 2.5.9 Steady state qd axis SCs voltages in estimated reference frame at rm = 10 rad/s and 

different load and current vector orientation conditions. 
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Figure 2.5.10 Steady state qd axis SCs voltages in estimated reference frame at rm = 50 rad/s and 

different load and current vector orientation conditions. 
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Figure 2.5.11 Steady state qd axis SCs voltages in estimated reference frame at rm = 100 rad/s and 

different load and current vector orientation conditions. 

2.5.1 Rotor Position and Speed Estimation exploiting a Zero Crossing Tracking 

Algorithm 

According to (2.5.1) the q-axis induced voltage v ^q2  is proportional to sin(2+2).  This 

suggests a straightforward approach to track the actual rotor position, taking into account 

that the MTPA angle  is known. 
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Figure 2.5.12 Block Diagram of the rotor position and speed estimation for SynchRel Motor Drive. 

In fact, by assuming Is≠0 and re≠0, when forcing v ^q2 to zero, the estimation error  

becomes equal to the known quantity -.  Such an approach can be easily integrated in a 

standard current control vector (CVC) algorithm, as illustrated in Fig. 2.5.1.  In practice,  is 

first computed from  ^re and the angular position of the stator current vector in the abc 

stationary reference frame. The voltage induced in the search coils are then processed through 

the reference frame transformation qd  ^  to obtain v ^q2.  A PI regulator finally forces v ^q2 to 

zero by adjusting the estimated rotor position  ^re.  Such a regulator acts as a digital PLL 

system, as those used in some well-known sensorless control strategies [49], [50]. 

A low pass filter is applied to the estimated speed estimation in order to obtain an 

appropriate speed feedback signal for the sensorless drive [51], [52].  
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According to the proposed approach, the rotor position is tracked simply by driving v ^q2 

to zero, thus no motor parameter estimation is required.  

Experimental results shown in Fig. 2.5.13 deal with a test in which the drive operates in 

torque control, being the rotational speed held at 10rad/s by the DC drive.  The SyncRel 

motor is tasked to increase the torque from 60% to 120% of the rated value.  A satisfactory 

dynamic behavior is observed with a quite small speed estimation error . 
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Figure 2.5.13 Torque step from 60% to 120% of rated torque, at 10 rad/s. 

A direct comparison between the behavior of the proposed approach and that of a well 

known back-EMF based sensorless control technique [54], defined in chapter 1, is provided 

in Fig. 2.5.14.  The drive in the two cases is tasked to perform a speed transient from rm=50 

rad/s to rm=10 rad/s at no load.  While the control is lost below 10 rad/s using the back-

EMF based solution, the proposed approach stably works even approaching the zero speed, 

featuring an almost negligible estimation error 
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Figure 2.5.14 Comparisons between back-EMF based (a) and SCs-based (b) sensorless techniques: 

Speed variation from 50 rad/s to 10 rad/s, at no load condition. 

A speed transient from 20 to 100 rad/s is shown in Fig. 2.5.15, confirming the ability 

of the proposed approach to properly operate at high rotational speeds.   

200 ms
3 Aiq1

3 Aid1

20 rad/srm

15 °

1

2

34

 
Figure 2.5.15 Speed variation from 20 rad/s to 100 rad/s at 60% of the rated torque. 

2.5.2 Combined Back-EMF Sensorless Control Approach with Zero Crossing 

Tracking Error Estimation Algorithm 

The proposed approach could be also integrated in model-based observers to correct the 

rotor position estimation, thus avoiding any kind of on-line motor parameters adjustment.  A 

combination of the proposed approach and a back EMF based sensorless algorithm is shown 

in Fig. 2.5.16: 
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Figure 2.5.16 Combined sensorless control approach. 
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In this case, the estimation provided by the model-based estimator/observer is 

continuously corrected till v ^q2 is forced to zero. 

The effectiveness of such a combined approach is confirmed in Fig. 2.5.17.  In this 

low-speed test the rotor angular position provided by the back-EMF sensorless technique 

is first used.  At t=t1 the load is suddenly increased from 40% to 80% of the rated torque, 

resulting in an increment of the rotor position estimation error .  At t=t2 the proposed 

approach is successfully exploited to correct the rotor position estimation. 
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Figure 2.5.17 Load transient from 40% to 80% of the rated torque, at rm = 20 rad/s. 

2.6 Temperature Monitoring Experimental Results 

Finally, the temperature monitoring by using the Search Coils has been experimentally 

developed both for SPMSM and for SynchRel. The signal conditioning circuit described 

in paragraphs 2.4 and 2.5 has been used to acquire each SC voltages in order to implement 

the rotor position estimation algorithms when the switch SW1 = 0 and the temperature 

monitoring when the switch SW1 = 1. 

The influence of thermistors on the induced voltages on the SCs has been initially 

addressed, by evaluating the induced voltage on an additional SCs which is not connected 

with the thermistors. 

According to Figs. 2.8.1 and 2.8.2, no appreciable variation due to the presence of the 

additional resistor or with a thermistor is observed in the amplitude and phase of the voltage 

induced in the SCs. 
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Figure 2.6.1 Voltage at the terminals of the series of the SC and the additional resistor. 
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Figure 2.6.2 Voltage at the terminals of a SCs with and without Thermistor. 

In particular, Fig. 2.8.1 shows the voltage measured at the terminals of the series 

connection of SCs an additional resistors Radd; Fig. 2.8.2 shows the voltage measured at 

the terminal of the SC without and when a thermistor is connected in series with the SC. 

No appreciable variation in the amplitude and phase of the voltage induced in the SCs is 

observed in the range of resistance of commercially available thermistors. 

Finally, the temperature estimated according to Fig. 2.8.3a has been compared with that 

carried out by exploiting the classical Ohm’s law, supplying the thermistor with a constant 

DC voltage and measuring both voltage and current, Fig. 2.8.3b.   



59 

 

NTC

SC

ADC1

Rr=27 kΩ 

i

RT(25°C)=30 kΩ 

E

Voltage Level Adaptation 

and Filtering

v1

Signal Conditioning

v1f C Running 

Mean

SW1

 

V

A

NTC

RT(25°C)=30 kΩ 

E

 

(a) (b) 

Figure 2.6.3 Temperature monitoring in the synchronous motor drive (SPMSM and SynchRel) via: (a) 

DC supply of the series connection of the thermistor and SC; (b) typical temperature measurement by 

exploiting a DC supply voltage. 

In Figs. 2.8.4 - 2.8.5 the comparison has been executed in case of both synchronous motors 

(SPMSM or SynchRel) initially operated at no load and rm=50 rad/s; soon after, a step 

torque is applied and the temperature periodically estimated with both methods shown in Fig. 

2.8.3. 
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Figure 2.6.4 Temperature measurement through a simple Thermistor and an SC embedded 

Thermistor in SPMSM motor drive, at rm = 50 rad/s and 100% of the rated torque load. 
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Figure 2.6.5 Temperature measurement through a simple Thermistor and an SC embedded 

Thermistor in SynchRel motor drive, at rm = 50 rad/s and 80% of the rated torque load. 

It is worth noting that the measurement error is quite small, lower than 1C° at steady state. 

After having evaluated the effectiveness of the rotor position estimation algorithm, some 

further tests have been performed to investigate possible influence of the voltages induced in 

the search coils to temperature monitoring. According to the conventional technique for 

temperature measurement through a thermistor, an additional DC voltage E is exploited to 

detect the resistance of the thermistor through measurement of the voltage v1 at the terminals 

of a search coil, as shown in Fig. 2.8.3a.  The actual thermistor resistance thus is given by: 

RT = 
Rr

 
E

g v1f
 - 1

 
(2.8.1) 

Where g is the gain of the signal conditioning circuit.  Since only the DC component 

of the voltage should be taken into account, AC components due to the voltage induced 

in the SC must be wiped out. This can be accomplished by computing the mean value of 

v1.  The same signal condition circuit is used to carry out this measure, by selecting the 

switch SW1=1.  A low pass filter (LPF) is also required to cancel high frequency 

components of v1 caused by PWM. 

Fig. 2.8.6 shows the voltage v1f acquired by the control unit during a step torque while the 

drive is operating under sensorless control.  It is possible to note that the tracking algorithm 

is still working properly. 
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Figure 2.6.6 q axis SCs voltage in estimated reference frame, vc, vxf and iq1 measured according to 

Figure 56(a), with the drive operating in sensorless mode. 

2.7 Conclusions 

The contribution of my research in this topic regard an alternative way to sensorless 

estimate the rotor position in AC motors, exploiting the wiring of Thermistor embedded 

in the stator winding for temperature monitoring purposes.  

Specifically, thermistor wirings embedded in the stator winding are suitably modified 

in order to turn them in a set of search coils. Since these coils can be connected to the 

drive control system exploiting existing thermistor cablings, only a minimal departure 

from a standard machine design is required. 

 A several suitable rotor position estimation techniques fully independent from motor 

parameters have been then developed using the obtained set of search coils. Such a 

techniques can be used alone or to improve the performance of conventional Back-EMF 

based sensorless techniques. The consistence of the proposed approaches, as well as the 

compatibility between rotor position estimation and temperature monitoring have been 

assessed by experimental tests.   

The proposed techniques have been successfully applied on a Synchronous Reluctance 

motor drive and Surface Mounted Permanent Magnet Synchronous Machine motor drive 

however, it is of general use being exploitable on any kind of AC motor drive. 

On the other hand, the proposed SCs based sensorless methods needs the placement of 

some additional coils in the stator winding, which could be an issue for small and very 

compact motors.  

Moreover, even if the proposed methods requires only low-power and cheap circuitry 

to acquire the SCs voltages, in low cost applications the cost of these circuits could 

negatively affect the cost of the whole drive. Finally, the proposed approaches cannot be 

exploited on already assembled machines. 
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3 Chapter 3. Speed Estimation 

Algorithms for AC Motor Drives 

3.1 Introduction 

AC servo drives require a rotor position feedback transducer to implement field 

orientation and thus produce a decoupled torque and flux control, in a manner analogous 

to DC machines [1], guaranteeing optimal dynamic performances. 

In addition, velocity transducer is both costly and mechanically difficult, most drive 

developers prefer to estimate velocity from the position measurement. Hence, one 

feedback transducer is enough for both the field-oriented electromagnetic machine 

control and for the electro-mechanical velocity and position feedback control loops [1]. 

The usefulness of this approach is generally limited by the accuracy and quantization 

limits of the velocity estimation approach. This occurs because the velocity loop is the 

innermost state loop, and its performance must generally be better than outer state loops. 

Such performance implies that the state feedback gains for the velocity loop are higher 

than for the position and integrated position error loops and that the errors the velocity 

loop producers are not generally correctable by the lower performance position and 

integrated position error loops [1]. 

The higher gain requirement for the velocity loop will cause velocity quantization to 

appear directly as a larger (and unnecessary) variation (with significant RMS values) in 

the torque producing current component command. This is especially critical for ac drives 

because of the need for high current loop bandwidths to achieve proper instantaneous 

field orientation of the flux and current vectors [1]. 

This chapter will describe the different rotor position sensors technologies used in 

electrical motor drives.  In addition, the main metrics of a position sensor are identified 

and finally the main techniques for estimating angular speed will be discussed. 

3.2 Position Sensor Technologies 

Different technologies exist for position measurement, Fig. 3.2.1, e. g. electromagnetic 

resolvers, optical encoders, Hall-effect sensors, magnetoresistive sensors, proximity 

switches [2]. 
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Figure 3.2.1 Different Optical Encoder Technologies [3]. 

Regardless of the specific technology, the quality of position measurement is fully 

assessed by three independent metrics: resolution, absolute accuracy and differential 

accuracy, [4].  Resolution is defined as the smallest sensed position increment.  It can be 

indicated in angular units, in number of pulses per revolution, in number of bits or in the 

number of discrete states of the sensor’s interface, NDS. 

r = ideal(i) - ideal(i-1) (3.2.1) 

Equivalently, it can be defined as the number of different angles the encoder can 

distinguish between each other. Fig. 3.2.2 shows an encoder that can distinguish 8 

different positions within a complete revolution; the resolution is therefore 45° or 3 bits 

(23 = 8). 
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Figure 3.2.2 Resolution, absolute accuracy and differential accuracy for encoders [3]. 

Only the resolution is not sufficient to describe the performance of the position sensors 

because it gives no information regarding the correctness of the measured angle. For 

example, Fig. 3.2.2 shows two cases for the 3-bit encoder; in both cases the ideal rotor 

position shown by the encoder is different from the real rotor position, sensed on the 

shafted of the rotor. Absolute accuracy is defined as the ratio of the maximum error 

between the ideal and real position over the: 

a = 
max|real(i) - ideal(i-1)|

r
 (3.2.2) 
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According to the above definition the encoder on the left of Fig. 3.2.2 has a good 

absolute accuracy compared to the encoder on the right; it is therefore better suited for 

commutation or for position feedback in a position loop.  

However, this encoder is not useful in a speed control loop because the distance 

between the consecutive real angles is much variable in a whole revolution.  

Average speed calculation would therefore produce evident errors even when the shaft 

is rotating at a constant speed, causing inevitable steady state speed ripple. On the 

contrary, the encoder on the right would produce a good average speed measurement 

because the variation in the distance between consecutive angles is smaller then as the 

left configuration shaft rotates. Differential accuracy is defined as the p.u. maximum 

deviation between an actual position increment and the resolution of the encoder: 

a' = 
max|real(i) - real(i-1)| - r

r
 (3.2.3) 

All three metrics have an impact on the quality of motion control, on the torque ripple 

produced by the motor and on the efficiency of the drive. As recognized in [3], [5], a high 

absolute accuracy is the key for precise position control, while a high differential accuracy 

is very important for precise speed control.  Resolution affects both position and speed 

control in VSDs. In other words, the resolution not only does it have an impact on position 

controls, for example in terms of maximum position error at zero-speed, but also on speed 

control, since it affects the quality of speed estimation. 

3.2.1 Optical Encoders 

Optical rotary encoders use a glass disk with a pattern of lines deposited on it, a metal 

or plastic disk with slots Light from a LED shines through the disk or strip onto one or 

more photodetectors as shown in Fig. 3.2.3, which produce the encoder’s output. This is 

one of the most common technologies used in electric drives.  

 
Figure 3.2.3 Basic Operating Principle of “Geometrical” Angular Optical Encoders 

Rotary encoders can be absolute or incremental. The incremental encoder detects 

movement relative to a reference point. As a result a reference signal is usually supplied 

by the encoder at a fixed position in order to define a reference position. The current 

position is then incremented (or decremented) as appropriate. Unfortunately, a loss of 

count may not be detected until a reference point is reached. Furthermore, reading errors 

may accumulate. On the other hand, absolute encoders produce a set of binary signals 
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from which the absolute position can be deduced without the knowledge of the previous 

motion history. The current position is known right from powering-on. In the case of 

absolute rotary encoders, single and multiturn devices are available. 

A fixed LED source is aimed at a rotating transparent disc coupled to the shaft, upon 

which opaque areas have been created around it’s circumference. These areas may also 

be coded in some particular fashion. The number of variations in transmittance on a 

circumferential path is called “the number of lines”. Behind the rotating disc there is a 

fixed grating which acts as an magnifier and creates magnified fringe patterns which 

move one fringe pitch for every “line” of angular motion. Arc segment planar photodiodes 

are placed behind the moiré grating in order to catch the fringe patterns and produce 

smooth, almost sinusoidal analog signals in response to the disc’s rotation. Usually these 

signals are two and are in quadrature. The grating is important for encoders with a 

significant number of lines because without it the photodiodes wouldn’t be able to resolve 

the line spacing. 

The presence of coding on the rotating disc determines whether the encoder is 

incremental or absolute. In the first case the lines on the disc are not disposed in a coded 

fashion, but opaque areas are simply alternated with transparent areas, as shown in Fig. 

3.2.4; the encoder detects incremental angular motion, but is not able to measure the 

absolute angular shaft position. A very common digital interface for the sinusoidal 

outputs in incremental encoders is the so-called A quad B interface: the signals are fed to 

zero crossing detectors which convert them to square wave type signals, as shown in Fig. 

3.2.4. This interface is very cheap but the downside is a greatly reduced resolution. Fig. 

3.2.4 shows that by using both A and B signals it is possible to obtain a maximum 

resolution equal to 4 times the number of lines of the encoder. Differential accuracy can 

often become an issue in average speed calculation due to phase errors between A and B; 

when this is the case the entire line period must be used as the angular increment, so the 

resolution then equals the number of lines. Direction of rotation is known by checking 

whether the A channel signal leads or lags the B channel signal. 
Ch. A

Ch. B

AquadB output

 
Figure 3.2.4 Incremental Optical Encoder Disk Pattern and Output Signals. 

Absolute encoders overcome these problems since the coded lines on the disc, as 

shown in Fig. 3.2.5, allow absolute position measurement. The coding is sensed by the 

arc segment detectors and additional signal conditioning electronics transform the signal 

into a digital word which contains the absolute measurement of the particular angle that 

is being crossed by the shaft.  
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Figure 3.2.5 Absolute Optical Encoder Disk with Gray Code Pattern. 

The Gray code is generally used on the disk: the Gray code notoriously provides the 

least uncertainty in case of wrong transmission because only 1 bit changes state for each 

line transition; however, it requires a special interface to be read by the microprocessor. 

To overcome this problem, most manufacturers include hardware interfaces within the 

encoder housing, which transform Gray code into pure binary or decimal binary code 

(BCD) signals; in this way the user can choose from a selection of three different types 

of encoding, the one that best suits their interface. Analog sine quadrature signals are 

sometimes also available as outputs. In this case, the resolution can be significantly 

increased. 

Another aspect that must be taken into consideration is the relative lack of robustness 

of optical encoders. Temperature, humidity and electromagnetic interference can affect 

the signal conditioning electronics and mechanical shocks and vibrations can damage the 

discs. Many manufacturers offer extra-rugged encoders for operation in harsh 

environments. 

3.2.2 Electromagnetics Resolver 

The resolver is a rotating transformer consisting of a fixed part the stator and a rotating 

part the rotor, whose output voltages are related to the rotation angle of the shaft. 

Resolvers, in the past available with brushes and rotating collectors, are now of the 

brushless type. The stator houses three windings: a coil wound on a lamination, which is 

practically the primary winding of the rotating transformer and is used to excite the rotor, 

and two other windings fixed at right angles to each other. The rotor can have two or three 

windings: one is the secondary coil of the rotating transformer, also wound on a sheet, 

and the others are coupled to the two-phase windings on the stator. The basic resolvers 

have two poles, so the angular information is the mechanical angle of the rotor; these 

resolvers can reach an accuracy of up to 5 arc minutes. Multipole resolvers are also 

available that can provide better accuracy for mechanical angle measurement or be used 

for commutation purposes with multipolar brushless motors [5]. 

There are two main ways to obtain information on the position of the shafted rotor from 

resolvers. The first way, shown in Fig. 3.2.7, consists in energizing the two-phase stator 

windings (S1-S3 and S2-S4) with sinusoidal voltages in phase quadrature in order to 

obtain an induced voltage at the primary winding of the rotating transformer (R1 -R2) 

whose phase varies with the angle of the shaft. In this case, the following equations are 

valid where K is the transformation ratio of the rotating transformer: 

 

VS1-S3 = V sin(et)    (3.2.4) 
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VS2-S4 = V cos(et)    (3.2.5) 

 

VR1-R3 = K VS1-S3 cos() - K VS2-S4 sin() = K V sin(et - )  (3.2.6) 
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Figure 3.2.6 Stator Winding Excited Resolver. 

A variant of resolver with excited stator winding is the one shown in Fig. 3.2.8 in 

which the secondary winding is not on the rotor but is also placed on the stator. The rotor 

is shaped in such a way that spatial information is conveyed to the secondary winding 

thanks to the variation of the reluctance of the magnetic circuit. The equations describing 

this variant are identical to those described in (3.2.4) - (3.2.6). 
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Figure 3.2.7 Stator Windings Excited Resolver Variant. 

The second way, shown in Figure 3.2.9, consists in energizing the primary winding of 

the rotating transformer (R1-R2) with a sinusoidal voltage in order to obtain two voltages 

from the two-phase windings (S1-S3 and S2-S4) whose amplitudes vary with the angle 

of the tree. In this case, the following equations hold, with K previously defined: 

 

VR1-R2 = V sin(et)     (3.2.7) 

 

VS1-S3 = K VR1-R2 cos()    (3.2.8) 

 

VS2-S4 = K VR1-R2 sin()    (3.2.9) 
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Figure 3.2.8 Rotor Winding Excited Resolver. 

Having obtained voltages that contain position information in the phase or amplitude, 

it is necessary to extract this information and convert it from the analog domain to the 

digital one using ADC (Analog Digital Converter) converters which are now widespread 

in the market. 

The main advantage of choosing resolvers as position sensors is that the position 

measurement is absolute and is readily available at start-up: this is the main reason for its 

widespread use in electric traction applications. Another reason is that the mechanical 

structure of the resolvers is relatively robust and immune to environmental contamination. 

Many ADCs offer high immunity to disturbances thanks to the double integration of the 

error signal; noise rejection is further enhanced by the detector rejection of any signal not 

at the excitation frequency such as wideband noise. 

Important disadvantages are both technical and economic. The performance of the 

ADCs is limited by the sampling frequency of the demodulator which must be sampled 

at the excitation frequency of the rotor; this means that the dynamic content must be below 

half the excitation frequency. Also, the different excitation mode is not synchronized with 

the speed control sample rate. The resolver is a complex structure and therefore is destined 

to be more expensive than other technologies. 

3.2.3 Hall Effect Sensors 

Hall-effect sensors are among the most widely used kinds of sensors: they are cheap, 

rugged, practically maintenance free and easily integrated into virtually any kind of 

application design [6]. Typical examples of Hall-effect sensing applications can be found 

in crankshaft position or speed sensors, proximity sensors, office machine (copiers, fax 

machines, printers) sensors, anti-skid sensors, door interlock sensors, etc. Hall-effect 

plays an important role also in the electric drive industry: it is found as the sensing 

principle in high bandwidth linear current sensors and both in binary (digital) and linear 

position sensors. 

It is known that when a current-carrying conductor is placed into a magnetic field, a 

voltage will be generated perpendicular to both the current and the field. This principle is 

known as the Hall effect. Fig. 3.2.9 illustrates the basic principle of the Hall effect. It 

shows a thin sheet of semiconducting material (Hall element) through which a current is 

passed. 
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I

VH = 0

 
Figure 3.2.9 Hall effect principle, no magnetic field. 

i

VH   iB

B  
Figure 3.2.10 Hall effect principle, magnetic field present. 

The output connections are perpendicular to the direction of current. When no 

magnetic field is present, Fig. 3.2.10, current distribution is uniform and the potential 

difference across the output is not observed. When a perpendicular magnetic field is 

present, as shown in Fig. 3.2.11, a Lorentz force is exerted on the current. This force 

disturbs the current distribution, resulting in a potential difference (voltage) across the 

output. This voltage is the Hall voltage VH.   

Hall effect sensors can be applied in many types of sensing devices.  If the quantity 

(parameter) to be sensed incorporates or can incorporate a magnetic field, a Hall sensor 

will perform the task. The Hall voltage is proportional to the vector cross product of the 

current i and the flux density B.  

The Hall voltage is a low-level signal on the order of VH = 30 V in the presence of a 

flux density B = 100T. This low-level output requires an amplifier with low noise, high 

input impedance and moderate gain. A differential amplifier is used to amplify the Hall 

voltage in order to make the output usable for most applications. In order to manage both 

positive and negative flux densities without requiring two power supplies, the amplifier 

is biased positively. The Hall voltage is also proportional to the input current, so a 

regulator is needed to maintain this current constant and maintain the output voltage only 

proportional to the external magnetic field. A basic analog sensor is shown in Fig. 3.2.12. 
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Figure 3.2.11 Analog output Hall-effect sensor with internal regulator. 

Digital or binary output Hall-effect sensors have an output that is just one of two states: 

ON or OFF. An example of a binary Hall sensor configuration is shown in Fig. 3.2.13, 

where a Schmidt trigger compares the output of the differential amplifier to a set reference 

voltage in order to produce the binary output: when the amplifier output is greater than 

the reference, the trigger turns on, on the contrary it turns off. Furthermore, most general 

purpose digital Hall-effect ICs have an internal regulator. Hysteresis, of the Schmidt 

trigger, is used to avoid false triggering caused by noise in the input. As any digital circuit, 

the binary Hall-effect sensor has a large immunity to noise. The trade off is quite heavy 

and consists in having a 1 bit resolution, as the name “binary” implies. 

Regulator

Hall 

Element

+

-

i

VH

VCC

Vout

GND  
Figure 3.2.12 Binary output Hall-effect sensor. 

Position encoders can be obtained by using Hall-effect sensors. A typical example of 

a binary sensor position encoder for a PM machine is shown in Fig. 3.2.14. This low 

resolution encoder is classically used to provide commutation for BLDC drives. 
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Figure 3.2.13 Binary Hall-effect sensor shaft position encoder. 

Three sensors are placed around the periphery of the stator, 120° electrical degrees 

from each other, so that an encoder with a resolution equal to 6 is achieved. The sensors 

are typically glued onto the stator with epoxy resin or mounted on external supports. In 

general, the position encoder will be displaced by an angle ΔθH with respect to the a-axis 

reference; this angle must be compensated for in the control software. The accuracy of 

this encoder is dependent on many factors: the way the sensors are mounted, the type of 

PM machine that is being used, the number of pole pairs, the type of magnets etc. For 

example, it is more difficult to space sensors correctly on slotless machines than it is on 

slotted machines because there are no teeth that can help as an angular reference. Another 

difficulty arises in high pole number machines because the mechanical angle at which the 

sensors must be spaced decreases proportionally to the number of pole pairs. Even if the 

sensors are correctly spaced there is no guarantee on the accuracy of the measurements: 

variations in magnet flux levels between adjacent magnets or due to temperature effects 

or variations in hysteresis levels between sensors will decrease the accuracy of the 

encoder. In addition, the armature reaction can be strong enough to cause an error in the 

measurement that is dependent on the current density that is circulating in the stator 

windings. 

3.2.4 Capacitive Encoders 

A capacitive encoder uses the change in capacitance value of a capacitor as a means 

to measure displacement [7]. Typically, the capacitive sensor’s principal elements are 

arranged so that the capacitance changes as a moving elements displace relative to the 

stationary plates of the capacitor. Capacitive encoders is a relatively new introduction, 

there are only a handful of vendors for capacitive encoders, but their suitability for 

applications requiring high precision and durability make them a good choice. 

Transmitter Disk Reciver

Rotor

 
Figure 3.2.14 Capacitive Encoder. 
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Capacitive encoders work by transmitting a high-frequency signal through a rotor that 

is etched with a sinusoidal pattern [8]. As the rotor moves, this pattern modulates the 

signal in a predictable way. The receiver reads the modulations, and on-board electronics 

translate them into increments of rotary motion. 

Optical Capacitive  
Figure 3.2.15 Optical and Capacitive discs. 

Optical encoders cannot work in harsh environments like those with dust, moisture, 

frequent mechanical vibrations, and high temperature, because the optical disc inside the 

encoder is easily affected and damaged by ambient factors [9]. Furthermore, optical 

encoders have only a light beam focused at a certain point on optical disc, instead the 

whole area of a capacitive encoder board contributes to the output signal. This makes 

capacitive versions more robust, less susceptible to contamination and less influenced by 

temperature variations than optical encoders are. And with no LED to burn out, capacitive 

encoders can achieve a much longer life than optical versions. They are also more 

efficient, with current consumption typically less than 10 mA as compared to the 20 mA 

or higher consumption of an optical encoder. 

3.2.5 Magnetic Encoders 

Magnetic encoders are inherently rugged and operate reliably under shock and 

vibration and high temperature. Magnetic pollution can degrade rotary magnetic encoder 

performance, but other contaminants do not. Therefore, rotary magnetic encoders are 

often used instead of optical encoders [10]. Passive variable reluctance or magnetized 

strips on a rotating code rotor, wheel, or band are sensed by either a Hall-effect or 

magnetoresistive sensor. Motor speed and position accuracy dictate which of the two is 

better suited for an application.  

Among magnetic encoders we can distinguish several technologies which are using 

this principle to convert magnetic field into a physical quantity useful in electronic 

devices (typically current or tension). The most common are inductive encoder, magneto-

resistive encoder and Hall effect encoder [11]. 

Based on the geometrical aspect of the magnetic encoder, it is possible to distinguish 

two kinds of encoders:  

1. On-axis encoders: an encoder that is located on the rotation axis of a generic rotor. 

2. Off-axis encoder: an encoder that is located outside of the rotation axis of the 

rotor. 

When the motor shaft rotates, the magnetic field created by the ring magnet rotates. A 

Hall element placed next to the ring magnet receives a magnetic field whose strength and 

direction change simultaneously [12]. The Hall element detects this change in magnetic 

field distribution and converts it into an electrical signal. The Hall element is a magnetic 

sensor that can only detect the strength of a magnetic field in a single direction. Therefore, 

in order to detect the rotational position, Hall elements are required to detect the magnetic 
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field strengths of the X-axis component (Bx) and the Y-axis component (By) of the 

rotating surface. 

 
Figure 3.2.16 On axis configuration magnetic encoder and magnetic flux density strength detected by 

Hall element [12]. 

 
Figure 3.2.17 Magnetic density field input to Hall element in Off-Axis configuration [12]. 

3.3 Mathematical Formulations of the Quantized Rotor Position 

and Angular Speed 

Recently, particular interest has arisen for low-cost position sensors.  For example, 

magneto-resistive and linear Hall-effect sensors have been investigated in [13]-[16].  The 

main concern of these technologies is their limited accuracy and ways to improve it have 

been proposed in [15].  Other contributions have focused on low-resolution binary Hall-

effect sensors, [17]-[22]. In these contributions the main concern is the quantization noise 

present in the measurement and ways to reduce it have been investigated. 

Although it is known that as the sensor resolution decreases speed estimation 

deteriorates, [23]-[24], a complete understanding of the effects of position sensor 

resolution in VSDs has yet to be obtained. One fundamental, yet open issue is: how does 

a specific sensor resolution impact the performance of the drive under periodic torque 

disturbances? Such knowledge would be of great help to an engineer when selecting the 

resolution of the position sensor, in order to minimize the cost and achieve the required 

disturbance rejection at the same time. Some studies have analyzed the torque ripple 

induced by the resolution of the rotor position sensor, [25]-[28].  However, the main 

limitation in these papers is that the effect of finite resolution is modeled as an error in 

the rotor position measurement; this approach doesn’t allow to distinguish accuracy from 

resolution and therefore gives limited insight into the effects of resolution alone.  

Conversely, a much more insightful way to model resolution is via spatial Fourier analysis 

of the rotor position space vector, [17] and [29].  Although it is known that these so-called 

spatial quantization harmonics generate ripple in the speed estimation, no direct 

theoretical connection has ever been derived. 
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These contribution intends to complete the spatial Fourier approach by deriving the 

missing link between the spatial quantization harmonics in the measured rotor position 

and the time harmonic ripple in the estimated speed.  It is shown that this link resides in 

a new concept, i.e. the instantaneous quantized speed, which constitutes the effective 

input to any speed estimation algorithm. Time harmonic expressions for both quantized 

position and instantaneous quantized speed that are valid under periodic torque 

disturbances are also derived.  Numerically verified analytic expressions are provided for 

a well-known observer structure to quantify its filtering action on the instantaneous 

quantized speed.   

The measured, spatially quantized rotor electrical angle re
(q) can be interpreted as a 

quasi-rotating space vector 
(q)(re) in the stationary reference plane, where re is the 

instantaneous rotor electrical angle.  Its locus corresponds to the vertices of a regular 

polygon with NDS sides. As an example, Fig. 3.3.1 depicts the 
(q)(re) loci for two 

different resolutions.  










(q) 
(q)

NDS=6 NDs=32
 

Figure 3.3.1 
(q)(re) loci for NDS = 6 and NDS = 32. 

Such a spatial representation is valid for any NDS and its analytical formulation, in 

terms of a spatial Fourier series, was derived in [29] and is reported in (3.3.1), where re 

is the instantaneous rotor position. In addition to the fundamental space vector, which 

would be the only vector present for an infinitely high resolution, there are positively and 

negatively rotating quantization harmonic vectors produced by the finite resolution of the 

position sensor interface. The harmonic order and amplitude of these vectors both depend 

on NDS. 


(q)(θre) = e

j( )θre - 


NDS
 + 

k=1

+
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
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 e

-j( )(NDS k-1)θre + 


NDS  + 


1

NDS k+1
 e

j( )(NDS k+1)θre - 


NDS      (3.3.1) 

3.3.1 Formulations Under Constant Speed 

In general, any temporal formulation of (3.3.1) is obtained by specifying how re 

depends on time.  The simplest case is for a constant electrical angular frequency 

re0=2fre0, i.e. a constant speed of rotation.  The mathematical formulation of 
(q)(t) 

in this case is given by (3.3.2), by substituting re=re0t.   


(q)(t) = e

j( )re0t - 


NDS  + 
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+
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 e

-j( )(NDS k-1)re0t + 


NDS  + 


1

NDS k+1
 e

j( )(NDS k+1)re0t - 


NDS  (3.3.2) 
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Though straightforward, this models an ideal scenario since it implies the absence of 

any torque disturbance on the shaft. 

Fig. 2 shows the harmonic spectrum of 
(q)(t) for NDS = 6 and re0 = 210 rad/s.  The 

only physically meaningful harmonic containing the sought-after position information is 

the fundamental, shown in red.  All the other harmonics are an undesired effect of the 

finite resolution of the position sensor interface.  In Fig. 3.3.2 the first order quantization 

harmonic vectors (k = 1) are the negatively rotating fifth and positively rotating seventh.  

Each harmonic vector is separated by NDS times the fundamental frequency, i.e. six times 

in this case. 
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Figure 3.3.2 Harmonic spectra of 
(q) for re0 = 25 rad/s and NDS = 6. 

As an alternative to the space vector formulation, the quantized electrical rotor angle 

re
(q)(t), i.e. the phase angle of 

(q)(t), is equal to: 

re
(q)(t) = re0t + 

k=1

+

 
2

NDS k
 sin(NDSkre0t) (3.3.3) 

It should be noted that (3.3.3) is not a Fourier series representation of re
(q) since the 

term re0t is not periodic, [30]. 

While the rotor rotates continuously at a constant speed, 
(q) rotates discontinuously 

around its locus in the complex plane, like the ticking of a clock hand.  Its speed, 

henceforth named instantaneous quantized speed re
(q)(t), is defined as the time derivative 

of re
(q)(t): 

re
(q)(t) = 

dre
(q)(t)

dt
 (3.3.4) 

re
(q)(t) is highly discontinuous and jumps between zero and infinity at each variation 

in the position measurement.  For the case of constant speed of rotation, re
(q)(t) is 

obtained by differentiating (3.3.3): 

re
(q)(t) = re0 + 

k=1

+

 2re0 cos(NDSkre0t) (3.3.5) 

The above is a Fourier series, indicating that re
(q)(t) is a periodic waveform in these 

operating conditions.  An example, a reconstructed re
(q)(t) waveform with kmax = 100 is 

shown in Fig. 3.3.3a, for the same resolution and operating conditions of Fig. 3.3.2; re0 

is also shown as a dashed line.  As expected, re
(q)(t) features significant impulses every 
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time the position measurement changes.  Fig. 3.3.3b shows its harmonic spectrum, which 

has an infinite number of equally spaced quantization harmonics at kNDSre0, with 

amplitude 2re0; the only physically meaningful harmonic, i.e. the dc component, is 

shown in red. 

Due to the speed dependent nature of the harmonic frequencies, the quantization 

harmonics are spaced further apart from each other as speed increases. 
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(b) 

Figure 3.3.3 Instantaneous quantized speed re
(q) for NDS = 6 and re0 = 210 rad/s. (a) 

reconstructed waveform for kmax = 100. (b) corresponding harmonic spectrum. 

3.3.2 Formulations Under Single Sinusoidal Disturbance 

So as to model a more realistic condition, it is now assumed that a single sinusoidal 

torque disturbance Td acts on the shaft, while it is spinning at an average speed 

corresponding to an electrical angular frequency re0.  In this case, the instantaneous 

electrical speed includes a co-sinusoidal oscillation with an amplitude re, a frequency 

d=2fd, and a phase d: 

re(t) = re0 + recos(dt+d) (3.3.6) 
Its integral provides the instantaneous rotor position: 
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re(t) = 
0

t

re()d = re0t + 
re

d
sin(dt+d) (3.3.7) 

By substituting (3.3.7) into (3.3.1), a novel expression for 
(q)(t) is obtained, (3.3.8), 

in which a sinusoidal term is present in the phase angle of each harmonic space vector:  


(q) undergoes a process of phase modulation for each harmonic space vector, just like 

in the renowned telecommunications technique, [31].  Applying the Jacobi-Anger 

expansion to each harmonic space vector in (3.3.8) leads to the Fourier series in (3.3.9), 

where Jn is the n-th order Bessel function of the first kind and its argument 

(NDSk±1)red is the k-th order modulation index.   
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(3.3.9) 

To gain more insight into this phenomenon, Fig. 3.3.4 shows the harmonic spectrum 

of 
(q) for NDS = 6, assuming that the rotor is rotating at re0 = 210 rad/s and is 

subjected to a single sinusoidal torque disturbance at fd = 11 Hz, which induces a speed 

oscillation with amplitude re = 2 rad/s.   
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Figure 3.3.4 Harmonic spectrum of 

(q) for re0 = 210 rad/s, re = 2 rad/s, d = 0 rad and d 

= 211 rad/s. (a) NDS = 6. 

Compared to Fig. 3.3.1, additional harmonics are visible at fre0 ± fd, -(NDS-1) fre0 ± fd, 

(NDS+1) fre0 ± fd, etc.  All of these can be explained by a term-by-term examination of 

(3.3.9), as done in the following. 

The Jacobi-Anger expansion of the fundamental space vector produces an infinite 

number of harmonics at frequencies fre0+nfd, with n varying in the range -, +. Each 

harmonic has an amplitude Jn, which depends on the order n of the Bessel function and 
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on red, i.e. the modulation index for k = 0.  In the event of a torque disturbance with 

a small amplitude and/or a high frequency, red << 1, the only significant harmonics 

produced by the modulation of the fundamental space vector are at fre0 and at fre0 ± fd, 

with amplitudes J0(red) and J1(red), respectively.  This effect is known as 

narrow-band modulation.  The modulation index for k = 0 is equal to  0.0833 for the 

spectrum in Fig. 3, confirming narrow-band modulation; this explains the presence of 

harmonics at fre0 and at fre0 ± fd in both spectra.  Conversely, whenever red >> 1, i.e. 

in the event of a torque disturbance with a large amplitude and/or a low frequency, upper 

and lower sidebands will appear around fre0, giving rise to wide-band modulation.  By 

extending this analysis to the higher order space vectors, narrow-band and wide-band 

modulation will occur depending on whether the respective modulation indices, 

(kNDS±1)red, are much smaller or much greater than unity.  In Fig. 3.3.4, the two 

modulation indices for k = 1 are still small, thereby explaining the presence of harmonics 

at -(NDS-1) fre0 ± fd and at (NDS+1) fre0 ± fd.  For higher order harmonic space vectors, the 

modulation becomes wide-band and the harmonics spread out. 

For the same operating conditions, the scalar form of the quantized electrical rotor 

angle is given in (3.3.10) and its Bessel function equivalent representation is provided in 

(3.3.11). The resulting re
(q)(t) is reported in (3.3.12) and is obtained by differentiating 

(3.3.11) with respect to time. 
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 sin((NDSkre0+nd)t+nd) (3.3.11) 

re
(q)(t) = re0 + recos(dt+d) + 

k=1

+

 
2

NDS k
 
n=-

+

Jn( )NDSkre

d
 (NDSkre0+nd) cos((NDSkre0+nd)t+nd)          (3.3.12) 

Fig. 3.3.5 shows the spectrum of re
(q).  Compared to the case of constant speed, a 

significant number of additional harmonics appear, featuring amplitudes comparable to 

the average speed re0. For instance, significant harmonics are now found at frequencies 

NDS fre0-fd and NDS fre0+fd.  In such a case it would be practically impossible to estimate the 

actual speed alone, i.e. the red harmonics, without introducing a non-negligible amount of 

quantization harmonics into the estimate. 
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Figure 3.3.5 Harmonic spectrum of re

(q), using kmax = 100 and nmax = 28, for  

re0 = 210 rad/s, el = 2 rad/s, fd = 11 Hz, d = 0 rad and NDS = 6 

Resolution plays a key role in the spectral distribution of re
(q): by increasing NDS, all 

the quantization harmonics move to higher frequencies, facilitating their filtering by 

means of a speed estimation algorithm.  This is confirmed in the harmonic spectra of re
(q) 

shown in Fig. 3.3.6, which have been calculated for values of NDS ranging from 32 to 1024, 

under the same torque disturbance as in Fig. 3.3.5.  Carson’s rule, [32], can be used to 

predict the approximate bandwidth occupied by each harmonic sideband, BWk: 

BWk  2fd 






NDSkel

d
 + 1  (3.3.13) 

Applying (3.3.13) for k = 1 gives BW1 = 86 Hz for the bandwidth of the sideband shown 

in Fig. 3.3.6a, BW1 = 534 Hz for Fig. 3.3.6b and BW1 = 2070 Hz for Fig. 3.3.6c.  Good 

agreement between the predicted and actual bandwidths can be observed. 
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Figure 3.3.6 Harmonic spectra of re
(q), for re0 = 210 rad/s, re = 2 rad/s,  

fd = 11 Hz, d = 0 rad. (a) NDS = 32. (b) NDS = 256.  (c) NDS = 1024. 

3.3.3 Formulations Under Periodic Disturbance 

The previous case can be extended to the case of a generic periodic torque disturbance 

composed of h harmonic components.  Analytical expressions for 
(q)(t) and re

(q)(t) 

are obtained by following the same procedure as above, i.e. by integrating the 

instantaneous electrical frequency re(t) to obtain re(t).  Substitution of the resulting 

re(t) into (3.3.1) and application of Jacobi-Anger expansions leads to (3.3.14).  

Differentiating (3.3.14) with respect to time results in the expression for re
(q)(t) shown 

in (3.3.15).   


(q) = 

n1=-

+

Jn1



re1

d1
···

nh=-

+

Jnh



reh

dh
 e

j[ ](re0 +
i=1

h

nidi)t+
i=1

h

nidi-


NDS
+ 

+ 
k=1

+

{-
1

NDS k-1
 
n1=-

+

Jn1 



(NDS k-1)

re1

d1
···

nh=-

+

Jnh 



(NDS k-1)

reh

dh
 e

-j{ }[ ](NDS k-1)re0+
i=1

h

nidi t+
i=1

h

nidi+


NDS
 

+
1

NDS k+1
n1=-

+

Jn1 



(NDS k+1)

re1

d1
···

nh=-

+





Jnh 



(NDS k+1)

reh

dh
e

j{ }[ ](NDS k+1)re0 +
i=1

h

nidi t+
i=1

h

nidi-


NDS  

(3.3.14) 

 

re
(q)(t) = re0 + 

i=1

h

reicos(dit+di)+
k=1

+

2

NDS k
n1=-

+

Jn1



NDSkre1

d1
···

nh=-

+

Jnh



NDSkreh

dh

+ 









NDSkre0+
i=1

h

nidi cos
















NDSkre0+
i=1

h

nidi  t +
i=1

h

nidi  

 

(3.3.15) 

As an example, Fig. 3.3.7 displays the harmonic spectrum of re
(q) for re0 = 210 

rad/s and NDS = 6, with the shaft subjected to a periodic disturbance consisting of two 

harmonic components, leading to speed oscillations having re1 = 2 rad/s, fd1 = 7 Hz, 

d1 = 0 rad, and re2= 2 rad/s, fd2 = 12 Hz, d2 = 0 rad.  Compared to Fig.3.3.5, a 

significant increase in the number of harmonics is clearly visible, as result of the 

interaction between the two disturbance harmonics and the spatial quantization 

harmonics. 
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Figure 3.3.7 Harmonic spectrum of re

(q), for re0 = 210 rad/s, re1 = 2 rad/s, fd1 = 7 Hz, d1 = 0 

rad, re2 = 2 rad/s, fd2 = 12 Hz, d2 = 0 rad and NDS = 6. 

3.3.4 Extension to Non-Periodic Disturbance 

As demonstrated above, analytical expressions of re
(q)(t) can be obtained by 

differentiation of re
(q)(t) with respect to time, provided that the quantized position can be 

expressed in closed form.  When this is not possible, for example in the event of 

nonperiodic torque disturbances, re
(q)(t) can still be calculated via numerical 

differentiation if re
(q)(t) is available from measurement or from simulation.  Fig.3.3.8 

shows this for the case of two successive torque disturbance pulses which cause the rotor 

speed to increase and then decrease linearly.  The instantaneous quantized speed is 

calculated using the forward Euler method: 

re
(q)(t)  

re
(q)[(k+1)Ts]-re

(q)[kTs]

 Ts
 (3.3.16) 

with Ts equal to the sampling period of re
(q)(t). 
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Figure 3.3.8 re(t), re
(q)(t) and re

(q)(t) for the case of a nonperiodic torque disturbance with NDS = 6 

and Ts = 1s. 

3.4 Speed Estimation Techniques 

In an electric drive, rotor position measurement is required to ensure high dynamic 

performances. In many applications, where the speed feedback is required, such as in 

VSDs (Variable Speed Drives) widespread in many industries: manufacturing industry, 

automotive, naval, aerospace, etc. wherever speed control is required for energy saving 

or for process control.  

The position transducer is considered the best compromise in terms of preference and 

costs for speed controlled drives.  The position transducer is sufficient both to realize the 

vector control of the electric machine and to realize the speed and position control loops. 

Different techniques can be exploited to estimate the angular speed, starting from the 

measurement of the rotor position; the choice of one technique rather than another may 

depend on various factors, such as the position sensor technology, position sensor 

resolution, minimum and maximum speed, etc.  

Regardless of the factors of choice the estimation techniques can be classified into 

model-based and non-model-based methods, [33]. 

3.5 Model Based Speed Estimation Techniques 

Among the former group, which require knowledge of the mechanical model of the 

load, one can mention vector tracking observers and Kalman filters, [1], [34]-[35].  The 

main advantages of model-based methods are their performance and design flexibility.  

Disadvantages arise for particular applications in which the mechanical proprieties of the 

load are unknown. For these, it is quite common to use non-model-based methods, which 

don’t require any additional information other than the position measurement. 
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3.5.1 Luenberger Observer 

Knowledge of the system's state is necessary to solve several control systems 

problems; in the most feedback control systems is not possible to measure the system's 

state directly, for instance the rotor speed estimation in electric drives; or even when, 

although it is possible to measure the system's state the measurement errors is greater than 

the errors computed by system's state estimation, for instance when the rotor angular 

position measurement is carried out by low resolution sensors. 

If the system's state estimation to be possible, it is necessary that the system must be 

observable. In this way it is possible to reconstruct the system's state from the system's 

output observation. The observer characterization depends on its convergence velocity.  

In control theory, the so-called Luenberger observer, is a dynamic system that allows 

to estimate the state evolution of the observable system. 

Typically, when the characterization depends on the convergence velocity a 

deterministic observer, such as Luenberger observer, is defined; when the 

characterization depends on the uncertainty of measurement, a non-deterministic 

observer, such as the Kalman filter, is defined. 

Fig. 3.5.1 shows a typical control structure that uses a state observer: 

Controller Process

Luenberger 

Observer

r*(t) y(t)

x(t)^

u(t)

 
Figure 3.5.1 Typical control system structure with an observer. 

Given a linear time invariant dynamic system (LTI), it is characterized by the 

following equations of state: 





x
.
(t) = A x(t) + B u(t)

y(t) = C x(t) + D u(t)
 (3.5.1) 

In Fig. 3.5.2 a general Luenberger observer structure is presented: 

B

A

L

C+

++

+
-u(t)

y(t)x(t)^

B·u

A·x̂

x̂ ŷ

y - ŷL·(y – y)̂

Luenberger Observer

·
1

𝑠
 

 
Figure 3.5.2 Luenberger Observer: Typical Structure. 

From Fig. 3.5.2 it is possible to compute the derivative of the estimate state x(t): 

x̂
.
(t) = A x̂(t) + B u(t) + L ( )y(t) - ŷ(t)   

(3.5.2) 

Starting from the definition (3.5.3) of the asymptotic observability of the system’s state: 

t→∞
lim ||x(t) - x̂(t)|| = 0  (3.5.3) 
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This limit (3.5.3) is also valid for the derivative of the estimated state: 

t→∞
lim ||x

.
(t) - x̂

.
(t)|| = 0  (3.5.4) 

Therefore: 

x̂(t) - x̂
.
(t) = (A - L C) ( )y(t) - ŷ(t)   

(3.5.5) 

A necessary and sufficient condition for (3.5.3) is that all eigenvalues of the matrix AO 

= (A – L C) have a negative real part. This matrix is called the state matrix of the dynamic 

system of the (3.5.1) with included Luenberger observer. The Luenberger gains matrix L 

exits if and only if the system is completely observable. A necessary and sufficient 

condition for an LTI dynamic system to be completely observable is that the observability 

matrix O has maximum rank. 

O = 









C

C A

.

.

C An-1

  (3.5.6) 

Since it is necessary to estimate the rotor speed of an electric motor, the mechanical 

system to be considered is: 



Te - TL= J 

drm

dt
 + F rm

rm = 
drm

dt

 (3.5.7) 

By rewriting the (3.5.7) in matrix form: 

d

dt
 






rm

rm
 = 











-
F

J


1 0

 






rm

rm
 + 









1

J



 (Te - TL) (3.5.8) 

In (3.5.9) can be summarize the matrices related to the above model (3.5.8). 

A = 











-
F

J


1 0

        B = 









1

J



        C = [ ]0          D = 0 (3.5.9) 

The observability condition is computed and verified in (3.5.10): 

O = 






C

C A
 = 







01

10
      det(O) ≠ 0 (3.5.10) 

Starting from (3.5.10) the state matrix of the dynamic system with included the 

Luenberger observer is given: 

AO = A - L C = 











-
F

J
 -l1

1  -l2

 (3.5.11) 

1,2 = 

-








l2 + 
F

J
 ± 









l2 + 
F

J
2 - 4









l2 
F

J
 + l1

2
 

(3.5.12) 

From (3.5.12) it is possible to choosing appropriately the desired eigenvalues desired 

1,2 from choosing the Luenberger matrix L gains l1 e l2. 

Finally, the control speed structure with estimated speed by Luenberger observer is 

shown in Fig.3.5.3: 
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Figure 3.5.3 Control System with the Luenberger Observer 

3.5.2 Vector Tracking Observer 

The Vector Tracking Observer (VTO) is a non-linear adaptation of a Luenberger 

observer, in which vector cross-product phase detection is used, similar to that used in a 

PLL (phase locked loop). Typically, this observer is used in several areas concerning the 

position sensorless control of AC machines. 

Fig. 3.5.4 shows the continuous-time block diagram of a VTO: the observer is 

estimating a generic rotating vector  and produces estimates of the angular position, 

or phase, and of the input speed. Four constructive parts of the VTO are highlighted: the 

phase detector of the vector cross product, a controller, a physical system model and a 

vector model. 
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Ĵ

pp 1

𝑠
 

el
^

1

𝑠
 

el
^

e jel
^


^

Vector Cross-

Product

Controller
Mechanical System Model

Unit Vector

 
Figure 3.5.4 Non-Linear Vector Tracking Observer (VTO) block diagram. 

The vector cross-product is responsible for the observer's non-linearity and its nature 

of vector tracking, which makes it extremely similar to a PLL. The controller is essentially 

a proportional, integral and derivative regulator (PID) and is present to force the 

convergence of the estimated vector towards the input vector; the estimated vector is 

formed using the estimate of the outermost state in combination with an appropriate 

vector model: in Fig. 3.5.4 the vector model was formed by assuming an input vector in 

continuous rotation. Finally, a physical system model must also be present because an 
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adequately trained observer should produce consistent estimates of the physical states: in 

Fig. 3.5.4 the physical system is assumed to be a rigidly coupled mechanical system, with 

zero damping, where pp is the number of polar pairs of the machine and J  ^ is the 

estimated total inertia of the system. A feedforward input can also be recognized in the 

physical system: a correct feedforward helps to maintain good tracking properties above 

the observer's bandwidth. In addition, the controller output can be used as a limited 

bandwidth noise estimate, as shown in Fig 3.5.4. The quality of the noise estimate 

depends on many factors, including the quality of the feedforward signal, the bandwidth 

of the observer and also the feedback vector model. If the feedforward input is not present, 

the structure becomes that of a state filter and will have reduced tracking properties above 

the filter bandwidth. 

An alternative structure which avoids the unrealizable derivative present in Fig. 3.5.4 

is shown for this particular physical system model in Fig. 3.5.5. 
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Figure 3.5.5 Alternative Structure of a VTO. 

The general input/output characteristics remain unchanged, however there are two 

important internal changes. The first is that, since the derivative action is shifted to the 

speed state, the output of the PI controller cannot be considered a coherent disturbance 

estimate. Secondly, two speed estimates are now available, one that comes directly from 

the state integrator and is referred to as the "unenhanced" estimate, the other that also 

contains the term of the derivative action and is therefore an "enhanced" estimate ". Both 

estimates can be used, although the “unenhanced” version is not consistent with the 

estimated position and the two signals have different dynamic properties. In particular, 

since the enhanced signal is the same as the speed estimated in Fig 3.5.5, it has the same 

properties in terms of noise rejection; the “unenhanced” signal instead has reduced noise 

rejection properties because it is formed without the contribution of the derivative action 

of the controller. 

The analysis of the operating point of the VTO was performed for the first time in [38]. 

The operating point model is obtained using a first order Taylor series approximation 

around a specific equilibrium point; this requires taking the partial derivative of each state 

with respect to all the states and inputs of the system.  

Assuming the both input vector and the estimated vector have unit amplitude, and 

defining  as: 

 = re -   ^re (3.5.13) 

the result of the vector cross-product at the VTO input is: 

| ×  ^| = sin( )re ×   ^re  = sin() (3.5.14) 

The open loop transfer function is: 
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C(s) = 
ba pp

J  ^
 

s2 + 
ksa

ba
s + 

kia

ba

s3  
(3.5.15) 

So the estimated position, i. e. phase of the estimated vector,   ^re is obtained as: 

  ^re = C(s) sin() = 
ba pp

J  ^
 

s2 + 
ksa

ba
s + 

kia

ba

s3  sin() 
(3.5.16) 

By considering the position error defined in (3.5.13) the expression (3.5.16) can be 

rewritten as: 

 

ba pp

J  ^
 

s2 + 
ksa

ba
s + 

kia

ba

s3  sin() = re -  (3.5.17) 

By applying the derivative in (3.5.17) and rearranging this equation obtain: 

 

s3  + 
ba pp

J  ^
 








s2 + 
ksa

ba
s + 

kia

ba
 sin() = s3 re 

 
(3.5.18) 

If the acceleration is assumed constant, the right part of (3.5.18) is zero and by 

transforming the equation (3.5.19) into the time domain yields: 

 

d3

dt3
+ 

ba pp

J  ^
 cos()

d2

dt2
 - 

ba pp

J  ^
 sin()







d

dt

2
 + 

ksa pp

J  ^
 cos()

d

dt
 + 

kia pp

J  ^
 sin() (3.5.19) 

 

This is the global non-linear differential equation for the VTO as a function of the 

position estimation error  

The only partial derivatives that differ from the observer's actual gains are those 

relating to the result of the vector product (3.5.14). These partial derivatives are: 

𝜕3sin()

 𝜕t3
|re0,  ^re0  = cos( )re0 -   ^re0     (3.5.20) 

𝜕3sin()

 𝜕t3
|re0,  ^re0  = - cos( )re0 -   ^re0     (3.5.21) 

where re0 and   ^re0 are the rotor position and estimated rotor position values in an operating 

point condition, respectively. 

In Fig. 3.5.6 shows the resulting small signal model, formed using the equations 

(3.5.20) and (3.5.21): 
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Ĵ

ppre0
^

re0
^

 
Figure 3.5.6 Small Signal Model of VTO. 
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Starting from the small signal model of VTO it is possible to define the closed loop 

transfer function, defined as a ratio between the estimated rotor position   ^re0 and input 

measured rotor position re0: 

 

WVTO(s) = 
  ^re0(s)

re0(s)
 = 

k1 s
2 + k2 s + k3

s3 + k1 s
2 + k2 s + k3

   (3.5.21) 

 

However, as the estimated speed, carried out of the VTO, is required in closed loop 

speed control it is possible to rewrite the VTO closed loop transfer function as: 

 

WVTO(s) = 
  ^re0(s)

re0(s)
 = 

 ^re0(s)

re0(s)
 = 

k1 s
2 + k2 s + k3

s3 + k1 s
2 + k2 s + k3

  (3.5.22) 

 

Since the VTO provides two different estimated speed it is necessary to write two 

different closed loop transfer function. By considering the transfer function (3.5.22) it 

would be noted that the estimate speed  ^re0 coincides with the enhanced estimated speed 

 ^re_enh0: 

 

WVTOenh(s) = 
 ^re_enh0(s)

re0(s)
 = 

k1 s
2 + k2 s + k3

s3 + k1 s
2 + k2 s + k3

   (3.5.23) 

 

while the transfer function related to the unenhanced estimated speed is given by: 

 

WVTOunenh(s) = 
 ^re_unenh0(s)

re0(s)
 = 

k2 s + k3

s3 + k1 s
2 + k2 s + k3

   (3.5.24) 

 

In Fig. 3.5.7 the step time responses are shown of the both enhanced and un enhanced 

closed loop transfer functions of the VTO. 
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Figure 3.5.7 Step Time Response of the VTO closed loop transfer functions. 

It can be noted that the enhanced estimated speed has a better dynamic transient then 

the unenhanced estimated speed considering the same VTO model parameters and 

controller gains. 
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By exploiting the small signal model of the VTO, it is possible to tune the observer 

and choose its dynamic performance and position estimation, speed enhanced and 

unenhanced. The tuning procedure of the VTO will be fully described in the next chapter. 

3.6 Non-Model Based Speed Estimation Techniques 

When the mechanical load is unknown, it is often convenient to use non-model based 

methods. In general, in these models, the signals coming from the position sensor are 

processed to estimate the speed. 

Several algorithms have been presented in literature, based on the Taylor series 

expansion [24], [33], [37]-[41], the backward difference expansion [33], [42] and the 

least-squares fit [1], [33], [41]. 

Non-model-based algorithms can be classified into two broad types of velocity 

estimators, according to how time and position information is acquired. 

An encoder typically produces two square waves in quadrature. Each transition of both 

waves is detected as an encoder line, so it is possible to count the number of encoder lines 

in a given period or the to measure the time between two lines of the encoder. In both 

cases, only one variable is measured and the other variable is assumed to be constant, 

which leads to a class definition of the speed estimator. Speed estimators implementing a 

"fixed time method" (FTM), those in which the time between successive samples is 

known (at least approximately) and the distance traveled in this fixed time interval is 

measured by counting the encoder lines. In case of “fixed position method” (FPM) speed 

estimators, the estimate is based on measuring the time required to travel two fixed lines 

of the encoder.  
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N
 

Figure 3.6.1 Speed Estimation from Encoder Pulses and with FTM. 
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Figure 3.6.2 Speed Estimation from Encoder Pulses and with FPM. 

Any numerical method that calculates a derivative from discrete position data as a 

function of time can be used for a velocity estimator. 

The simplest speed estimator is based on the first order approximation, i.e., 

incremental ratio [33]; in fact, by considering with re = re(k) - re(k-1) the different 

between two rotor position instant counted in time interval t = t(k)-t(k-1), the speed 

estimate for the k-th interval is re(k)= re/t. The speed estimators with FTM and with 

FPM are mathematically equivalent, although (at first glance) these estimators appear to 

be different. The speed estimates are re/t for both methods, with constant re for the 
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FPM and constant t for the FTM. Assuming accurate data measurements, both of these 

methods provide an estimate of the rate for the current sample that corresponds to the 

average rate in the sampling interval. During a speed transient, the "true" speed at the 

sampling instant will be different from the average speed; this speed difference is 

equivalent to a time delay that can degrade the performance of a control system and can 

lead to instability. In general, the addition of higher-order terms should improve the 

transient response [33]. For velocity estimators, higher-order approximations than the 

derivative are obtained by combining the present and previous velocity estimates. 

3.6.1 Taylor Series Expansion (TSE) Speed Estimator Method 

Speed estimation methods introduced previously (FPM and FTM) are based on the 

first order approximation of an extensive formulation that will be described below. It is 

possible to estimate the velocity using Taylor series expansion of velocity [43]. The 

estimated speed  ^re(k) at the instant time tk can be estimated by the TSE from the 

estimated average speed  ^re0, during the most recently measured sampling interval, at the 

instant time t0: 

 ^re(k) =  ^re0 + 
j = 0

+

 
1

j!
 
d(j) ^re0

dt(k)  (tk - t0) 
j  (3.6.1) 

The estimated average speed  ^re0 is estimated to occur at the center of the sampling 

interval then: 

 ^re0 ≈ 
re(k)

t(k)
              (tk - t0) ≈ 

t(k)

2
   (3.6.2) 

If the TSE is truncated after the first term, the estimated speed  ^re(k) is given: 

 ^re(k) ≈ 
re(k)

t(k)
     (3.6.3) 

Note that the estimated speed in (3.6.3) is the same as the reciprocal-time estimator for 

fixed position method data and is the same as the lines-per-period estimator for fixed time 

method data. A comparison between the rotor shaft measured speed and the estimated 

speed with first order approximation of the TSE is shown in Fig. 3.6.3: 
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Figure 3.6.3 First order approximation of the TSE speed estimation with NDS = 32. 
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When  ^re(k) is estimated from the k-th period as (3.6.3) and  ^re(k-1) is estimated from 

(k-1)-th period as re(k-1)/t(k-1), the first derivative of the velocity at the middle of the 

k-th period can be approximated by: 

d ^re0(k)

dt
 ≈ 

 ^re

t
 ≈ 

 ^re0(k) -  ^re0(k-1)

t(k)
   (3.6.4) 

Higher order derivatives of  ^re0(k) are also approximated in a similar expression of the 

(3.6.4) by: 

d (j) ^re0(k)

dt (j)  ≈ 
 ^re

(j-1)

t
 ≈ 

 ^re0
(j-1)(k) -  ^re0

(j-1)(k-1)

t(k)
   (3.6.5) 

Some simple examples of the different TSE order approximation are presented below. 

The first order approximation is already presented in (3.6.3), then the second order TSE 

approximation is computed in (3.6.6): 

 ^re(k) =  ^re0 + 
1

1!
 
d ^re0

dt
 (tk - t0)   (3.6.6) 

Starting from the approximations defined in (3.6.2) it is possible to define the second order 

TSE approximation of the estimated speed at the instant t(k): 

 ^re(k) ≈ 
re(k)

t(k)
 + 

t(k)

2
 






re(k)

t(k)
 - 

re(k-1)

t(k-1)
   (3.6.7) 

The estimated speed in (3.6.7) when the fixed position method data are considered, i. 

e. the rotor position is constant during the position sensor signal acquisition re(k) = 

re = constant, is given: 

 ^re(k) ≈ re 






1

t(k)
 + 

1

2
 






1

t(k)
 - 

1

t(k-1)
   (3.6.8) 

The estimated speed in (3.6.7) when the fixed time method data are considered, i.e., 

the time period is constant t(k) = Tw = constant, is given by: 

 ^re(k) ≈ 
1

Tw
 








re(k) + 
1

2
 ( )re(k) - re(k-1)   (3.6.9) 

In Fig. 3.6.4 is shown the estimated speed with second order approximation of the TSE 

compared with rotor shaft measured speed: 
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Figure 3.6.4 Second order approximation of the TSE speed estimation NDS = 32. 

The third order TSE approximation of the estimated speed is computed at the instant 

t(k); in particular, the third order approximation with FPM is presented in (3.6.10) is 
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presented the third order approximation when FPM is considered, while the third order 

approximation with FTM is considered in (3.6.11): 

 ^re(k) ≈ re 










1

t(k)
 + 

1

2
 




1

t(k)
 - 

1

t(k-1)
 + 

t(k)

8
 








1

t(k)
 - 

1

t(k-1)

t(k)
 - 

1

t(k-1)
 - 

1

t(k-2)

t(k-1)
  (3.6.10) 

 

 ^re(k) ≈ 
1

Tw
 




re(k) + 

1

2
 ( )re(k) - re(k-1)  + 

1

8
 ( )re(k) - 2re(k-1) + re(k-2)   (3.6.11) 

 

In Fig. 3.6.5 is shown the comparisons between the rotor shaft measured speed and the 

third order TSE approximation speed estimation: 
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Figure 3.6.5 Third order approximation of the TSE speed estimation NDS = 32. 

Finally, a comparison between the average speed value and the estimated speeds with 

the three different TSE approximations defined above is shown in Fig. 3.6.6. Although 

the higher order of the TSE approximation slightly increases the dynamic performance of 

the estimated speed, such as shown in Figs. 3.6.3-3.6.5, the speed ripples increase with 

the TSE order approximation increasement. 
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Figure 3.6.6 TSE speed estimator comparisons 
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3.6.2 Backward Difference Expansion (BSE) Speed Estimator Method [44] 

The BDE method for obtaining the derivative of the function t(re(k)) or re(t(k)) is 

developed by assuming that the actual function can be replaced by an interpolating 

polynomial that exactly fits the data points. The first and higher order derivatives of the 

function are obtained in terms of the appropriate finite difference approximations for the 

derivatives of the approximating polynomial. For fixed position method data, the backward 

difference equation is obtained by expanding the function t(k-1) in Taylor series around t(k) 

and then solving for dt(k)/dre: 

t(k-j) = t(k) + 
j = 1

+

 
(-j) j

j!
 
d(j)t(k)

dre
(k)    (3.6.12) 

The first order BDE for is obtained by expanding t(k-1) using (3.6.12) and then truncating 

the expansion after the first term on the right-hand side, as shown in (3.6.13): 

dt(k)

dre
= ( )t(k) - t(k-1)  + 

j = 2

+

 
(-j) j

j!
 
d(j)t(k)

dre
(k)   (3.6.13) 

Then the estimated speed can be computed by the following expression: 

 ^re(k) = 
dre

dt(k)
 = 

1

( )t(k) - t(k-1)  + 
j = 2

+

 
(-j) j

j!
 
d(j)t(k)

dre
(k)

   (3.6.14) 

 

The first order BDE is identical to the first order TSE, then the FPM and FTM 

approximation are the same: 

 

 ^re(k) ≈ 
re(k)

( )t(k) - t(k-1)
 = 

re(k)

t(k)
   (3.6.15) 

 

The second order BDE is obtained when both t(k-1) and t(k-2) are expanded in the Taylor 

series of (3.6.12), and the resulting two equations are solved for both dt(k-1)/dre and dt2(k-

1)/dre
2 with third order derivative terms neglected. Then, the second order BDE 

approximation for FPM and FTM are presented in (3.6.16) and (3.6.17) respectively: 

 

 ^re(k) ≈ 
re

t(k) + 
1

2
 ( )t(k) - t(k-1)

    (3.6.16) 

 

 ^re(k) ≈ 

re(k) + 
1

2
 ( )re(k) - re(k)

Tw
   (3.6.17) 

 

In Fig. 3.6.7 is shown the estimated speed with second order approximation of the 

BDE compared with rotor shaft measured speed: 
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Figure 3.6.7 Second order approximation of the BDE speed estimation NDS = 32. 

 

This procedure is continued to include terms containing t(k-3). Then the third order BDE 

approximation for FPM and FTM are (3.6.18) and (3.6.19) respectively: 

 

 ^re(k) ≈ 
re

t(k) + 
1

2
 ( )t(k) - t(k-1)  + 

1

3
 ( )t(k) - 2t(k-1) + t(k-2)

 (3.6.18) 

 

 ^re(k) ≈ 

re(k) + 
1

2
 ( )re(k) - re(k)  + 

1

3
 ( )re(k) - 2re(k-1) + re(k-2)

Tw
  (3.6.19) 

 

In Fig. 3.6.8 is shown the comparisons between the rotor shaft measured speed and the 

third order BDE approximation speed estimation: 
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Figure 3.6.8 Third order approximation of the BDE speed estimation NDS = 32. 

Although when the BDE order approximation increase the dynamic performance slightly 

increases, as well as for TSE approximations. The speed ripples increase with the BDE order 

approximation increasement, but they are bigger then the respective speed ripples obtained 

with the TSE approximations. 
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Figure 3.6.9 BDE speed estimator comparisons 

3.7 Conclusions 

In this chapter the contributions of my research regard the paragraph 3.3 relating on 

the Mathematical Formulations of the Quantized Rotor Position and Angular Speed. The 

theory developed in this paragraph completes the spatial Fourier approach to the modeling 

of position sensor resolution by connecting the spatial quantization harmonics to the time 

harmonic ripple in speed estimation. At the heart of the theory lies the concept of 

instantaneous quantized speed, defined as the time derivative of the quantized electrical 

rotor angle. This quantity plays a key role in the performance of any position-

measurement-based speed estimation algorithm since it constitutes its effective speed 

input. 

In particular, at a constant speed of rotation, the instantaneous quantized speed 

contains quantization time harmonics at multiples of NDSfre0; while, when the drive is 

subjected to periodic torque disturbances, the interaction between these and the 

quantization space harmonics produces additional time harmonics in both the measured 

position and in the instantaneous quantized speed, the amplitude of which can be obtained 

from phase modulation theory. 
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4 Chapter 4. Selection of Rotor Position 

Sensor Resolution in AC Motor Drives 

Variable Speed Drives (VSDs) are popular in many industries applications, wherever 

speed control is required for energy saving or process control. Closed loop speed control 

requires speed feedback, although position feedback is also mandatory for field 

orientation in AC inverters and for switching in BLDC drives. Due to cost, reliability and 

space constraints, the only motion sensor used in VSDs is the position sensor, so the speed 

must be estimated from the position measurement, [1]-[2]. Although speed estimation is 

known to deteriorate as sensor resolution decreases, [3]-[4], there is a lack of methods in 

the literature for correct selection of position sensor resolution. These should allow the 

designer to choose the position sensor based on the drive performance specifications, with 

the aim of minimizing the cost. The following research intends to fill this gap. The idea 

is to approach allows to identify the minimum rotor position sensor resolution NDS starting 

from the analysis of the filtering action provided by any speed estimation algorithm on 

the quantized instantaneous speed input. Appropriate system modeling is derived to link 

the minimum rotor position sensor resolution with the required performance of the drive 

which could be expressed in terms of maximum allowed speed ripple at minimum 

operating speed, speed control bandwidth and robustness of the drive expressed by means 

of the phase margin. 

The procedure adopted to select the resolution of the rotor position sensor will be 

applied for two types of speed estimation algorithms: the first is a model-based algorithm, 

the VTO; the second concerns a non-model-based method, the FPM. 

This chapter is composed as follows: a first paragraph defines the desired dynamic 

performances for a VSD; then the selection of the bandwidth and the robustness by means 

of phase margin; second, third and fourth paragraphs will introduces the tuning of the 

current loop (the innermost), the speed loop (the outermost) and the speed estimator, 

respectively; a fifth paragraph will introduce the impact of the resolution on the quantized 

position measurement and in the speed estimation algorithms, for a model-based speed 

estimation algorithm; finally sixth and seventh paragraphs will show the selection 

procedures of the minimum rotor position resolution that guarantees the desired designed 

performance. 

4.1 Desired Performance in a Variable Speed Drive 

In control system design it is necessary to define some desired specifications, these 

can be expressed in terms of time domain specifications or through frequency domain 

specifications, or by means the roots locus specifications [5]-[6]. Whatever is the type of 

specification they considered guarantee specific dynamic performances in terms of 

command tracking and robustness; for example, the rise time (time domain specific) is 

related to the bandwidth (frequency domain specific) which is also related to the natural 

pulsation (roots locus specific), while the overshoot (time domain specific) is related to 

the phase margin (frequency domain specific) which is also related to the damping (roots 
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locus specific). A summary the three ways to define the desired specifications for the 

control systems design. 

4.1.1 Time-Domain Specifications 

The closed loop control system design specifications for the design often involve 

certain requirements associated with the response time of the system. The requirements 

for a step response are expressed in terms of standard quantities shown in Fig. 4.1.1: 
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Figure 4.1.1 Generic time response of a closed loop control system. 

where, the rise time tr is the time required for the output to pass from 10% to 90% of the 

final value; the overshoot Mp is the maximum amount that the system overshoots its final 

value divided by its final value (and often expressed in percentage); the settling time ts is 

the time required for the output to remain within ±1% of the final value. 

4.1.2 Frequency-Domain Specifications 

Generally, the time domain specifications defined in sub-paragraph 4.1.1 can be 

referred to frequency domain specifications and used for closed loop control systems 

design and for stability and robustness analysis. 

A natural specification for system performance in terms of frequency response is the 

bandwidth fBW, defined as the maximum frequency at which the output of a system will 

track an input sinusoid in a satisfactory manner [5]. By convention, for the system shown 

in Fig. 4.1.2 with sinusoidal input r(t), the bandwidth is the frequency of r(t) at which the 

output y(t) is attenuated by a factor 1/ 2 ≈ 0.707 times the input (or -3dB). Fig. 4.1.3 

graphically illustrates the idea for the frequency response of the closed-loop transfer 

function defined by equation (4.1.1): 

W(s) = 
F(s)

1+F(s)
 (4.1.1) 
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Figure 4.1.2 A graphical representation of a Closed Loop System. 
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Figure 4.1.3 Definitions of bandwidth fBW. 

In addition to the bandwidth, another specification to be defined in the frequency 

domain concerns the concept of stability. In general, referring to Fig. 4.1.2, if the closed-

loop transfer function W(s) is known, the stability of the system can be determined simply 

by inspecting the poles of the closed loop transfer function: if the closed loop poles values 

are all with negative real part the system W(s) is stable (Rooth- Hurwitz Criterion). 

However, a rigorous way to evaluate the stability condition of the closed loop function is 

the evaluation of the frequency response of the open loop transfer function based on the 

Nyquist Criterion which it is possible to measure the stability margins directly from two 

quantities defined as gain margin Mg and phase margin m. 

In general, the frequency domain specifications of a control system are the closed loop 

bandwidth and the gain and phase stability margins; in particular, these stability margins 

can be defined by means of a single vector stability margin. 

4.1.3 Robustness 

The robustness indicates the ability of a control system to guarantee stability and 

precision even in the presence of unknown variations of system model parameters []-[]. 

The unknow variations are usually divided into two groups: 

• Structured uncertainties 

• Unstructured uncertainties 

The structured uncertainties are due to parameters well-defined within the model, an 

example, for an electric motor, are the stator resistance and the magnetizing inductance. 

Unstructured uncertainties are perturbations due to non-modeled phenomena; in case 

of an electric motor, saturation, cross-saturation, non-linearity can be included among 

these types of phenomena that are often not modeled to simplify the dynamic analysis of 

the system. 
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Therefore, the robust stability of the closed-loop system provides both the stability of 

the system under normal conditions and the stability when perturbations are present in 

the open-loop function also. 

There are several methods to provide an indication on the stability margins and 

robustness, but techniques of a graphic nature such as the Nyquist criterion or the roots 

locus provide some simple relationships. 

4.1.4 Robustness by Nyquist Theory 

A robustness metric is defined by the so-called vector stability margin (4.1.2) which 

represent the distance between the curve represented in Fig. 4.1.4, relative to the system 

of Fig. 4.1.2, and the critical point of coordinates (-1, j0): 

d = min|1+F(j)| (4.1.2) 

-2 -1 0 1 2 3 4 5
-4

-3

-2

-1

0

1

Real Axis

Im
a

g
in

a
ry

 A
xi

s

F(j)

2

|1+F(j)|
d

 
Figure 4.1.4 Vector Margin Stability Condition. 

The vector stability margin gives a numerical value 0 <d <1, where 0 is an unstable 

system. Engineers familiar with the classic stability margin, gain margin and phase 

margin metrics can be easily derived from the Nyquist diagram, Fig. 4.1.5: 
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Figure 4.1.5 Gain Margin and Phase Margin Definitions. 
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• Gain Margin, Mg: is the maximum tolerable perturbation on the magnitude of 

the open loop transfer function before the closed loop system becomes 

unstable: 

Mg = 
1

|F(j)|
 (4.1.3) 

• Phase Margin, m: is the maximum tolerable perturbation on the phase of the 

open-loop transfer function before the closed-loop system becomes unstable: 

m = F(jc)+180° (4) 

where  is the angular frequency at the point F(j) = 180°; while c is the angular 

crossover frequency, when the magnitude of the open loop function is unity |F(jc)| = 1. 

Once these quantities have been defined, it is possible to write the stability margins in 

terms of gain margin and phase margin. 

When the gain margin is considered: 

• If Mg > 1 the closed loop system is stable. 

• If Mg < 1 the closed loop system is unstable. 

When the phase margin is considered: 

• If m > 0 the closed loop system is stable. 

• If m < 0 the closed loop system is unstable. 

The same stability condition provided above can be evaluated by means of the Bode 

plot. 

The conditions provided by the phase and gain margins are of a point nature, i.e.  they 

concern the behavior of F(j) only in two points of its frequency response ( e c). The 

fulfillment of the requirements on the phase and gain margins does not generally 

guarantee that the Nyquist plot of F(j) remains between the frequencies  and c 

"sufficiently far" from the critical point (-1, j0); for this reason is necessary to define the 

safety margins. 

Considering the closed loop transfer function of the system model Fm(s) and suppose 

that it is affected by uncertainty F(s), such that the effective open loop function F(s), 

defined in Fig. 4.1.2, is written: 

F(s) = Fm(s) + F(s) (4.1.5) 

Fm(s)

ΔF(s)

F(s)

 
Figure 4.1.6 Uncertainty on the open loop transfer function. 

Generally, the uncertainty function F(s) is unknown but from some identification 

procedures it’s possibly know its nature: 

F(s): |Fm(j)| ≤ (j) ≤  (4.1.6) 

Since the information on the phase of the F(s) is not generally available, the generic 

point in the Nyquist plot of F(j*), at the frequency *, is transformed into a circle 

centered in Fm(j*) and with radius (j*), Fig. 4.1.7: 
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Figure 4.1.7 Generic frequency point in Nyquist plot and uncertain circle. 

The corresponding point to F(j*) can lie in any points inside on the circle with center 

Fm(j*) and radius (j*). In this way the Nyquist plot is transformed into an circles 

envelope: 
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Figure 4.1.8 Uncertain in Nyquist plot. 

The system is robust when the condition on the vector stability margin is: 

|1 + Fm(j*)| > (j*) (4.1.7) 

Therefore, it’s possible to define the so-called sensitivity function Sm(s) whose 

magnitude is: 

|Sm(j*)| = 
1

|1 + Fm(j*)|
 < 

1

(j*)
 (4.1.8) 

By defining with Sp the resonance peak of the sensitivity function Sm(j*), then the 

resonance peak Sp represent a measure of the robust stability of the system. A low 

resonance peak Sp value, corresponding to a higher uncertainty rejection capability of the 

system: 
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Sp = < 
1


 (4.1.9) 

However, the uncertainty is located in the transfer function of the plant system P(s), 

Fig. 4.1.9, since the controller C(s) chosen and implemented by the designer is assumed 

to be free of uncertainties. 

+

-
P(s)

r(t) y(t)
C(s)

F(s)

 
Figure 4.1.9 Closed Loop Block Diagram: Controller and Plant. 

There are two rapresentation of uncertainty on plant P(s): additive uncertainty and 

multiplicative uncertainty. In both cases, a transfer function of the plant model Pm(s) is 

represented, while the uncertainty effects are represented by the function P(s). 

 

 

• Additive Uncertainty Model 

 

The additive uncertainty, Fig. 11, is represented by means the follow expression: 

 

P(s) = Pm(s) + P(s)        with        |P(j)| ≤ A(j) ≤ A (4.1.10) 

 

Pm(s)

ΔP(s)

 
Figure 4.1.10 Additive uncertainty model. 

In this way the open loop transfer function become: 

 

F(s) = C(s)P(s) =C(s)[Pm(s) + P(s)] (4.1.11) 

 

The robust stability is given by the following expression: 

 

|1 + Fm(j*)| > (j*) (4.1.12) 

 

|1 + Fm(j*)| > |C(j*)|A(j*) (4.1.13) 

 

Where the sensitivity function is given: 

 

|Sm(j*)| = 
1

|1 + Fm(j*)|
 < 

1

|C(j*)|A(j*)
 (4.1.14) 

 

Also in this case, with a low resonance peak, of the sensitivity function magnitude, 

wider stability margins are obtained. 

• Multiplicative Uncertainty Model 
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The multiplicative uncertainty, Fig. 4.1.11, is represented by means the follow 

expression: 

 

P(s) = Pm(s)[1+P(s)]        with        |P(j)| ≤ M(j) ≤ M (4.1.15) 

 

Pm(s)

ΔP(s)

 
Figure 4.1.11 Multiplicative Uncertainty Model. 

 

F(s) = C(s)P(s) =C(s)Pm(s)[1+P(s)] (4.1.16) 

 

The robust stability is given by the following expression: 

 

|1 + Fm(j*)| > (j*) (4.1.17) 

 

|1 + Fm(j*)| > |C(j*)Pm(j*)|M(j*) = |Fm(j*)|M(j*) (4.1.18) 

 

From (4.1.18) the transfer function obtained is coincident with the closed loop function 

relating to the Fm(j*): 

 

|Wm(j*)| = 
|Fm(j*)|

|1 + Fm(j*)|
 < 

1

M(j*)
 (4.1.19) 

 

Also in this case, the resonance peak Wp, of the closed loop transfer function Wm(j), 

is a measure of the robust stability of the system. A low resonance peak Wp value, 

corresponding to a higher rejection capability to multiplicative uncertainty from control 

system 

 

 

• Safety Stability Margins 

 

Starting from the vector stability margin it is possible to define the relationships of the 

gain margin and phase margin, [7]. 

For additive uncertainty the stability margins (4.1.21) are linked to resonance peak of 

the sensitivity function Sm(s): 

 

Sm(s) = 
1

1 + Fm(s)
      with      Sp ≤ 

1

A
 = Smax (4.1.20) 

 

Mg ≥ 
Smax

Smax - 1
                    m ≥ 2arcsin







1

2Smax
 (4.1.21) 

 

While, for multiplicative uncertainty the stability margins (4.1.23) are linked to 

resonance peak of the closed loop function Wm(s): 

 

Wm(s) = 
Fm(s)

1 + Fm(s)
      with      Wp ≤ 

1

M
 = Wmax (4.1.22) 
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Mg ≥ 1 + 
1

Wmax
                    m ≥ 2arcsin







1

2Wmax
 (4.1.23) 

 

From these conditions, (4.1.22) and (4.1.23), it is possible to define a general condition 

on the robust stability margins in terms of gain margin and phase margin, in order to take 

into account simultaneously the additive and multiplicative uncertainty requirements: 

Mg ≥ max






Smax

Smax - 1
; 1 + 

1

Wmax
 (4.1.24) 

 

m ≥ max








2arcsin






1

2Smax
; 2arcsin







1

2Wmax
 (4.1.25) 

4.1.5 Robustness by Root Locus 

The roots locus is a particularly effective tool in the controller design when the 

specifications of the control system can be expressed directly by means the position of 

the closed-loop poles. The constraints of the poles position are: 

• Damping Constraint  =  ¯ 

It allows to impose the closed loop poles in a particular region of the complex plane 

Fig. 4.1.12: 

Im

ℝ

arcsin(ξ)

 
Figure 4.1.12 Damping constraint in complex plane. 

The step time response of a stable continuous-time system can have oscillations 

depending on the damping value of the dominant poles. Furthermore, in a closed loop 

system, the damping value of the dominant poles is strongly related to the phase margin 

and therefore to the robust stability of the system. In fact, if the poles move along the 

negative real axis, i.e.  = 1 or arcsin() = 0, higher robustness of the system is achieved, 

i.e. higher phase margin and less oscillations are presented in the step response time [5]. 

By requiring that the damping value  be higher than a certain value  ¯, is equivalent to 

requiring that the transients of the system do not persist excessive oscillations before 

reaching the steady state condition.  

Therefore, it is a constraint on the robustness and dynamic precision of the system. A 

typical damping value that guarantees robustness and dynamic precision is  = 0.6 which 

corresponds, for a second order system, at phase margin of about m = 60°. 
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• Natural Angular Frequency Constraint n =  ¯n 

The constraint on the natural angular frequency corresponds to impose the closed loop 

poles outside of the circle of radius  ¯n and center of the origin, Fig. 4.1.13: 
Im

ℝ

jωn

-jωn

ωn

 
Figure 4.1.13 Natural Angular Frequency Constraint in complex plane. 

In a closed loop system, the natural angular frequency of the dominant poles is 

approximately equal to the crossover angular frequency of the open loop system [5]-[6]. 

It is therefore strictly connected to the fBW closed loop system bandwidth [5]-[6]. By 

requiring that the natural angular frequency value n be higher than an assigned value  ¯n

, is equivalent to requiring that the bandwidth of the system has an upper limit.  

Therefore, it is a constraint on the response speed of the system and is linked to the 

rise time and the bandwidth 

• Maximum Settling Time Constraint - ≤ - ¯ 

This constraint allow to imposing the real part of the absolute value of the closed loop 

poles is higher then an assigned value of the negative real axis  ¯. This constraint 

corresponds to place the poles in the follow plane s < - ¯, Fig. 15. 
Im

ℝ-σ 

 
Figure 4.1.14 Maximum Settling Time Constraint in complex plane. 

This condition is strictly linked to the settling time of the system and therefore to the 

steady-state error. Also, in this case it is a constraint on the speed of the system to reach 

the steady state condition. 

4.1.6 Performances and Specifications of a Variable Speed Drive 

Regarding an electric drive, in order to guarantees specific dynamic performances, by 

means of a vector control, the controllers used in the current, speed and position control 

loops must be properly designed [7]. 



113 

 

Two of the main concerns when designing the controllers used in the various control 

loops of an electric drive are the dynamics and robustness of the closed loop systems 

which depend on the kind of application and operating point conditions. Generally, the 

controllers used in most motor drive applications are proportional-integral (PI) 

controllers, as their versatility and simplicity of design allows them to be used in the most 

motor drive applications. 

In the speed controlled drives the only control loops to be designs are the current loop 

and the speed loop Fig. 4.1.15.  
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Figure 4.1.15 Typical nested control structure: speed loop and current loop of a generic motor drive.  

As the current loop is intrinsically related to a faster dynamic due to the simplified 

ohmic-inductive equivalent circuit of a generic electric motor [8]-[9], Fig. 4.1.15, a higher 

current loop bandwidth is selected, generally ten times larger than the speed loop which 

is instead correlated to a slower dynamic related to the friction-inertial mechanical 

system, Fig. 4.1.15. 

4.2 Current Control Loop Design 

The torque control loop is the innermost loop of the electric drives. This control loop 

allows the motor to produce an electromagnetic torque that closely follows the torque 

reference that comes from the outermost motion control loops. In most drives, torque 

control is obtained indirectly from the current control. This paragraph will describe the 

calibration of the current loop using the zero-pole cancellation method and will be 

described in both continuous time domain and discrete time domain; in addition, it will 

be necessary to dedicate a sub-paragraph to the so-called decoupling of cross-coupling, 

which plays a key role in the calibration of the current loop using the zero-pole 

cancellation method. 

Before introducing the current control loop design methodologies, it is necessary to 

define the mathematical model in qd-axes regarding the current loop for a generic IPM 

synchronous motor (4.2.1), from the block diagram of Fig.4.2.1. 
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Figure 4.2.1 Current Control Loop Block Diagram for an IPM Motor Drive. 

4.2.1 Decoupling of the Cross-Coupling 

The so-called decoupling of cross-coupling is often performed in order to make the 

action of the current loop PI controllers more efficient in a synchronous reference frame, 

Ciq(s) and Cid(s) for the qd-axes currents respectively. The decoupling action of cross-

coupling is carried out starting from the knowledge of the terms of cross-coupling related 

to the fluxes of qd-axes: 
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
0

pm
 (4.2.2) 

 

As it is difficult and very expensive to carried out a direct measurement of the stator 

fluxes, often the voltage cross-coupling are computed as:  ^re( )L̂d id+  ^pm  and  ^reL̂q iq, for 

q-axis and d-axis respectively; therefore it is necessary to know the inductive coefficients and 

the permanent magnet flux, which in general must be estimated. Applying the decoupling of 

the cross-coupling, as shown in Fig. 4.2.1, at the equation system (4.2.1) and by assuming 

that the estimated speed is approximately equal to the real speed  ^re ≈ re, the mathematical 

model of a IPM with the decoupling of the cross-coupling is given by: 

 







vq

vd
 = 







Rs 0

0 Rs
 






iq

id
 + 









pLq re( )Ld - L̂d

-re( )Lq - L̂q pLd

 






iq

id
 + 







re( )pm -  ^pm

0
 (4.2.3) 

 

Based on the equation system (4.2.3), obtained by decoupling the cross-coupling, it 

shows that if the estimate of the parameters L̂q, L̂d,  ^pm are very similar to the actual values 

(4.2.4): 

 

L̂q ≈ Lq      L̂d ≈ Ld       ^pm ≈ pm (4.2.4) 

 

Then it can be considered that the cross-coupling terms are canceled by the decoupling 

terms, and therefore the equations system (4.2.3) becomes: 
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





vq

vd
 = 







Rs 0

0 Rs
 






iq

id
 + 







pLq 

0 pLd
 






iq

id
 (4.2.5) 

 

The equation system (4.2.5) shows that whenever the decoupling of the cross-coupling 

is carried out correctly, it is possible to consider a simple ohmic-inductive circuit for qd-

axes, this allows to simplify the design of the current loop. 

4.2.2 Continuous Time Current Control Loop Design 

Starting from the equation system (4.2.5) referred to the block diagram of Fig. 4.2.1, 

it is possible to easily compute the Laplace transformation by replacing the derivative 

coefficient p = d/dt with the Laplace coefficient s: 

 







Vq(s)

Vd(s)
 = 







Rs 0

0 Rs
 






Iq(s)

Id(s)
 + 







sLq 

0 sLd
 






Iq(s)

Id(s)
 (4.2.6) 

 

From (4.2.6) it is possible to write the transfer functions of the current plant for each 

qd axes separately, as the effects of cross-coupling have been neglected as explained in 

sub-paragraph 4.2.1: 

 

Pq(s) = 
Iq(s)

Vd(s)
 = 

1

sLq + Rs
             Pd(s) = 

Id(s)

Vd(s)
 = 

1

sLd + Rs
 (4.2.7) 

 

Since the current plant transfer functions have the same shape for both axes, then in 

the subsequent analysis a generic ohmic-inductive circuit will be used as an example 

(4.2.8): 

 

Pi(s) = 
I(s)

V(s)
 = 

1

sL + R
 (4.2.8) 

 

One of the most used methods for the PI controller design for the current loop control 

of an electric drive is the zero-pole cancellation method [8]-[9]. Although the zero-pole 

cancellation method simplify the closed-loop transfer function to a first order system, 

practically the position of the pole to be cancelled is not exactly known and furthermore, 

even assuming to know this pole precisely, it is not assured that the zero of the controller 

designs is exactly in the same position of the plant pole. In both cases, therefore, the zero-

pole cancellation is not exactly perfect. If the zero-pole cancellation, as often happens, 

does not occur perfectly, ways are introduced in the time response of the closed-loop 

system that can worse the dynamic behavior of the system. 

Fig. 4.2.2 shows the block diagram of a current control loop with a generic plant 

defined in (4.2.8) 
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Figure 4.2.2 Current Closed Loop Control. 

where Ci(s) is the PI controller transfer function and kpi, kii are the proportional and 

integral gains of the PI controller respectively: 

 

Ci(s) = 
kpis + kii

s
 (4.2.9) 

 

Fi(s) = Ci(s)Pi(s) = 
kpis + kii

s
 

1

sL + R
 = 

kii

sR
 

kpi

kii
s + 1

L

R
s + 1

 (4.2.10) 

 

Starting from the open loop transfer function Fi(s) and rewritten in Bode forms (4.2.10) 

and (4.2.11) it is possible to cancel the pole of the plant Pi(s) by means the controller zero 

Ci(s): 

 
kpi

kii
 = 

L

R
 (4.2.11) 

 

In this way the open loop transfer function can be rewritten as: 

 

Fi(s) = Ci(s)Pi(s) = 
kii

sR
 (4.2.12) 

 

By computing the closed loop transfer function (4.2.13) it is possible to note that the 

zero-pole cancellation method allow to simplify the closed loop transfer function Wi(s) at 

a first order system, where the current loop bandwidth is selected in (4.2.14). 

 

Wi(s) = 
Fi(s)

1 + Fi(s)
 = 

kii

R

s + 
kii

R

 (4.2.13) 

 
kii

R
 = 2fBWi (4.2.14) 

 

In conclusion, by imposing the current loop bandwidth in (4.2.14) and exploiting the 

zero-pole cancellation condition of (4.2.11), the PI controller gains are: 

 

kii = 2fBWiR        kpi = 2fBWiL (4.2.15) 
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The step response of the closed-loop transfer function Wi(s) is shown in Fig. 4.2.3, 

where 500Hz current loop bandwidth is selected with the corresponded ohmic-inductive 

circuit parameters R = 0.84 and L = 4.7mH. If during the current loop calibration, a 

correct decoupling of the cross-coupling phenomena is guaranteed and if the zero-pole 

cancellation method is performed correctly the closed loop step-time response coincides 

with a step-time response of a first order system, Fig. 4.2.3. 
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Figure 4.2.3 Step Response of the current closed loop transfer function. 

The zero-pole map of the open and closed loop transfer functions is shown in Fig. 

4.2.4, where it is possible to noted that the pole of the open loop function is well cancelled 

from the zero of the controller, i.e., the zero of the open loop function. 

In fact, the closed loop function (4.2.13) is characterized by one pole associated to the 

desired closed loop bandwidth. 
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Figure 4.2.4 Zero-Pole Map of the Current Loop. 

4.2.3 Discrete Time Current Control Loop Design 

Fig. 4.2.5 shows the discrete time implementation of the current loop control. Inside 

the PI regulator, the continuous time integrator has been replaced by a simple 

accumulator. A latched voltage interface is present to model the effect of the digital 

control system on the motor voltage supply. 
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Figure 4.2.5 Discrete Time Current Loop Control Block Diagram. 

As shown in Fig. 4.2.5 the plant Pi(s) is a continuous time system but its information 

is acquired by the microcontroller, therefore it is necessary to transform the transfer 

function Pi(s) in discrete time domain with a sampling time Ts by using the Z-transform. 

The unilateral Z-transform is the Laplace transform of an ideally sampled signal with the 

following substitution: 

 

z = e sTs (4.2.16) 

 

where Ts is the acquisition time of the microcontroller. 

There are several ways to approximate the Z-transform defined in (4.2.16): such as the 

Euler Forward, Euler Backward and the Tustin or Bilinear approximations [6], but when 

a physical signal is acquired by means of an ADC (analog digital converter), generally 

the continuous time information is sampled every Ts and is acquired by the 

microcontroller. Since the sample is acquired at each step, this type of acquisition is called 

Zero Order Hold (ZOH) and the impulse response transfer function is defined: 

 

ℒ (ZOH) = 
1 - e -sTs

s
 = 

1 - z -1

s
 (4.2.17) 

 

where z -1 = e -sTs is defined as delay. 

A generic transfer function H(s) that include the ZOH is given: 

 

H(z) = (1-z -1) 𝒵 




H(s)

s
 (4.2.18) 

 

Applying the (4.2.18) in (4.2.8) and placing  = R/L obtain: 

 

Pi(z) = 
(1 - e -Ts/) z -1

R (1 - e -Ts/ z -1)
 = 

(1 - e -Ts/)

R (z - e -Ts/)
 (4.2.19) 

 

While the transfer function of the PI controller can be rewritten as: 

 

Ci(z) = kpi + 
kii Ts

1 - z -1 = (kpi + kii Ts) 

z - 
kpi

kpi + kii Ts

z - 1
 = Ki 

z - i

z - 1
 

(4.2.20) 

 

where the controller gains are defined as: 

 

Ki = (kpi + kii Ts)           i = 
kpi

kpi + kii Ts
 (4.2.21) 
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Now, it is possible to compute the open loop transfer function Fi(z): 

 

Fi(z) = Ci(z) Pi(z) = 
Ki (1 - e -Ts/)

R(z - 1)
 

z - i

z - e -Ts/ (4.2.22) 

 

By cancelling the pole of the plant system Pi(z) through the zero of the controller Ci(z) 

this equation (4.2.23) is obtained: 

 

i = eTs/ (4.2.23) 

 

Starting from the zero-pole cancellation condition (4.2.23) the open loop transfer 

function can be semplified in (4.2.24): 

 

Fi(z) = Ci(z) Pi(z) = 
Ki (1 - e -Ts/)

R(1 - z)
 (4.2.24) 

 

Then, the closed loop transfer function Wi(z) is given: 

 

Wi(z) = 
Fi(z)

1 + Fi(z)
 = 

Ki (1 - e -Ts/)

R(1 - z) + Ki (1 - e -Ts/)
 (4.2.25) 

 

Starting from the first order closed loop transfer function (4.2.25) it is possible to 

impose the bandwidth: 

 

1 - 
Ki (1 - e -Ts/)

R
 = e -2fBWiTs (4.2.26) 

Finally, in according to the zero-pole cancellation condition (4.2.23) and the 

bandwidth condition (4.2.26), the PI controller gains are obtained: 

 

kpi = R 
e -Ts/

1 - e -Ts/ ( )1 - e -2fBWiTs           kii = 
R

Ts
 ( )1 - e -2fBWiTs  (4.2.27) 

 

Generally, both the continuous time and discrete time designing, a rule of thumb is to 

select the current loop bandwidth between 100 Hz e 1000 Hz [10]-[11]. 

In Figs. 4.2.6 and 4.2.7 the step time response of the current closed loop transfer 

function Wi(z) and its discrete time zero-pole map. 
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Figure 4.2.6 Step Time Response Comparison between the Continuous Time and Discrete Time closed 

loop transfer function. 
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Figure 4.2.7 Discrete Time Zero-Pole Map. 

4.3 Speed Control Loop Design 

In those electric drives where speed control is required a speed control loop is present 

outermost than the current loop, that allow to maintain the reference speed value whatever 

the load torque. The electric drives that provide speed control are called Variable Speed 

Drives (VSD) or Variable Frequency Drives (VFD), where the Maximum-Torque-per-

Ampere (MTPA) and Flux Weakening (FW) algorithms are typically implemented. 

However, both in MTPA (until rated speed) and in FW (until allowed maximum speed) 

a good dynamic performance and allowed torque load rejection must be provided by the 

speed control loop [12]-[13]. 

This paragraph will describe the speed control loop tuning using two methods: the 

pole-placement method and the Nyquist stability theory. In particular, the pole-placement 

method will be defined in both continuous and discrete time domain, while the tuning 

according to Nyquist theory will be done only in continuous time domain. 

In Fig. 4.1.15 a generic speed control loop structure is shown, where the nested current 

control loop can be neglected by assuming the follow “mechatronic assumption”: the 

current loop bandwidth fBWi is much larger with respect to the speed loop bandwidth fBW, 

generally fBWi = 10 fBW; therefore, it is possible to neglect the dynamics of the current 

loop as it is much faster than the dynamic of the speed loop, Fig. 4.3.1: 
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Figure 4.3.1 Speed Closed Loop Control 

In this analysis it is assumed that the physical system is a rigidly coupled mechanical 

system, thus zero damping. 
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

Te - TL= J 

drm

dt

rm = 
drm

dt

 (4.3.1) 

 

Another aspect that cannot be neglected in Fig. 4.3.1 is that the control system includes 

the speed estimator. Generally, the presence of the estimator, as we will see in the 

following paragraphs, modified the speed closed loop control transfer function and 

introduces a delay on the estimated speed that leads to a worsen dynamic performance of 

the speed loop. The effects due to the presence of the speed estimator will be analyzed in 

the following paragraph. 

4.3.1 Continuous Time Speed Control Loop Design with Pole Placement 

Based on the above hypotheses, the speed control loop block diagram, with includes 

the speed controller C(s) and the mechanical system P(s), as shown in Fig. 4.3.2: 
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Figure 4.3.2 Continuous Time Speed Control Loop 

 

P(s) = 
1

sJ
 (4.3.2) 

 

C(s) = 
kp s + ki

s
 (4.3.3) 

 

where kp and ki are the proportional and integral gains of the speed controller 

respectively. The open loop and closed loop transfer functions F(s) are given: 

 

F(s) = C(s)P(s) = 
kp s + ki

s2J
 (4.3.4) 

 

W(s) = 
F(s)

1 + F(s)
 = 

kp s + ki

s2J + kp s + ki
  (4.3.5) 

 

Starting from the denominator of (4.3.5), the poles can be placed in order to all have a 

real negative part. In particular, as it is a second-degree polynomial, two poles will be 

positioned. The poles placement must be done, as seen in sub-paragraph 4.1.5, trying to 

avoid unwanted oscillations during the step response, to avoid this it is good practice to 

position the poles directly on the real negative axis (therefore with unitary damping) in 

order to obtain a step response as overdamped as possible [5]-[6]; moreover, if the farthest 

pole p1, which is related to fast dynamics, is ten times larger than the closest pole p2, 
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which is related to slow dynamics, an excellent command tracking performance and 

stability margin, with a phase margin roughly equal to 85 ° [5]-[6]. 

As the frequency of the farthest pole is approximately equal to the closed loop 

bandwidth, then we can define: 

 

p1 = 2fBW          p2 = 
p1

10
 (4.3.6) 

 

s2 + 
kp

J
 s + 

kp

J
 = s2 + (p1 + p2) s + p1 p2  (4.3.7) 

 

Starting from (3.4.7) is very easy to extract the speed controller gains. 

 

kp = (p1 + p2) J            ki = p1 p2 J (4.3.8) 

 

In Fig. 4.3.3 is shown the step time response of the closed speed loop transfer function 

W(s), where 20Hz speed loop bandwidth is selected with the corresponded mechanical 

inertia J = 0.0021kgm2.  It can be noted that from the conditions defined in (4.3.6), a step 

response equivalent to that of an overdamped second order system is obtained, 

characterized by a response time that depends on the chosen bandwidth and by a limited 

overshoot. 
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Figure 4.3.3 Speed Loop Step Response. 

In Fig. 4.2.4 is shown the zero-pole map of the open and closed speed loop transfer 

functions, where the closed loop fastest pole is roughly near to the closed loop bandwidth 

while the closed loop slower pole is a quite near to the zero, in fact, the step-time response 

of the Fig. 4.3.3 it is similar to a first order step-time response. 
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Figure 4.3.4 Continuous Time Zero-Pole Map 

4.3.2 Continuous Time Speed Control Loop Design with Nyquist Theory 

Another way to tune the control speed closed loop is based on the Nyquist stability 

theory, defined in the sub-paragraph 4.14. 

Starting from the control speed closed loop system of Fig. 4.3.2 it is possible to define 

the specifications on the open loop transfer function F(s) in order to guarantee stability 

and robustness on the closed loop transfer function W(s). 

As already defined in sub-paragraph 4.1.6, the dynamic performances of a closed loop 

system are provided by the follow specifications: the closed loop bandwidth, which is 

linked to the quick response of the closed loop system, and the phase margin, which 

represents one of the many robustness metrics of the system. 

Generally, the bandwidth of the speed control loop fBW can be selected from 10 to 100 

Hz [10]-[11]; the phase margin will be chosen by means on the desired dynamic 

performance of the closed loop time step response, in terms of overshoot and transient 

oscillations [5]-[6]; typically, a good robustness performance is guaranteed by a phase 

margin m ≥ 60°; in order to obtain excellent robustness and to cancel the transient 

oscillations, it is good practice to place the closed loop poles of W(s) on the negative real 

axis, that is equivalent to impose the phase margin m ≥ 75° [5]-[6]. 

According to the Nyquist's theory, the stability conditions of the closed-loop function 

W(s) with unitary feedback can be done by studying the open-loop function F(s) [5]-

[6]; therefore, after defining the desired speed loop specifications, it is possible to write 

the relationships (4.3.9) that allow to determine the PI speed controller gains [5]-[6], [14]. 

 

|F(jc)| = 1            F(jc) = m - 180° (4.3.9) 

 

where c is the crossover frequency of the open loop function F(s). It is shown that for 

a second order system the crossover frequency is approximately equivalent to the closed 

loop bandwidth frequency [5]-[6]: 

 

fBW ≈ fc (4.3.10) 

 

therefore, by setting the speed closed loop bandwidth fBW and the phase margin m: 
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|F(jc)| = 
 2

BW k 2
p + k 2

i

  2
BW J

 = 1

F(jc) = atan 






BW kp

ki
 - 180° = m - 180° 

(4.3.11) 

 

Starting from the previously expressions (4.3.11), the PI speed controller gains are 

given: 

 

ki = 
 2

BW J

 2
BW  2i + 1

              kp = ki i               i = 
tan (m)

BW
 (4.3.12) 

 

where i is the integral constant time of the PI speed controller. 

In Fig. 28 the time step response of the closed-loop transfer function W(s) is shown 

with the same closed loop bandwidth and mechanical inertia used in sub-paragraph 4.3.1. 

A comparison between the closed loop function obtained by pole-placement method and 

by choosing a phase margin of 85 ° is equivalent to choosing the two poles of W(s) one 

decade distant from each other (4.3.6). 
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Figure 4.3.5 Time Step Response of the Closed Speed Loop Transfer Function 
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Figure 4.3.6 Zero-Pole Maps of the Speed Loop Control System 
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4.3.3 Discrete Time Speed Control Loop Design with Pole Placement 

The block diagram of the speed control loop is shown in Fig. 4.3.7, where the speed 

controller is modeled in discrete time domain and the mechanical plant in continuous time 

domain. In order to model the effect of the digital control on the mechanical system, the 

speed controller will be connected to the mechanical system through a "latched" torque 

interface. 
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Figure 4.3.7 Discrete Time Speed Loop Control Block Diagram. 

The discrete time domain transfer function of the mechanical system is given by 

(4.3.13): 

 

P(z) = 
Ts

J
 

1

z - 1
 (4.3.13) 

 

while, the integral part of the PI controller is modeled as a discrete accumulator: 

 

C(z) = kp + 
ki Ts z

z - 1
 = K 

z - 

z - 1
 (4.3.14) 

where: 

 

K = (kp + ki Ts)            = 
kp

kp + ki Ts
 (4.3.15) 

 

The discrete time domain open loop F(z) and closed loop W(z) transfer functions are 

given by: 

 

F(z) = C(z) P(z) = 
Ts

J
 
K (z - )

(z - 1)2  = 
K' (z - )

(z - 1)2  (4.3.16) 

with K' = 
Ts

J
 K 

W(z) = 
F(z)

1 + F(z)
 = 

K' (z - )

z 2 + (K' - 2) z+ (1 - K' )
 (4.3.17) 

 

According to the pole-placement method it is possible to place the closed loop poles 

by fixing the fastest pole p1 as the closest to the closed loop bandwidth and the slowest 

pole p2 with a frequency ten times smaller than the frequency of p1: 

 

p1 = e -2  fBW Ts              p2 = e -(2  fBW Ts)/10 (4.3.18) 

 

In this way the C(z) speed controller gains are obtained: 
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kp = 
J

Ts
 (1 - p1 p2)          ki = 

J

T 2
s
 (2 - p1 - p2) - 

kp

Ts
 (4.3.19) 

 

In Figs. 4.3.8-4.3.9 the time step responses of the continuous time and discrete time 

closed loop transfer function and the zero-pole map are shown, respectively. 
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Figure 4.3.8 Step Time Response Comparison between the Continuous Time and Discrete Time closed 

loop transfer function. 
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Figure 4.3.9 Discrete Time Domain Zero-Pole Map. 
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4.4 VTO Speed Estimator Tuning 

In this sub-paragraph the tuning of the VTO will be introduces which is considered a 

model-based speed estimator and thus its calibration is easy and also useful in the 

following studies. 

4.4.1 Continuous Time Design of Vector Tracking Observer 

Fig. 4.4.1 displays the linearized model of the VTO: 

(s)

1

𝑠
 kia

ksa

ba

Ĵ

pp 1

𝑠
 

1

𝑠
 

Ĵ

pp̂(s)

Tcff(s)

(s)

enh(s)

^

^
unenh(s)^

 
Figure 4.4.1 Linearized VTO block diagram. 

In order to simplify the VTO tuning procedure, the term pp/ J ^ can be included into 

parameters kia, ksa, ba and in the feed-forward term: 

 

k1 = 
pp

J ^
 ba          k2 = 

pp

J ^
 ksa         k3 = 

pp

J ^
 kia         kcff = 

pp

J ^
 (4.4.1) 

 

To simplify the mathematical analysis, the feed-forward input of the command torque 

Tcff is set to zero, i.e. the observer VTO becomes a vector tracking state filter (VTSF). 
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Figure 4.4.2 Block diagram of the Vector Tracking State Filter. 

The open loop FVTSF(s) and closed loop WVTSF(s) transfer function of the linearized 

VTSF are respectively: 

 

FVTSF(s) = 
k1 s

2 + k2 s + k3

s3   (4.4.2) 

 

WVTSF(s) = 
k1 s

2 + k2 s + k3

s3 + k1 s
2 + k2 s + k3

  (4.4.3) 

 

The tuning of the VTSF can be accomplished by exploiting the pole-placement method 

on the closed-loop transfer function. Since the characteristic polynomial is a third order 
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expression (4.4.5), three poles must be positioned (4.4.4): the faster pole p1 has a 

frequency approximately equal to the close bandwidth of the VTSF, the pole p2 which is 

ten time smaller then the pole p1 and the pole p3 chosen time smaller then the pole p2: 

 

p1 = 2fBWvto               p2 = 
p1

10
              p3 = 

p2

10
 (4.4.4) 

 

s3 + k1s
2 + k2s + k3 = (s + p1) (s + p2) (s + p3) (4.4.5) 

 

The VTSF gains are: 

 

k1 = (p1 + p2 + p3)         k1 = (p1 p2+ p2 p3 + p3 p1)        k1 = p1 p2 p3 (4.4.6) 

 

In this way, by setting the closed loop bandwidth fBWvto of the VTO it is possible to 

exploit the relationship (4.4.4) in order to compute the VTO gains (4.4.6). 

The step-time response of the closed-loop transfer function WVTSF(s) is shown in Fig, 

4.4.3 where fBWvto = 300Hz and J ^ = 0.0021 kgm2 are considered.  
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Figure 4.4.3 Time Step Response of the VTSF Closed Loop Transfer Function. 

In Fig. 4.4.4, the zero-pole map of the VTO open and closed loop transfer functions 

highlights the one tenth distance between the closed loop poles; furthermore, it would be 

noted that the step-time response of the closed loop transfer function of the VTSF is a 

overdamped second order system, in fact each zeros of the closed loop function is 

respectively near with the closed loop pole while the fastest pole is alone. 
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Figure 4.4.4 Zero-Pole Map of the VTSF. 
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4.4.2 Discrete Time Design of the Vector Tracking Observer 

Fig. 4.4.5 shows the discrete time model of the operating point of the VTO, 

topologically equivalent to that shown in Fig. 4.4.1: 
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Figure 4.4.5 Discrete Time Linearized VTO Block Diagram. 

In order to simplify the mathematical computation, it is possible to define, as done for 

the continuous time case, the following parameters which this time also depend on the 

sampling time: 

 

k1 = 
Ts

2
  
pp

J ^
 ba          k2 =

Ts
2

2
  

pp

J ^
 ksa         k3 =

Ts
3

2
  
pp

J ^
 kia         kcff = 

Ts
2

2
 
pp

J ^
 (4.4.7) 

 

However, since the feedforward term has no influence on the closed-loop observer 

pole-placement, it can be neglected in the small signal model used, Fig. 4.4.6: 
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Figure 4.4.6 Discrete Time VTSF without the Feed-Forward term. 

The open loop FVTSF(z) and closed loop WVTSF(z) transfer function of the discrete time 

VTSF are, respectively: 

 

FVTSF(z) = 
(k1 + k2 + k3) z

3 + (k3 - k1) z
2 - (k1 + k2) z + k1

z4 - 3 z3 + 3 z2 - z
  (4.4.8) 

 

WVTSF(z) = 
(k1 + k2 + k3) z

3 + (k3 - k1) z
2 - (k1 + k2) z + k1

z4 + (k1 + k2 + k3 - 3) z3 +(k3 - k1 + 3) z2 - (k1 + k2 + 1)z + k1
  (4.4.9) 

 

It can be to note that the VTSF's gains are relative to three separate parallel paths in 

the VTSF; this topological feature helps to simplify the tuning, if the poles of the closed-

loop transfer function are chosen sufficiently spaced, usually a tenth from each other. Fig. 

4.4.7 helps to explain why: it shows an equivalent block diagram in which the parallel 

paths of Fig. 4.4.6 have been algebraically manipulated to explicitly show the nature of 

the three cascaded loops of the VTO. 
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Figure 4.4.7 Equivalent Operating Point Model with Derivative, Proportional and Integral Loops 

Explicitly Shown. 

A simple procedure for the VTO observer tuning will now be presented. If the 

derivative loop is calibrated to be the fastest of the three, it can be analyzed separately 

from the two outermost loops: proportional loop and integral loop respectively. The 

transfer function of the derivative loop is: 

 
z2 + z

z2 + (k1 - 1) z + k1
  (4.4.10) 

 

Considering the characteristic polynomial of (4.4.10), to set the coefficient k1, the 

smaller of the zeros of the characteristic polynomial (4.4.11) (i.e. the faster of the two 

closed-loop polynomials) is free to vary, while the other is set to z1, as defined: 

 

z2 + (k1 - 1) z + k1 = 0 (4.4.11) 

 

By setting the desired passband of the VTO fBWvto, as the frequency of the fastest pole, 

i.e. that of the derivative loop: 

 

k1 = z1 
1 - z1

1 + z1
                       z1 = e -2fBWvtoTs (4.4.12) 

 

After the derivative loop tuning it is now possible to proceed with the tuning of the 

proportional loop. The transfer function which combines the two loops, derivative and 

proportional, holds: 

 
z2 + z

z3 + (k1 + k2 - 2) z2 + (k2 + 1) z - k1
  (4.4.13) 

 

Starting from the characteristic polynomial of the (4.4.13), defined in the following 

expression (4.4.14): 

 

z3 + (k1 + k2 - 2) z2 + (k2 + 1) z - k1 = 0  (4.4.14) 

 

It is possible to set the proportional loop pole, z2, with a frequency ten times lower 

than the frequency of the derivative loop pole. Thus, known the coefficient k1 and set the 

pole z2: 
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k2 = 
- z

3
2 + (2 - k1) z

2
2 - z2 + k1

z2 (z2 + 1)
                       z2 = e

-2 
fBWvto

10 Ts (4.4.15) 

 

Finally, the integral loop can be designed. In this case it is necessary to consider the 

entire transfer function (4.4.16) which incorporates the three loops: derivative, 

proportional and integral: 

 
z3 + z2

z4 + (k1 + k2 + k3 - 3) z3 +(k3 - k1 + 3) z2 - (k1 + k2 + 1)z + k1
  (4.4.16) 

 

It would be noted in (4.4.16) that the characteristic polynomial (4.4.17) is identical to 

the characteristic polynomial of the closed-loop transfer function WVTSF(z) defined in 

(4.4.9). Also in this case, from the VTSF gains k1, k2 and from the previous tuning and 

setting of the integral loop pole frequency, i.e., the slowest pole, as ten times smaller than 

the proportional loop pole, the gain k3 can be determined. 

 

z4 + (k1 + k2 + k3 - 3) z3 +(k3 - k1 + 3) z2 - (k1 + k2 + 1)z + k1 = 0  (4.4.17) 

 

k3 = 
- z

4
3 - (k2 + k1 - 3) z

3
3 + (k1 - 3) z

2
3 + (k1 + k2 +1) z3 - k1

z
3
3 + z

2
3

 

z3 = e
-2 

fBWvto

100 Ts 

(4.4.18) 
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Figure 4.4.8 Step Time Response Comparison between the Continuous Time and Discrete Time closed 

loop transfer function of the VTSF. 

4.5 Impact of the Rotor Position Sensor Resolution in AC drive 

using Speed Estimation Algorithm based on Vector Tracking 

Observer 

Starting from the measurement of the rotor position sensor, the use of the speed 

estimators is used in those applications where knowledge of the rotor speed is required 

[15]-[16]. As already introduced in paragraph 3.2, the use of a position sensor involves 

the presence of some phenomena that affect the performance of an electric drive. 

In particular, among the various properties that characterize a position sensor, the 

resolution is the one that among all the other properties has an important impact on the 

speed control since it affects the quality of the speed estimation. Furthermore, based on 
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the paragraph 3.3, the use of an intuitive and effective mathematical model of the 

resolution of a position sensor allows to analytically determine the effects that the 

resolution has in the estimation of the rotor speed and in its control. 

In essence, re
(q) is the instantaneous speed of the sensed position space vector; as 

such, it plays a key role in any position-measurement-based speed estimation algorithm.  

Ideally, speed estimated with an infinitely high estimation accuracy bandwidth would 

coincide with re
(q), but such an estimate would contain unacceptably large harmonic 

content which would be detrimental to the operation of any speed controlled electrical 

drive.  Filtering is therefore unavoidable, especially in low-speed operation, when a 

significant number of harmonics are concentrated in the low frequency range of re
(q)’s 

spectrum. 

In this paragraph, the impact of the speed estimators on the filtering action and 

therefore reduction of quantization harmonics is dealt with in an analytical way. In 

particular, the whole analysis will be conducted using the VTO as a speed estimator; 

moreover, the study conducted here, for simplicity of analysis, will be done in continuous 

time. 

4.5.1 Filtering Properties of the VTO 

In order to keep the following mathematical analysis simple, the torque command 

feedforward input is set to zero, i.e. the VTO becomes a vector-tracking state filter (VTSF) 

Fig. 4.5.1.  This is done to avoid quantization harmonics propagating into the observer 

from the current control loop via the feedforward term. 
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Figure 4.5.1 Block Diagram of the Operating Point Model of the VTSF 

The closed loop transfer function of the VTSF, as already defined in paragraph 4.4, is 

given by: 

 

WVTSF(s) = 
k1 s

2 + k2 s + k3

s3 + k1 s
2 + k2 s + k3

  (4.5.1) 

 

In order to simplify the mathematical computation, it is possible to decompose (4.5.1) 

into simple fractions; in fact the numerator of (4.5.1) is a second order equation and it is 

composed by two zeros, while the denominator is a third order equation, as already shown 

in paragraph 4.4, it is composed by three poles: 

 

WVTSF(s) = k1 

s2 + 
k2

k1
s + 

k3

k1

s3 + k1 s
2 + k2 s + k3

 = k1 
(s + z1) (s + z2)

(s + p1) (s + p2) (s + p3)
 

(4.5.2) 

 

The function (4.5.2) can be rewritten as: 
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WVTSF(s) = k1 
(s + z1) (s + z2)

(s + p1) (s + p2) (s + p3)
 = k1 







A

s + p1
 + 

B

s + p2
 + 

C

s + p3
 (4.5.3) 

 

where A, B and C are the coefficients of the simple fractions: 

 

WVTSF(s) = k1 
(A + B + C) s2 [A (p2 + p3) + B (p1 + p3) + C (p1 + p2)] + s (A p2 p3 + B p1 p3 + C p1 p2)

(s + p1) (s + p2) (s + p3)
  (4.5.4) 

 

By comparing the (4.5.2) and (4.5.4), it is possible to obtain the following algebraic 

linear system: 

 









1 1 1

(p2 + p3) (p1 + p3) (p1 + p2)

p2 p3 p1 p3 p1 p2

 









A

B

C

 = 









1

z1 + z2

 z1 z2

 (4.5.5) 

 

The solution of the algebraic linear system (4.5.5) provides the following coefficients: 

 




 A = 

(p1 - z1) (p1 - z2)

(p1 - p2) (p1 - p3)

B = -
(p2 - z1) (p2 - z2)

(p1 - p2) (p2 - p3)

C = 
(p3 - z1) (p3 - z2)

(p1 - p3) (p2 - p3)

 (4.5.6) 

 

According to the tuning of the VTO in continuous time domain, sub-paragraph 4.4.1, 

the VTO gains are selected in (4.4.4) and can be rewritten as: 

 




 k1 = (p1 + p2 + p3) = 

111

100
 p1

k2 = p1 p2 + p1 p3 + p2 p3 = 
111

1000
 p

2
1

k3 = p1 p2 p3 = 
p

3
1

1000

 (4.5.7) 

 

From the relationship defined in (4.5.2) it is possible to compute the zeros of the (4.5.1) 

as function of the poles: 

 




 z1 = 

k2 + k
2
2 - 4 k1 k3

2 k1
 = 

p1

20
 








1 + 
71

100
 ≈ 

9 p1

100

z2 = 
k2 - k

2
2 - 4 k1 k3

2 k1
 = 

p1

20
 








1 - 
71

100
 ≈ 

p1

100

 (4.5.8) 

 

From (4.5.7) and (4.5.8) the coefficients A, B and C can be approximately rewritten as: 
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





 A ≈ 









p1 - 
9p1

100
 








p1 - 
p1

100









p1 - 
p1

10
 








p1 - 
p1

100

 = 
91

90

B ≈ 






p1

10
 - 

9p1

100
 






p1

10
 - 

p1

100









p1 - 
p1

10
 






p1

10
 - 

p1

100

 = - 
1

90

C ≈ 






p1

100
 - 

9p1

100
 






p1

100
 - 

p1

100









p1 - 
p1

100
 






p1

10
 - 

p1

100

 = 0

 (4.5.9) 

 

From (4.5.9) it can be noted that the main contribution of the VTSF closed loop transfer 

function (4.5.3) is given by the coefficient A; in fact, by computing the impulse response 

of (4.5.3) three impulse responses are obtaining, where each component is linked to 

coefficients A, B e C: 

 

wVTSF(t) = ℒ -1 [WVTSF(s)] = k1 [ ]A e-p1t + B e-p2t + C e-p3t  (4.5.10) 

 

while the transfer functions of each impulsive response defined in (4.5.10) are given by: 

 

WVTSF1(s) = 
k1A

s + p1
        WVTSF2(s) = 

k1B

s + p2
        WVTSF3(s) = 

k1C

s + p3
 (4.5.11) 

 

From the approximations obtained in (4.5.9) it is possible to neglect the terms related 

to the coefficients B and C. 

0 1 2 3 4 5
-500

0

500

1000

1500

2000

2500

wVTSF1(t)

wVTSF(t)

wVTSF3(t)

wVTSF2(t)

Time [ms]  
(a) 



135 

 

Time [ms]
0 10 20 30 40 50-50

0

50

100

150

200

250

wVTSF1(t)

wVTSF(t)

wVTSF3(t)

wVTSF2(t)

 
(b) 

 

 
Figure 4.5.2 Impulse Response of the VTSF and the decompose fractions components with two 

different VTO bandwidth values, respectively: (a) fBWvto=300 Hz, (b) fBWvto=30 Hz. 

It is possible to noted that both impulsive responses Fig. 4.5.2a and Fig. 4.5.2b have a 

similar behavior, also with different poles-placement selected values: p1=300 Hz, p2=30 

Hz, p3=3 Hz, and p1=30 Hz, p2=3 Hz, p3=0.3 Hz, for Fig. 4.5.2a and Fig. 4.5.2b, 

respectively, and by considering the same estimated inertia of the mechanical system 

model. 

According to the approximations in (4.5.9) and from the impulse responses of Fig. 

4.5.2, it is possible to approximate the overall transfer function of the VTSF as that 

associated only with the pole p1, i.e., the fastest pole and with the frequency closest to the 

bandwidth of the VTO. 

 

WVTSF(s) ≈ 
~
WVTSF(s) = WVTSF1(s) = 

k1A

s + p1
 (4.5.12) 

 

The gain provided by the VTSF at a generic frequency  is approximately given by: 

 

|
~
WVTSF(j)| = 

k1 A

p1
2+2

 (4.5.13) 

 

In the following sub-paragraphs, comparisons between analytical results obtained 

using (4.5.13) and numerical simulations using the actual VTSF are provided. Fig. 4.5.3a 

shows a block diagram detailing how the analytical results are achieved, while Fig. 4.5.3b 

shows how the simulations using the actual VTSF are implemented. 
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Figure 4.5.3 Block Diagram of the VTSF based speed estimation. 

re is the reference speed on which a sinusoidal disturbance is superimposed (4.5.14), 

while d(t) is the disturbance related to the quantization phenomena (15): 

 

re(t) = re0 + recos(dt+d) (4.5.14) 

 

d(t) = 
k=1

+

 
2

NDS k
 

n=-

+

Jn






NDSkre

d
 (NDSkre0+nd) cos((NDSkre0+nd)t+nd)  (4.5.15) 

 

In particular, will be shown the filtering capability of the VTSF based on the 

mathematical formulations of the quantized rotor position and angular speed described in 

paragraph 3.3; in fact, will be taken into consideration the several cases of the quantized 

rotor position and speed analyzed in paragraph 3.3: with constant case, with a single 

sinusoidal disturbance, with a periodic disturbance and finally with non-periodic 

disturbance. 

The approximated expression of the VTSF magnitude (4.5.13) will be used in the next 

sub-paragraphs in order to simplify this mathematical analysis. 

4.5.2 Case with Constant Speed 

Starting from (4.3.13) the amplitude of the quantization harmonic at the angular 

frequency  = kNdsre0 can be expressed as: 

 ̂re_enh(kNDSre0) ≈ 2re0 |
~
WVTSF(kNDSre0)| = 2re0 

k1A

p1
2+(kNDSre0)

 2
 (4.5.16) 

The above equation provides a clear relationship between the fastest closed loop pole 

of the VTSF and the amplitude of any quantization harmonic in  ̂re_enh.  Thus, it can be 

used to tune the VTSF to satisfy specifications on the allowable quantization harmonic 

amplitudes.  Fig. 4.5.4a shows the waveform of  ̂re_enh for re0 = 210 rad/s, p1=300Hz, 

p2=30Hz, p3=3Hz and NDS = 6.   ̂re_enh features significant impulses at each position 

measurement update, making it practically unusable for speed feedback.  Fig. 4.5.4b, 

shows the magnitude frequency response plots |WVTSF(j)| and |
~
WVTSF(j)|.  The two 

responses differ in the low frequency range, with |
~
WVTSF(j)| overestimating the dc 

component by about 12%.  Nonetheless, |
~
WVTSF(j)| is a good approximation of 

|W VTSF(j)| starting from the first quantization harmonic frequency, i.e. 60 Hz.  Fig. 4.5.4c 

shows the FFTs of re
(q),  ̂re_enh and |

~
WVTSF(j)|re

(q).  It is verified that the harmonics of 

 ̂re_enh are filtered versions of those of re
(q), i.e.  ̂re_enh() = |WVTSF(j)|re

(q)(). 
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Furthermore, apart from the dc component, very good agreement can be seen between the 

harmonic amplitudes in  ̂re_enh and |
~
WVTSF(j)|el

(q), corroborating the validity and 

usefulness of (4.5.16).  Fig. 4.5.4c also confirms that the amplitudes of the quantization 

harmonics contained in  ̂re_enh are still quite significant compared to those of el
(q). 

 

[s]

[rad/s]

 
(a) 

0 50 100 150 200 250 300 350 400
[Hz]

|WVTSF(j)| |WVTSF(j)|
~ 

0

0.2

0.4

0.6

0.8

1

1.2

 
(b) 

0

25

50

75

100

125

150

0 50 100 150 200 250 300 350 400
[Hz]

[rad/s]

re
q() |WVTSF(j)|re

q()
~ 

re_enh()^

125.7

125.7

134.3
119.4

125.7

89.32

NDS fre0

60 Hz
2NDS fre0

120 Hz
3NDS fre0

180 Hz
4NDS fre0

240 Hz
5NDS fre0

300 Hz

6NDS fre0

360 Hz
re0

90.02

120.6137.9

70.3

62.83

 



138 

 

(c) 
Figure 4.5.4 Instantaneous quantized speed, estimated enhanced speed and estimated VTSF 

amplitude, for re0 = 210 rad/s, NDS = 6 and p1=300 Hz, p2=30 Hz, p3=3 Hz. (a) waveform of estimated 

enhanced speed (b) frequency responses of VTSF magnitude and estimated VTSF magnitude (c) FFTs. 

One well known way to reduce the impact of the quantization harmonics is to increase 

the filtering of the speed estimation algorithm, [17].  This is shown in Fig. 4.5.5, in which 

the closed loop poles of VTSF are lowered by a decade each to p1=30 Hz, p2=3 Hz, p3=0.3 

Hz.  A significant increase in quantization harmonic attenuation is visible, at the expense 

of deteriorating the estimation accuracy bandwidth of the VTSF. 
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(c) 
Figure 4.5.5 instantaneous quantized speed, estimated enhanced speed and estimated VTSF 

amplitude for re0 = 210 rad/s, NDS = 6 and p1=30 Hz, p2=3 Hz, p3=0.3 Hz. (a) waveform of estimated 

enhanced speed (b) frequency responses of VTSF magnitude and estimated VTSF magnitude (c) FFTs. 

4.5.3 Case with a Single Sinusoidal Disturbance 

The same analysis is now performed for a single sinusoidal disturbance.  By virtue of 

(4.5.13), the amplitude of the quantization harmonics in  ̂re_enh at kNdsre0 ± nd can be 

expressed as: 

 

 ̂re_enh(kNDSre±nd) ≈ 2re0|
~
WVTSF(kNDSre0±nd)| = 2re0 

k1A

p1
2+(kNDSre0±nd)

2
 (4.5.17) 

 

Fig. 4.5.6 shows the related waveforms for re0 = 210 rad/s with a sinusoidal 

disturbance having re = 2 rad/s, d = 211 rad/s and d = 0 rad.  The VTSF is tuned 

with the follow bandwidth fBWvto = 30Hz.  Once again, it is confirmed that  ̂re_enh() = 

|W VTSF(j)|re
(q)() and  ̂re_enh()  |

~
W VTSF(j)|re

(q)(), even under a single sinusoidal 

disturbance.  As expected, an increased number of quantization harmonics appear in the 

spectrum of  ̂re_enh. 
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Figure 4.5.6 instantaneous quantized speed, estimated enhanced speed and estimated VTSF 

amplitude for re0 = 210 rad/s, re = 2 rad/s, d = 211 rad/s, d = 0 rad, NDS = 6 and p1=30 Hz, 

p2=3 Hz, p3=0.3 Hz. (a) waveform of estimated enhanced speed (b) FFTs. 

The VTSF has an impact on the estimation of the disturbance harmonic as well: 

compared to the actual value, its magnitude is amplified by 3.6 % and its phase is shifted 

by -18.8 deg.  Consequently, a speed control loop wouldn’t be able to fully compensate 

the disturbance.  In addition, it can also be expected that the speed loop will try to 

counteract the quantization harmonics in  ̂re_enh, thereby inducing additional ripple on the 

shaft. 

4.5.4 Case with a Periodic Disturbance 

In case of a periodic disturbance the amplitude of the quantization harmonic should be 

defined with the follow generic angular frequency  = kNdsre0 + 
i=1

h

nidi; in fact, 

considering the expression (4.5.13) it is possible to write the following generic 

expression: 

 ̂re_enh









kNdsre0 + 
i=1

h

nidi  ≈ 2re0







~

WVTSF









kNdsre0 + 
i=1

h

nidi  = 

   (4.5.18) 

= 2re0 

k1A

p1
2+









kNdsre0 + 
i=1

h

nidi

2
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The mathematical formulation of the quantization harmonic amplitude with a periodic 

disturbance (4.5.18) is quite complex; in fact, in order to simplify this study two 

sinusoidal disturbances has been considered.  

Fig. 4.5.7 shows the related waveforms for re0 = 210 rad/s with two sinusoidal 

disturbances having re1 = 2 rad/s, d1 = 27 rad/s, d1 = 0 rad and re2 = 2 rad/s, 

d1 = 212 rad/s, d1 = 0 rad. The VTSF is tuned with the follow closed loop bandwidth 

fBWvto = 30Hz.  Also with a periodic disturbance, it is confirmed that  ̂re_enh() = 

|W VTSF(j)|re
(q)() and  ̂re_enh()  |

~
W VTSF(j)|re

(q)(), even under multiple sinusoidal 

disturbances.  Once again, as expected, an increased number of quantization harmonics 

appear in the spectrum of  ̂re_enh. 
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(b) 

Figure 4.5.7 Instantaneous quantized speed, estimated enhanced speed and estimated VTSF 

amplitude for re0 = 210 rad/s, re1 = 2 rad/s, fd1 = 7 Hz, d1 = 0 rad, re2 = 2 rad/s, fd2 = 12 Hz, 
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d2 = 0 rad, NDS = 6 and p1=30 Hz, p2=3 Hz, p3=0.3 Hz. (a) waveform of estimated enhanced speed (b) 

FFTs. 

Also in this case it is possible to note the VTSF impact on the estimation of the 

disturbances harmonics; in fact, compared to the actual values of the first sinusoidal 

disturbance, its magnitude is amplified by 6.5 % and its phase is shifted by -11 deg, while 

on the second sinusoidal disturbance, its magnitude is amplified by 2.5 % and its phase is 

shifted by -20.4 deg. 

4.5.5 Case with a Nonperiodic Disturbance 

Fig. 4.5.8 illustrates the waveforms for the example of nonperiodic torque disturbance 

pulses shown in Fig. 4.5.8.  In this case, re
(q)(t) is obtained numerically by using (3.3.16) 

defined in sub-section 3.3.4.  The quantization harmonics are spread continuously 

throughout the spectrum, as can be expected for a nonperiodic waveform.  The FFTs 

reported in Fig. 4.5.8b indicate that (4.5.1) - (4.5.13) are applicable to nonperiodic 

disturbances as well. 
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(b) 

Figure 4.5.8 instantaneous quantized speed, estimated enhanced speed and estimated VTSF 

amplitude for non-periodic disturbance and p1=30 Hz, p2=3 Hz, p3=0.3 Hz. (a) waveform of estimated 

enhanced speed (b) FFTs 

The above results show that re
(q) is the effective input to the VTSF in any operating 

condition, both periodic and nonperiodic.  Since the VTSF has been represented with its 

operating point closed loop transfer function, the previous analyses also suggest that is 

possible to determine the speed estimate for any estimation algorithm by applying its own 

operating point closed loop transfer function to re
(q). 

4.5.6 Experimental Validation 

To further validate the above modelling, this section is devoted to experimental tests 

on a 400 W servo-drive test bench.  The setup shown in Fig. 4.5.9 comprises two 

permanent magnets synchronous motors (PMSM): an Estun EMJ-04APB22 surface PM 

servo-motor (SPM) and a Golden Age GK6025-8AF31 interior PM servo-motor (IPM); 

these are coupled together via bellow couplings to a HBM T22 torque-meter.  The PMSM 

machines are supplied by two Texas Instruments High Voltage Motor Control Kits which 

use TI F28335 microcontrollers and Powerex IGBT three-phase inverters, operating from 

a common 310V dc bus at 10kHz switching frequency and 1s dead time.  Both machines 

can be operated as motor or generator interchangeably; in fact, both inverters share a 

common DC bus, ensuring regenerative power flow.  Low-side resistive shunts are used 

to measure the three phase currents of both drives. 
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(b) 

Figure 4.5.9 Experimental servo-drive test bench. (a) photograph, (b) schematic. 

Standard field-oriented control with synchronous reference frame cross-coupling 

decoupling current regulators is implemented in the microcontrollers, as shown in Fig. 

4.5.10.  10000 pulse per mechanical revolution optical encoders are mounted on each 

motor and tests are performed for different position sensor resolutions by down-sampling 

the encoder position measurement.  The sampling frequency of the current control loop 

of both FOC algorithms is 10kHz, coinciding with the switching frequency.  The 

sampling frequency of the speed control loop is 5 kHz.  The bandwidth of the current 

control loop of both drives is 500 Hz, while two different bandwidths (50 Hz or 30 Hz) 

have been used for the speed control loop depending on the position sensor resolution, as 

indicated in the following.  Two Analog Devices AD7568 digital to analog converters are 

used to visualize real time variables from both drives.   
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Figure 4.5.10 Block diagram of the implemented field-oriented control. 

The main data of the two PM machines is reported in Tab. VII and Tab. VIII, while 

Tab. IX reports the moments of inertia of the various rotating elements of the test bench.  

Tab. X lists the settings of the motor control parameters. 

 
Table VII Data of SPM Servomotor ESTUN EMJ-04APB22 

Rated power 400 W q/d inductances 14/14 mH 

Rated speed 3000 rpm Pole pairs 4 

Rated current 2.7 A EMF constant 0.0617 Vs/rad 

Phase resistance 4.7 Ω Torque constant 0.3702 Nm/A 

 
Table VIII Data of IPM Servomotor GOLDEN AGE GK6025-8AF31 

Rated power 400 W q/d inductances 7.52/5.6 mH 

Rated speed 3000 rpm Pole pairs 4 

Rated current 2.8 A EMF constant 0.0598 Vs/rad 

Phase resistance 2.44 Ω Torque constant 0.45 Nm/A 

 
Table IX Moments of Inertia of the Test Bench Components 

SPM machine 3.5 10-5 kg m2 

IPM machine 4.5 10-5 kg m2 

Torque meter 1.34 10-5 kg m2 

Bellows coupling (each) 1.03 10-5 kg m2 
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Table X Main Control Parameters 

VTSF Controller Tuning  

Closed Loop Poles 300Hz, 

30Hz, 3Hz 

Kp= 6.198, Ki= 103.8, 

Kd=37.61e-3 Ts = 200 s 

Closed Loop Poles 30Hz, 3Hz, 

0.3Hz 

Kp= 90.44e-3, Ki= 151.7e-3,  

Kd= 5.342e-3 Ts = 200 s 

Speed Regulator 
Kp= 35.23e-3, Ki= 443.2e-3 

Ts = 200 s 

Current Regulator 
Kpc= 37.11, Kic= 12.67e3 

Ts = 100 s 

 

For the experimental tests reported here, the torque command feedforward input is set 

to zero, to be consistent with the previous section.  The VTSF is executed at the same 

sample rate as the speed loop.  The three closed-loop poles of the VTSF are equal to 300 

Hz, 30 Hz and 3 Hz.  This choice results in an estimation accuracy bandwidth equal to 

320 Hz, which is about an order of magnitude less than the 2.5 kHz Nyquist frequency. 

 

4.5.7 Experimental Results: Effects on VTSF-Based Speed Estimation 

An initial set of tests is performed to evaluate the effects of position measurement 

resolution on the VTSF speed estimates.  The SPM machine is speed controlled using the 

full resolution of its encoder, i.e. NDS = 2500, a closed loop speed control bandwidth equal 

to 50 Hz and  ̂re_enh used as speed feedback; the IPM machine’s winding is disconnected 

from its supply. 

The first test consists in commanding a constant speed reference equal to 2.5 Hz 

mechanical, i.e. 10 Hz electrical, and analyzing the resulting speed estimates coming from 

the IPM drive’s VTSF, when its encoder’s resolution is varied.  Fig. 4.5.11 shows the 

waveform and the FFT of  ̂re_enh when NDS = 2500.  Aside from the average value of the 

electrical frequency which is consistent with the speed command, low order harmonics at 

10 and 20 Hz are also present: these may be ascribed to a slightly dynamically unbalanced 

shaft.  No other substantial harmonics are visible in the spectrum. 
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Figure 4.5.11 VTSF-based speed estimate enhanced speed for re0 = 210 rad/s and NDS = 2500. (a) 

waveform (b) FFT. 

Fig. 4.5.12 shows the waveform and FFT of  ̂re_enh when NDS = 6.  The impulsive 

nature of re
(q)(t), as shown in Fig. 4.5.12a, is also visible in this waveform.  The FFT of 

 ̂re_enh computed according to the approach described in sub-section 4.5.1 (including the 

disturbances at 10 Hz and 20 Hz) has been superimposed to the experimental FFT in Fig. 

4.5.12b.  
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(b) 

Figure 4.5.12 VTSF-based speed estimate enhanced speed for re0 = 210 rad/s and NDS = 6. (a) 

waveform (b) FFT. 
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The expected harmonic amplitudes are in good agreement with the experimental data.  

Quantization harmonics appear at multiples of 6fre0 as predicted in section 3.3; their 

amplitudes fall off as the frequency increases due to the filtering properties of the VTSF.  

Furthermore, sideband harmonics appear at ±10 Hz from the main quantization harmonics 

due to modulation caused by the disturbances at 10 Hz and 20 Hz: this is an initial 

experimental proof of the results obtained in section 3.3. 

The second test consists in superimposing a sinusoidal speed ripple with an amplitude of 

re = 2 rad/s and an 11 Hz frequency fd, thus emulating the effect of a sinusoidal torque 

disturbance acting on the shaft.  Fig. 4.5.13 shows the resulting waveform and FFT for NDS 

= 2500.  1 Hz beats are visible in the waveform due to the interaction between the 10 Hz 

disturbance and the 11 Hz commanded speed ripple.  As expected, no quantization 

harmonics appear in the spectrum. 
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Figure 4.5.13 VTSF-based speed estimate enhanced speed for re0 = 210 rad/s, re = 2 rad/s, d 

= 211 rad/s, d = 0 rad and NDS = 2500. (a) waveform (b) FFT. 

On the other hand, Fig. 4.5.14 shows the FFT when NDS = 6.  All the expected 

quantization harmonics are present in the spectrum.  Narrow-band modulation is visible 

for the first and second harmonics orders NDS and 2NDS for both cases, while wide-band 

modulation is visible around the higher quantization harmonic orders. 



149 

 

[Hz]
0 50 100 150 200 250 300 350 400

0

25

50

75

100

125

150
[rad/s]

Experimental Harmonics
Theoretical Harmonics

re0

fd

NDS fre0-fd
49 Hz

NDS fre0+fd

71 Hz

NDS fre0

60 Hz

2NDS fre0-fd

109 Hz

2NDS fre0

120 Hz
2NDS fre0+fd

131 Hz

2NDS fre0±2fd

98 Hz, 142 Hz

3NDS fre0±fd

169 Hz, 191 Hz
4NDS fre0±fd

229 Hz, 251 Hz

4NDS fre0±3fd

207 Hz, 273 Hz

 
Figure 4.5.14 Theoretical vs experimental VTSF-based speed estimate enhanced speed for re0 = 

210 rad/s, re = 2 rad/s, d = 211 rad/s, d = 0 rad. FFT for NDS = 6. 

It was shown in Fig. 4.5.5 that the amplitudes of the quantization harmonics are lowered 

by reducing the estimation bandwidth of the VTSF.  This is shown experimentally in Fig. 

4.5.15 with the VTSF closed loop poles lowered to 30 Hz, 3 Hz and 0.3 Hz, i.e. an 

estimation bandwidth equal to 33 Hz.  Even in this case a good agreement between the 

experimental data and theory can be seen. 
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Figure 4.5.15 Theoretical vs VTSF-based speed estimate enhanced speed (with the VTSF tuned for 30 

Hz, 3 Hz and 0.3 Hz closed loop eigenvalues) for re0 = 210 rad/s, re = 2 rad/s, d = 211 rad/s, d 

= 0 rad. (a) FFT for NDS = 6. 

4.5.8 Experimental Results: Effects on Closed-Loop Speed Control 

The last set of tests is performed to evaluate the impact of position sensor resolution 

on speed control.  For this, the SPM machine is speed-controlled using NDS = 6, while the 

IPM machine is torque-controlled using the full resolution of its encoder.  From the above 

open-loop tests, it is evident that when using low resolution encoders,  ̂re_enh is not 

suitable to be used for closed loop feedback, due to the significant presence of 

quantization harmonics throughout the entire spectrum.  One way to reduce the harmonic 

content is to use  ̂re_unenh;  another way is to reduce the estimation bandwidth of the VTSF, 

i.e. to increase the filtering.  For these reasons and to guarantee stable operation during 

this test, the SPM drive’s speed control bandwidth is reduced to 30 Hz and  ̂re_unenh is 

used as speed feedback.  The VTSF’s closed loop eigenvalues are kept equal to 300 Hz, 

30 Hz and 3 Hz.  The test is performed by commanding the SPM machine with a constant 

speed of 2.5 Hz mechanical and by commanding the IPM machine to produce a sinusoidal 
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torque disturbance with d = 45 mNm at fd = 11 Hz.  Fig. 4.5.16 shows the waveform 

and FFT of the electrical frequency measured by the IPM drive (i.e.  ̂re_enh with maximum 

encoder resolution).  Major oscillations are visible in the waveform, indicating a 

significant difficulty of the SPM drive in controlling the speed of rotation.   
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Figure 4.5.16 Measured electrical frequency for re0 = 210 rad/s, d = 45 mNm, d = 211 rad/s, 

d = 0 rad and NDS = 6. (a) waveform (b) FFT. 

Moreover, the FFT shows that narrow band modulation of low order quantization 

harmonics is also present, as predicted in section 3.3.  These effects are confirmed in the 

measured torque shown in Fig. 4.5.17.  The time harmonics produced by the phase 

modulation of the quantization space harmonics that were present in the estimate in Fig. 

4.5.16b, are now induced on the rotor shaft by the speed-controlled drive, in addition to 

the load torque disturbance.  This formerly unreported phenomenon is now fully 

explained. 
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Figure 4.5.17 Measured torque for re0 = 210 rad/s, d = 45 mNm, d = 211 rad/s, d = 0 rad 

and NDS = 6. (a) waveform (b) FFT. 

4.6 Selection of the Rotor Position Sensor Resolution in Variable 

Speed Drives involving a Vector Tracking Observer in the 

Speed Loop 

In this paragraph is presented a new approach, allowing to identify the minimum NDS 

resolution of a position sensor starting from the analysis of the filtering action (section 

4.5.1) of VTO, obtained by exploiting the theory of the spatial distribution of quantization 

harmonics, by means of Fourier series, of the rotor position measurement obtained by a 

finite resolution position sensor (paragraph 3.3). 

A procedure has been developed to link the minimum sensor resolution NDS with the 

required drive performance expressed in terms of speed control bandwidth and maximum 

speed ripple allowed at the minimum operating speed.  Although the procedure adopted 

to select the rotor position sensor resolution has been applied to VFDs using a specific 

model-based estimation algorithm (i.e., VTO), it can be extended even to other estimation 

algorithms. 

4.6.1 Estimated Speed Ripple Computation with Constant Speed of Rotation 

The simplest scenario to consider in the estimation of the speed ripple is that for a 

constant electrical angular frequency re0=2fre0, i.e. a constant speed of rotation. By 

considering the expressions defined in section 3.3: 

re
(q)(t) = re0t + 

k=1

+

 
2

NDS k
 sin(NDSkre0t) (4.6.1) 

while, the instantaneous quantized speed re
(q)(t), is defined as the time derivative of 

re
(q)(t): 

re
(q)(t) = 

dre
(q)(t)

dt
 = re0 + 

k=1

+

 2re0 cos(NDSkre0t) (4.6.2) 

 

By exploiting the decomposition of the VTSF transfer function done in sub-paragraph 

4.5.1 it is possible to rewrite the function as: 
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WVTSF(s) = 
k1A

s + p1
 + 

k1B

s + p2
 + 

k1C

s + p3
 (4.6.3) 

 

By applying the inverse Laplace transform, the impulse response of (4.6.3) can be 

obtained: 

 

wVTSF(t) = ℒ -1 [WVTSF(s)] = k1 [ ]A e-p1t + B e-p2t + C e-p3t  (4.6.4) 

 

In order to compute the estimated speed ripple in case of constant speed of rotation the 

block diagram shown in Fig. 4.6.1 has been considered. 

re 

(q)

WVTSF(s)
re_enh
^re 

(q)|WVTSF(s)| =

 
Figure 4.6.1 VTSF Estimation from Instantaneous Quantized Speed. 

The analytical expression of the estimated speed  ̂re_enh(t) is obtained by computing 

the convolution product between the instantaneous quantized speed re
(q)(t) and the 

impulse response of the VTSF wVTSF(t). 

Applying the convolution product allow to merge the temporal expression of the 

instantaneous quantized speed re
(q)(t) with the VTSF transfer function WVTSF(s). 

Generally, the convolution product between re
(q)(t) and wVTSF(t) can be written as: 

 

 ̂re_enh(t) = re
(q)(t)⁎wVTSF(t) = 

-∞

+∞

re
(q)() wVTSF(t - ) d  (4.6.5) 

 

By substituting the expressions (4.6.2) and (4.6.4) in (4.6.5) three components can be 

written, each of which is linked to each pole of the WVTSF(s),  ̂re_enh_A(t) to pole p1, 

 ̂re_enh_B(t) to pole p2 and  ̂re_enh_C(t) to polo p3, respectively. 

 

 ̂re_enh_A(t) = 






0

t

 











re0 + 2re0 
k=1

+

 cos(NDSkre0)  [ ]k1 A e-p1(t - )  d  (4.6.6) 

 

 ̂re_enh_B(t) = 






0

t

 











re0 + 2re0 
k=1

+

 cos(NDSkre0)  [ ]k1 B e-p2(t - )  d  (4.6.7) 

 

 ̂re_enh_C(t) = 






0

t

 











re0 + 2re0 
k=1

+

 cos(NDSkre0)  [ ]k1 C e-p2(t - )  d  (4.6.8) 
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By exploiting the known properties of integration, the expressions (4.6.6) - (4.6.8) can be 

decomposed into two terms, the constant term linked to the reference speed re0, which 

we will indicate for the three components with 0A, 0B, 0C respectively, and the term 

linked to the quantization phenomena of the harmonics, which will be indicated for the 

three components with A, B, C respectively. 

 

0A = re0 k1 A 
0

t

e-p1(t - ) d = re0 k1 A 
1 - e-p1t

p1
 (4.6.9) 

 

0B = re0 k1 B 
0

t

e-p2(t - ) d = re0 k1 B 
1 - e-p2t

p2
 (4.6.10) 

 

0C = re0 k1 C 
0

t

e-p3(t - ) d = re0 k1 C 
1 - e-p3t

p3
 (4.6.11) 

 

A = 2re0 k1 A 
k=1

+

 
0

t

 cos(NDSkre0) e-p1(t - ) d (4.6.12) 

 

B = 2re0 k1 B 
k=1

+

 
0

t

 cos(NDSkre0) e-p2(t - ) d (4.6.13) 

 

C = 2re0 k1 C 
k=1

+

 
0

t

 cos(NDSkre0) e-p3(t - ) d (4.6.14) 

 

From the expressions (4.6.12) - (4.6.14) it is possible to define with A(k), B(k), 

C(k) the following integrations: 

 

A(k) = 
0

t

 cos(NDSkre0) e-p1(t - ) d (4.6.15) 

 

B(k) = 
0

t

 cos(NDSkre0) e-p2(t - ) d (4.6.16) 

C(k) = 
0

t

 cos(NDSkre0) e-p3(t - ) d (4.6.17) 

where: 
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A(k) = 
A[ ]-p1 e

-p1t + p1 cos(NDSkre0t) + NDSkre0 sin(NDSkre0t)

p
2
1 + ( )NDSkre0

2
 (4.6.18) 

 

B(k) = 
B[ ]-p2 e

-p2t + p2 cos(NDSkre0t) + NDSkre0 sin(NDSkre0t)

p
2
2 + ( )NDSkre0

2
 (4.6.19) 

 

C(k) = 
C[ ]-p3 e

-p3t + p3 cos(NDSkre0t) + NDSkre0 sin(NDSkre0t)

p
2
3 + ( )NDSkre0

2
 (4.6.20) 

 

Finally, by grouping the results obtained, the complete expression of the estimated speed 

by VTSF can be written, in case of constant input speed: 

 

 ̂re_enh(t) = 0 + 2re0 k1 
k=1

+

[ ]A(k) + B(k) + C(k)  (4.6.21) 

with 0 = 0A + 0B + 0C. 

In Fig. 4.6.2 are shown each expression of the estimated speed components  ̂re_enh(t) 

obtained by means of the convolution product: 
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(b) 

Figure 4.6.2 Each Computed Components of the estimated speed enhanced speed: (a) related to 

constant reference speed re0, (b) related to the quantization harmonics phenomena. 

The complete expression of the estimated speed ripple  ̂re_enh(t) on the estimated speed 

 ̂re_enh(t) can be written by considering the impact of the VTSF in the estimated speed. 

Since the VTSF transfer function has been decomposed in three parts (4.6.3) and from 

the convolution product computed in (4.6.5)-(4.6.20), the expression of the estimated 

speed ripple will be composed of three components defined above in (4.6.12)-(4.6.14): 

 ̂re_enh(t) = 2re0 k1 
k=1

+

[ ]A(k) + B(k) + C(k)  (4.6.22) 

As already described in sub-section 4.5.1 and as shown in Fig. 4.6.2, from this study 

it is possible to neglect the terms linked to the poles p2 and p3 and to consider only the 

fastest pole, i.e. p1. 

The block diagram considered in this study is shown in Fig. 4.6.3: 

re 

(q)

WVTSF(s)
re_enh
^re 

(q)|WVTSF(s)|   ~
~

 
Figure 4.6.3 Approximated VTSF Estimation from Instantaneous Quantized Speed. 

Therefore, the approximated speed ripple expression  ̂re_enh(t) is given: 
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 ̂re_enh(t) ≈ 2re0 k1A
k=1

+
-p1 e

-p1t + p1 cos(NDSkre0t) + NDSkre0 sin(NDSkre0t)

p
2

1 + ( )NDSkre0
2  (4.6.22) 

By considering the approximation of the (4.6.22) in steady state condition, i.e. for t → 

+∞, the exponential part of (4.6.22) became to zero, thus: 

 

 ̂re_enh(t) ≈ 2re0 k1A
k=1

+
p1 cos(NDSkre0t) + NDSkre0 sin(NDSkre0t)

p
2
1 + ( )NDSkre0

2
 (4.6.23) 

 

Finally, the expression (4.6.23) can be rewritten as: 

 

 ̂re_enh(t) ≈ 
k=1

+
2re0 k1A

p
2
1 + ( )NDSkre0

2
 cos









NDSkre0t - atan






NDSkre0

p1
 (4.6.24) 

4.6.2 Estimated Speed Ripple Computation with Single Sinusoidal Disturbance 

The computation of the estimated speed ripple can also be extended in case of a 

constant speed with superimposed a periodic disturbance. By referring the block diagram 

shown in Fig. 4.6.4 and considering the instantaneous quantized speed re
(q)(t) with a 

periodic disturbance, already defined in section 3.3: 

 

re
(q)(t) = re0 + recos(dt+d) + 

k=1

+

 
2

NDS k
 
n=-

+

Jn



NDSkre

d
 (NDSkre0+nd) cos((NDSkre0+nd)t+nd)

 (4.6.25) 

 

re 

(q)

WVTSF(s)
re_enh
^re 

(q)|WVTSF(s)| =

 
Figure 4.6.4 VTSF Estimation from Instantaneous Quantized Speed with superimposed a periodic 

disturbance. 

By applying the convolution product of (4.6.5), the components of the final expression 

of the estimated speed are: 

• The first components are exclusively linked to the constant speed value re0 and, 

as already defined in sub-section 4.6.1, are indicated with: 0A, 0B e 0C 

 

0 = 0A + 0B + 0C = re0 k1 








A 
1 - e-p1t

p1
 + B 

1 - e-p2t

p2
 + C 

1 - e-p3t

p3
 (4.6.26) 
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• The second components are linked to a sinusoidal disturbance recos(dt + d) 

superimposed to re0 and are indicated with dA, dB e dC 

 

dA = 
dA[ ]-p1 e

-p1t + p1 cos(dt) + d sin(dt)

p
2
1 + 

2
d

 (4.6.27) 

 

dB = 
dB[ ]-p2 e

-p2t + p2 cos(dt) + d sin(dt)

p
2
2 + 

2
d

 (4.6.28) 

 

dC = 
dC[ ]-p3 e

-p3t + p3 cos(dt) + d sin(dt)

p
2
3 + 

2
d

 (4.6.29) 

 

where d = dA + dB + dC  is the sum of the three components (4.6.27) – (4.6.29) linked 

to a sinusoidal disturbance. 

 

• Finally, the components related to the quantization harmonics phenomena of the 

re
(q) can be considered for a generic pair of harmonics k e sub-harmonics n, are 

indicated with A(k,n), B(k,n) e C(k,n) 

 

A(k,n) = 
k1A[ ]-p1 e-p1t + p1 cos((NDSkre0 + nd)t + nd) + (NDSkre0 + nd) sin((NDSkre0 + nd)t + nd)

p2

1 + ( )NDSkre0 + nd
2

 (4.6.30) 

 

B(k,n) = 
k1B[ ]-p2 e-p2t + p2 cos((NDSkre0 + nd)t + nd) + (NDSkre0 + nd) sin((NDSkre0 + nd)t + nd)

p2

2 + ( )NDSkre0 + nd
2

 (4.6.31) 

 

C(k,n) = 
k1C[ ]-p3 e-p3t + p3 cos((NDSkre0 + nd)t + nd) + (NDSkre0 + nd) sin((NDSkre0 + nd)t + nd)

p2

3 + ( )NDSkre0 + nd
2

 (4.6.32) 
 

Therefore, the estimated speed ripple expression is given: 

 

 ̂re_enh = 
k=1

+

 
2

NDS k
 
n=-

+

Jn



NDSkel

d
 (NDSkel0+nd) [ ]A(k,n)+B(k,n)+C(k,n)  (4.6.33) 

Fig. 4.6.5 shows the temporal waveforms of the various components of the estimated 

speed by the VTSF, when a single sinusoidal disturbance is considered. From Fig. 4.6.5 

it can be observed how the components linked to re0 are identical to those obtained in 

the case with constant speed; the components dA, dB and dC are exclusively related to 

the sinusoidal disturbance; on the other hand, the components that composing the 

estimated speed ripple A(k,n), B(k,n) and C(k,n) have the same shape in the case with 

constant speed. 
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Figure 4.6.5 Each Computed Components of the Estimated Speed enhanced speed: (a) related to 

constant reference speed re0, (c) related to the a single sinusoidal disturbance and (c) related to the 

quantization harmonics phenomena. 

Finally, the estimated speed from the VTSF, when a single sinusoidal disturbance is 

considered, holds: 

 

 ̂re_enh(t) = 0 + d +  ̂re_enh(t) (4.6.34) 

 

Based on defined in sub-section 4.5.1 and deduced from the expressions (4.6.26) - 

(4.6.34) and even from Fig. 4.6.5, it is possible to exploit the same approximations that 

allow to simplify, also for this case with single sinusoidal disturbance, the final expression 

of the approximate estimated speed and therefore its ripple. 

4.6.3 Computation of the peak to peak estimated speed ripple 

Starting from the approximated expression of the speed ripple (4.6.35), defined in sub-

paragraph 4.6.1, in order to numerically quantify the filtering action of the speed 

estimation algorithm, the speed ripple produced by the quantization harmonics in the speed 

estimate  ~re(t) is computed in the steady state and suitably manipulated, giving the 

expression (4.6.37).  This latter expression is obtained by considering the approximations 

(4.6.36), which are satisfied whenever index k≥10, Fig. 4.6.6 and 4.6.7: 
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Figure 4.6.6 Approximation of the arctangent in (4.6.36) relationships with different NDS and 

considering the first 10th harmonics of the quantized speed. 
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Figure 4.6.7 Approximation of the square root in (4.6.36) relationships with different NDS and 

considering the first 10th  harmonics of the quantized speed. 

 

 ̂re_enh(t) ≈ 
k=1

+
2re0 k1A

p
2
1 + ( )NDSkre0

2
 cos









NDSkre0t - atan






NDSkre0

p1
 (4.6.35) 

 

atan






kNDSre0

p1
 ≈ 


2

           p1
2+( )kNDSel0

2 ≈ kNDSel0 (4.6.36) 
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 ~re(t) = 2re0 k1A 
k=1

+
sin( )kNDSre0t

kNDSre0
 (4.6.37) 

 

The effectiveness of the above modeling is confirmed by the results shown in Fig. 4.6.8, 

where the speed ripple carried out from the simulations of VTO implementation, and 

 ~re(t) have been compared at the same fBWvto = 10Hz, at different fre0 and NDS.  In all 

cases good accuracy in the estimated speed ripple is achieved. 
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(c) 

Figure 4.6.8 Estimated rotor speed ripple with VTO implementation and approximated speed ripple  

at different operating points and sensor resolutions. 
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The maximum value  ~remax of the estimated speed ripple can be calculated by truncating 

(4.6.37) to the first n quantization harmonics and computing its derivative, (4.6.38). 

 

d ~re(t)|n

dt
 = 2re0 k1A 

k=1

n

cos( )kNDSre0t   (4.6.38) 

 

To determine the zeros of the function (4.6.38) it is necessary to solve the following 

equation: 

 


k=1

n

cos( )kNDSre0t  = 0 (4.6.39) 

 

By exploiting the trigonometric operations it is possible to rework the equation (4.6.39) 

and rewrite it as follows: 

 

2sin( )kNDSre0t 
k=1

n

cos( )kNDSre0t  = 0 (4.6.40) 

 

It is shown that (40), through the sine addition formula, can be rewritten as follows: 

 


k=1

n

{ }sin[ ](k+1)NDSre0t  - sin[ ](k-1)NDSre0t  = 0 (4.6.41) 

 

The sum expressed in (4.6.41) is convergent, for any n∈ℕ, to the following result: 

 

sin[ ](n+1)NDSre0t  + sin( )nNDSre0t  - sin( )NDSre0t  = 0 (4.6.42) 

 

It is shown that the solutions of equation (4.6.42) are: 

 

t0 = 


(n+1)NDSre0
 (4.6.43) 

 

By means the trigonometric operations performed in the equations (4.6.39) - (4.6.42), 

the result obtained in (4.6.43) is a zero of the equation (4.6.38), therefore the maximum 

point  ~remax occurs at the instant t0, (4.6.43). Substituting (4.6.43) in (4.6.37) and by 

further algebraic manipulations we can obtain: 

 

 ~remax =  ~re(t0) = 2re0 k1A 
k=1

n

sin






k

n+1

kNDSre0
 (4.6.44) 
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The expression (4.6.44) can be rewritten as following: 

 ~remax =  ~re(t0) = 
2re0 k1A

NDSre0
 


n+1

 
k=1

n

sin






k

n+1

k
n+1

 (4.6.45) 

 

The expression defined in (4.6.46)  is the result of the Riemann sum. 

 

 =  


n+1
 

k=1

n

sin






k

n+1

k
n+1

 → 




0



 
sin(x)

x
dx = 1.851937 (4.6.46) 

 

the maximum value of (4.6.37) can be definitively expressed as: 

 

 ~remax =  ~re(t0) = 
2k1A

NDS
  (4.6.47) 

 

As it is necessary to calculate the peak-to-peak value  ~reppk of  ̂re, it will be expressed 

as a percentage of the operating speed re0, (4.6.48).  

 

 ~reppk %= 
2  ~remax

re0
100 = 

4k1 Aℜ

re0NDS
100 (4.6.48) 

4.6.4 Selection of Rotor Position Sensor Resolution 

Starting from (4.6.48), it is possible to determine the minimum value of sensor 

resolution NDSmin capable to satisfy the desired requirements of the speed observer, 

expressed in terms of with a desired speed loop bandwidth and maximum estimated speed 

ripple  ~reppk% at the minimum operating speed re0min: 

 

NDSmin = 
8.88  fBWvto ℜ

re0min ̂reppk%
100 (4.6.49) 

 

In particular, the minimum rotor position sensor resolution expression (4.6.49), has 

been calculated from (4.6.48) by substituting the values of the coefficients, A = 1.011 and 

k1 = 2fBWvto, calculated in sub-paragraph 4.5.1. 

Fig. 4.6.9a displays  ~reppk% vs NDS at two different VTO bandwidths fBWvto for a specific 

operating point fre0min.  It is worth noting that the filtering action of the speed observer on 

the quantization harmonics increases with NDS increasing, and with fBWvto decreasing.  

Moreover, (41) also confirms that for a specified NDS at higher operating speeds, the 

filtering action in the speed estimation increases, Fig. 4.6.9b. 
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Figure 4.6.9 approximated peak to peak speed ripple in p.u. vs NDS. 

Although (4.6.49) provides a straightforward relationship between sensor resolution 

and speed estimation performances in the low speed operating region of the drive, the 

VTO bandwidth fBWvto has to be properly selected in order to guarantee proper command 

tracking and disturbance rejection capabilities of the entire speed closed loop.  The 

following section is addressed to establish a relationship between fBWvto and the desired 

closed speed loop bandwidth fBW.  Moreover, the effects of the speed closed loop on the 

quantization harmonic filtering process are investigated as well. 

4.6.5 Speed Closed Loop Analysis 

In the proposed approach the design of the speed loop is performed assuming an ideal 

measurement. The tuning of the PI speed controller C(s) has been performed in 

paragraph 4.3. Hence, the poles placement method has been applied to impose the desired 

closed loop poles of the corresponding ideal closed loop transfer function W(s). The 

ideal speed loop can be presented as in Fig. 4.6.10, with the plant transfer function P(s) 

indicated in (4.6.50), where a purely inertial mechanical system is considered. As well 

already explained in paragraph 4.3, the mechatronic assumption is used here, i.e., the 

current control loop is assumed to be very fast, so its transfer function is approximated 

with a unity gain. 

 

P(s) = 
1

sJ
  C(s) = 

kps + ki

s
  (4.6.50) 

 

F(s) = C(s) P(s) = 
kps + ki

s2J
 W(s) = 

F(s)

1+F(s)
 = 

kps + ki

s2J + kps + ki
 (4.6.51) 
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Figure 4.6.10 Closed loop control structure with ideal speed sensor. 

Starting from the desired fBW, it is possible to assign the speed controller gains 

according to the pole placement method explained in sub-paragraph 4.3.1 and already 

defined in (4.6.52): 

kp = (p1 + p2) J  ki = p1 p2 J   (4.6.52) 
 

the above specifications given in terms of poles (p1, p2) are equivalent to impose a 

desired ideal speed loop bandwidth fBW and ideal phase margin mi to the controlled 

system. By assuming that the phenomena of quantization related to the finite sensor 

resolution can be modeled as a disturbance d(t) superimposed to the electrical angular 

actual rotor speed re, Fig. 4.6.11, it is possible to evaluate three transfer functions related 

to three different inputs: the reference speed *
rm, the load torque TL and the disturbance 

d(t), and two different outputs: the actual rotor speed re and the estimated rotor speed 

 ̂rm. 
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Figure 4.6.11 Closed loop structure with the speed observer. 

where the disturbance d(t) can be associated to the speed quantization harmonics when a 

single sinusoidal disturbance is superimposed to a constant speed: 

d(t) = 
k=1

+

 
2

NDS k
 
n=-

+

Jn






NDSkre

d
 (NDSkre0+nd) cos((NDSkre0+nd)t+nd)    (4.6.53) 

When the reference speed *
rm is considered as an input and the estimated rotor speed 

 ̂rm is considered as an output the transfer function obtained is the closed loop transfer 

function and is related to the command tracking performances: 

 

Wtot(s) = 
 ̂rm

*
rm

 = 
C(s)[ ]WCFF(s) + P(s)WVTSF(s)

1+C(s)[ ]WCFF(s) + P(s)WVTSF(s)
  (4.6.54) 

 

Ftot(s) = C(s)[ ]WCFF(s) + P(s)WVTSF(s)   (4.6.55) 

 

where Ftot(s) is the control speed open loop transfer function. 

When the load torque TL is considered as an input and the actual rotor speed is 

considered as an output the transfer function obtained is the dynamic stiffness and is 

related to the disturbance rejection performances: 
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Dtot(s) = 
TL

rm
 = 

1+C(s)[ ]WCFF(s) + P(s)WVTSF(s)

P(s)[ ]1 + C(s)WCFF(s)
  (4.6.56) 

Finally, when the disturbance d(t) is considered as an input and the actual rotor speed 

is considered as an output the transfer function obtained is the total filtering action on the 

quantization harmonics of the actual speed: 

X(s) = 
rm

d
= 

P(s)C(s)WVTSF(s)

1+C(s)[ ]WCFF(s)+WVTSF(s)P(s)
  (4.6.57) 

 

In all transfer functions (4.6.54) - (4.6.57) have been consider two components of the 

VTO, the first one is the VTSF closed loop transfer function WVTSF(s), while the second 

one is the transfer function related to the feed forward input in the VTO, i.e., WCFF(s), 

defined as: 

WCFF(s) = 
 ̂rm

 T̂e

 = 
s2

 Ĵ  (s3 + k1s
2 + k2s + k3)

  (4.6.58) 

By considering that the estimation of the feed forward term is exactly  T̂e = Te and also 

the estimated mechanical model is correct, i.e.,  Ĵ  = J, it is possible to consider the follow 

simplification: 

 

P(s) = [ ]WCFF(s) + P(s)WVTSF(s)    (4.6.59) 

 

Then, by considering the above simplifications the previously functions can be rewritten 

as: 

Wtot(s) = 
rm

*
rm

 = 
C(s)P(s)

1+C(s)P(s)
 = W(s) = 

kps+ki

Js2+kps+ki
  (4.6.60) 

 

Dtot(s) = 
TL

rm
 = 

1+C(s)[ ]WCFF(s) + P(s)WVTSF(s)

P(s)[ ]1 + C(s)WCFF(s)
 = 

1+C(s)P(s)

P(s)[ ]1 + C(s)WCFF(s)
   (4.6.61) 

 

X(s) = W(s) WVTSF(s)= 
kps+ki

Js2+kps+ki
 

k1s
2+k2s+k3

s3+k1s
2+k2s+k3

  (4.6.62) 

 

It is possible to note that the closed loop transfer function Wtot(s) coincides with the 

ideal closed loop transfer function; in particular, by considering the function X(s) it is 

possible to note that the total filtering action on the quantization harmonics of the 

instantaneous speed is depending both on fBW and fBWvto. In fact, kp and ki are 

determined according to fBW, while the coefficients k1, k2 and k3 are determined according 

to fBWvto. 

Furthermore, the expression of the dynamic stiffness Dtot(s), considered when the VTO 

is included in closed speed loop, is a quite different then the dynamic stiffness D(s) of the 

ideal speed loop: 

D(s) = 
TL

rm
 = 

1 + C(s)P(s)

P(s)
 = 

s

Js2 + kps + ki
  (4.6.63) 

In fact, Dtot(t) can be rewritten as a function of the dynamic stiffness of the ideal speed 

loop: 

Dtot(s) = 
TL

rm
 = 

1+C(s)P(s)

P(s)[ ]1 + C(s)WCFF(s)
 = 

D(s)

1 + C(s)WCFF(s)
  (4.6.64) 
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The main goal is to the combined selection of the ideal speed loop bandwidth and the 

VTO bandwidth allow to define the closed speed loop performance and also the 

mitigation of the quantization harmonics; in particular, the selection of the VTO 

bandwidth allow to mitigate the estimated speed quantization harmonics, while the 

combined selection of the ideal speed loop and VTO bandwidths allows to mitigate the 

quantization harmonics of the actual speed. Therefore, it is necessary to find a good 

compromise of the ratio between the speed loop and VTO bandwidths. 

In order to find a good compromise on the ratio fBW/fBWvto it is necessary to evaluate 

the phase margin of the (4.6.55) and thus the robustness of the speed closed loop including 

the VTO. The phase margin of the (4.6.55) has been computed by using Matlab only to 

evaluate the robustness of the speed loop for some ratios of fBW/fBWvto selected. In Table 

XI four ratio has been selected and the associated phase margins have been computed: 

 
Table XI fBW/fBWvto vs m 

fBW/fBWvto m  [deg] 

1 42.7 

3 66.1 

5 74.5 

10 81.8 

From the results obtained in Table XI it possible to consider fBW/fBWvto ≥ 1 as a good 

compromise between the desired stability and robustness of the closed speed loop 

including the VTO and the mitigation of the quantization harmonics. In Fig. 4.6.12 shown 

the time-step responses of the (4.6.54) are shown with the considered ratios and phase 

margins of the Table XI: 
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Figure 4.6.12 Time-step responses of Wtot(s) with different ratio fBW/fBWvto and by considering fBW = 

20 Hz and J = 3.5 10-5 kgm2. 
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After having defined the ratio fBW/fBWvto ≥ 1 it is possible to include the finite 

resolution issues of the rotor position sensor in the speed closed loop. As explained in 

sub-paragraph 4.6.4 the minimum resolution can be selected by considering the 

expression (4.6.49) that depend on the minimum electrical angular rotor speed rm0min, 

the desired ripple of the estimated electrical angular rotor speed  ̂reppk% and the desired 

VTO bandwidth fBWvto. In fact, the constraint on the desired ripple of the estimated 

electrical angular rotor speed allow to mitigate the quantization harmonics of the 

estimated rotor speed, however in the previously speed loop analysis the total filtering 

action on the actual speed has been computed in (4.6.62). 

It is easy to show in Fig. 4.6.13 that the design constraint about the estimated speed 

ripple is more precautionary because the total filtering action mitigates more quantized 

harmonics then the VTO only and thus if the desired estimated speed ripple is fixed the 

actual speed ripple will be lower. 
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Figure 4.6.13 Filtering action comparison between the WVTSF(s) and X(s) magnitudes. 

Finally, according to the above considerations it is possible to consider the effect of 

the finite resolution of the rotor position sensor in closed speed loop. 

 
Figure 4.6.14 Time-step responses of the estimated speed with different ratio fBW/fBWvto and different 

resolution, and by considering fBW = 20 Hz, 20% of the estimated speed ripple and J = 3.5 10-5 kgm2. 
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Figure 4.6.15 Time-step responses of the actual speed with different ratio fBW/fBWvto and different 

resolution, and by considering fBW = 20 Hz, 20% of the estimated speed ripple and J = 3.5 10-5 kgm2. 

In Figs. 4.6.14 - 4.6.15 it would be noted that the finite resolution of the rotor position 

sensor has an impact on the estimated and actual speed ripple and thus on the stability 

and robustness of the closed speed loop.  

A straightforward way to select the minimum value of rotor position resolution NDSmin 

satisfying the design specifications of the drive in the low speed range can be achieved 

from the performance requirements of the drive expressed in terms of desired speed loop 

bandwidth fBW, the desired ratio between the speed loop and VTO bandwidth, typically 

fBW/fBWvto ≥ 1 and the estimated speed ripple in p.u.  ̂reppk%, all three referred to the 

minimum operating rotor speed rm_min.   

Therefore, starting from the above specifications, the selection of rotor position sensor 

resolution is achieved by the following steps: 

1) Determination of the speed controller gains kp and ki according to the pole-

placement method explained in sub-paragraph 4.3.1. 

2) Determination of the VTO bandwidth according to: 

fBW/fBWvto ≥ 1     (4.6.65) 

3) Computation of the minimum sensor’s resolution NDSmin allowed at the minimum 

rotating speed rm_min according to the expression (4.6.49) 

The above procedure can be exploited to identify the stability limits of the drive used for 

the experimental tests.   
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4.6.6 Experimental Test Bench 

The experimental setup is shown in Fig. 4.6.16 and is consists of two mechanically 

coupled motors on the same shaft, Fig. 4.6.17, a common DC BUS supplied by a DC 

power supply 500V/5A, two SiC inverters operated at 20kHz. Both motor specifications 

are summarized in Tabs. XII and XIII.  A dSpace DS1006 have been used to control the 

IPM drive under test and implementing the VTO algorithm.   

Table XII SPM Motor Drive Data 

Rated Power   Pn 2 kW 

Rated Speed   n 6000 rpm 

Rated Torque   Tn 5 Nm 

Stator Resistance   Rs 0.84  

Synchronous Inductance   Ls 4.7 mH 

Pole pairs   pp 3 

Mechanical Inertia   J 3.4 kgcm2 

 
Table XIII IPM Motor Drive Data 

Rated Power   Pn 3.6 kW 

Rated Speed   n 2000 rpm 

Rated Torque   Tn 19.1 Nm 

Stator Resistance   Rs 2.4  

q-axis Inductance   Lq 12.189 mH 

d-axis Inductance   Ld 9.947 mH 

Pole pairs   pp 3 

Mechanical Inertia   J 21.7 kgcm2 
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Figure 4.6.16 Experimental servo-drive test bench: (a) photograph, (b) schematic. 

 

Figure 4.6.17 IPMSM and SPMSM motors used in the experimental test bench. 

Both electric drives are equipped with incremental encoders with NDS = 2048, and the 

different position sensor resolutions have been obtained by downsampling the encoder 

position measurement.  Field oriented controls have been implemented in both drives, 

where the execution time of the current and speed loops are respectively 100s and 200s.  

In all tests the current control loop bandwidth is fixed at 500Hz. 
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Figure 4.6.18 Block diagram of the control implemented in the drive under test. 
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4.6.7 Preliminary Experimental Tests 

The consistence of the proposed approach of the rotor position resolution selection has 

been then assessed through steady state tests, dealing with three different values ratio of 

fBW/fBWvto = 1, 3 and 5, and fixing the speed loop bandwidth at fBW = 20Hz and the 

estimated speed ripple  ̂reppk% = 20%.  Some results are shown in Figs. 4.6.19 - 4.6.23, 

which confirm the expression 4.6.49 and the theoretical approach explained in the 

previously sub-paragraphs 4.6.4 and 4.6.5.  
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Figure 4.6.19 Comparison between experimental and simulated estimated rotor speed ripple in p.u. at 

different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth 

and fixing the ratio fBW/fBWvto = 1. 
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Figure 4.6.20 Comparison between experimental and simulated actual rotor speed ripple in p.u. at 

different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth 

and fixing the ratio fBW/fBWvto = 1. 
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Figure 4.6.21 Comparison between experimental and simulated estimated rotor speed ripple in p.u. at 

different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth 

and fixing the ratio fBW/fBWvto = 3. 
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Figure 4.6.22 Comparison between experimental and simulated actual rotor speed ripple in p.u. at 

different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth 

and fixing the ratio fBW/fBWvto = 3. 
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Figure 4.6.23 Comparison between experimental and simulated estimated rotor speed ripple in p.u. at 

different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth 

and fixing the ratio fBW/fBWvto = 5. 
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Figure 4.6.24 Comparison between experimental and simulated actual rotor speed ripple in p.u. at 

different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth 

and fixing the ratio fBW/fBWvto = 5. 

These preliminary experimental tests shown the feasibility of the proposed approach 

and how the actual rotor speed measured through a full resolution position sensor has a 

very low percentage ripple respect then the estimated speed ripple. Obviously, the 

experimental values of the estimated and also actual rotor speed are affected to 

measurement uncertainty. 

4.6.8 Experimental Disturbance Rejection Tests 

In order to verify the disturbance rejection capability of the system under test the 

dynamic stiffness has been evaluated theoretically and experimentally. 

In Figs. 4.6.25 - 4.6.27 show the dynamic stiffness at three different ratio fBW/fBWvto 

=1, 3 and 5 respectively, by considering 20Hz of the speed loop bandwidth and the 

sensor's resolution NDS = 128.   

With the load motor (SPMSM) the load torque disturbance TL is set, by means of a 

sinusoidal current iq with an amplitude equal to 3 A and a frequency range from 0.5 Hz 

up to 150Hz.  

The following figures show the three different scenarios by comparing the data 

collected from the simulations of the model implemented on Simulink (in blue) and the 

data collected experimentally (in red). 
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Figure 4.6.25 Comparison between |D(j)|, |Dtot(j)| and  experimental and simulated dynamic 

stiffness with fBW/fBWvto = 1. 
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Figure 4.6.26 Comparison between |D(j)|, |Dtot(j)| and  experimental and simulated dynamic 

stiffness with fBW/fBWvto = 3. 
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Figure 4.6.27 Comparison between |D(j)|, |Dtot(j)| and  experimental and simulated dynamic 

stiffness with fBW/fBWvto = 5. 

For high values of the ratio fBW/fBWvto = 3 and fBW/fBWvto = 5 in Fig. 4.6.26 and Fig 

4.6.27 respectively, the dynamic stiffness |Dtot(j)| is very close to the ideal one |D(j)|, 

which results in a high disturbance rejection capability. Only by choosing fBW/fBWvto = 1, 

Fig. 4.6.25, the speed control loop worsens its disturbance rejection performance. These 

results, Figs. 4.6.25 – 4.6.27, confirm the correlation between the disturbance rejection 

capability and the robustness of the control speed loop, in fact it is consistent with the 

Table XI. 

Finally, the disturbance rejection capability of the closed speed loop can be provided 

by considering a step torque load TL = 5Nm with a sensor’s resolution NDS = 128 and 

speed loop bandwidth fBW = 20Hz with three different ratio fBW/fBWvto = 1, fBW/fBWvto = 

3 and fBW/fBWvto = 5, Figs. 4.6.28 – 4.6.30 respectively. 

The minimum rotor speed rm0min has been evaluated from the expression (4.6.49). 
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Figure 4.6.28 Temporal disturbance rejection comparison between the actual rotor speed and 

estimated rotor speed with fBW/fBWvto = 1. 
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Figure 4.6.29 Temporal disturbance rejection comparison between the actual rotor speed and 

estimated rotor speed with fBW/fBWvto = 2. 
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Figure 4.6.30 Temporal disturbance rejection comparison between the actual rotor speed and 

estimated rotor speed with fBW/fBWvto = 5. 

The temporal disturbance rejection analysis has been confirmed experimentally with 

three different ratio fBW/fBWvto as well the frequency responses evaluated in Figs. 4.6.25 - 

4.6.27. Furthermore, according to the Table XI the desired performances have been 

consistent with the above disturbance rejection analysis, both in frequency and time 

domain. 

However, in Figure 4.6.30, it is possible to note the effect of quantization that 

negatively impact on the current loop quantities as reference and feedback q-axis current 

which was not analyzed in this study. 

4.7 Selection of the Rotor Position Sensor Resolution in Variable 

Speed Drives involving a Fixed-Position-Based Speed 

Estimation Algorithm in the Speed Loop 

In this paragraph the selection of a rotor position sensor resolution based on a non-

model based speed estimator is presented. As already introduced in paragraph 3.6 there 

are several non-model based speed estimation algorithms. Generally, most of these 

algorithms are based on the approximation of the derivative on the angular position 

measured by the position sensor. In fact, by definition, once the angular position is known, 

its angular speed is precisely defined by the derivation operation. Considering the angular 

position measurement coming from a finite resolution position sensor, as already widely 

seen in section 3.3, this is characterized by quantization harmonics and therefore we 

define with re
(q)(t) the electrical angular position of the quantized rotor , while the time 

derivative of re
(q)(t), is the instantaneous quantized speed re

(q)(t). 

Several such algorithms have been presented in literature, based on the Taylor series 

expansion [4], [18]-[23], the backward difference expansion [18], [24] and the least-

squares fit [1], [18], [23]. 

The most commonly used non-model-based algorithms are based on the first order 

approximation as it is easy to implement with a very low calculation burden: 
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re(t) = 
dre(t)

dt
 ≈  ^re =

re(t1)-re(t2)

t1-t2
 = 

re

t
 (4.7.1) 

 

where re is the electrical rotor angle, re is the electrical frequency and  ^re is the 

estimated speed.  Two speed estimation algorithms belonging to non-model-based 

methods and implementing the first order approximation (4.7.1) are widely used electric 

drives: the first, widely known as the fixed time method (FTM) [4], [18]-[23], is based 

on counting the number of position measurement updates in a set time interval, while the 

second method measures the time elapsed between two consecutive position 

measurement updates, and is known as the fixed position method (FPM), or period-based 

speed estimation, [4], [18]-[23].  While FTM is very accurate at high speeds, FPM is 

suitable at low and medium speeds.  Drives usually combine both methods to cover the 

full speed range, [4], [25]. 

Although it is known that speed estimation deteriorates as both position sensor 

resolution and minimum rotational speed decrease, [4], [19]-[24], methods for a proper 

selection of the resolution taking the low-speed performances of the drive into account 

are lacking in the literature.  This is a critical issue in drive design, especially for low-

cost applications. 

It is expected that the designer will choose the position sensor based on drive performance 

specifications, including the minimum operating speed [26], with the aim of minimizing 

its cost, thus selecting the minimum required position sensor resolution satisfying the 

speed loop reference design specifications. 

In this context, the main aim of this study is to provide a deterministic approach in the 

choice of sensor resolution according to some technical constraints imposed by the motor 

drive application and the speed estimation algorithm implementation.  This target is 

reached by relating the phase margin of the drive at low rotational speeds with the 

minimum required sensor’s resolution. 
The proposed design methodology, although of general validity, has been developed 

in this paragraph for the FPM implementation, which is commonly used at low speeds by 
commercial, general purpose drives.   

4.7.1 Fixed Position Based Speed Estimation Algorithm 

The FPM implementation can be summarized as in Fig. 4.7.1, where the estimated 

speed is computed by measuring the time d between two consecutive updates in the 

quantized angular position re
(q)(t), Fig. 4.7.2; d is determined as in (4.7.2), by counting 

the number of clocks n of a high-frequency counter with frequency fCLK=1/TCLK.  This 

count can be expressed as the reciprocal value of the product between the sensor’s 

resolution NDS and the frequency fre0 associated to the rotor speed re0.  The average rotor 

speed is estimated according to (4.7.3).   

d = nTCLK= 
1

NDS fre0
 (4.7.2) 

 

 ^re = 
re

t
 = 

re

d
 = 

2
NDSnTCLK

 (4.7.3) 
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Figure 4.7.1 Block Diagram of the speed estimation based on the fixed-position-based speed 

estimation algorithm. 

This speed estimation method inherently introduces a delay equal to d.  Moreover, the 

accuracy of the estimated speed is related to the ratio between fCLK and 1/d = NDSfre0, 

which depends on the motor speed, [19]-[27]. 

In the following paragraph a FPM operating point model reported is briefly described.  

The aim of this model is to approximate the nonlinear estimation process behavior around 

a specific operating point fre0.   
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Figure 4.7.2 Operating principle of the fixed-position-based speed estimation method. 

4.7.2 Operating Point Model of the FPM Algorithm 

Several approaches have been presented in the literature to describe the small signal 

behavior of the FPM estimation algorithm [28]-[30]. Among them, the small signal model 

developed in [30] has been used in the following study.  Assuming that the shaft rotates 

at a constant speed re0=2fre0, this model represents the dynamic behavior of the FPM 

algorithm by means of three cascaded transfer functions representing: a) the counter, with 

a moving average filter Haveg(s); b) the triggered system, with a sample and hold transfer 

function HS&H(s); c) the control algorithm sampling period Ts with a further sample and 

hold transfer function HTs(s).  Haveg(s) is a moving average transfer function, determined 

by considering that the high frequency counter signal is asynchronous with respect to the 

position sensor pulses and the control algorithm sampling period: 
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Haveg(s) = 
1

n
 

1 - e-sd

1 - e-sTCLK
 (4.7.4) 

With regards to the triggered system, the output of the counter is sampled by means of a 

trigger signal every d, whose transfer function is given by the following expression: 

 

HS&H(s) = 
1 - e-sd

sd
 (4.7.5) 

However, the estimated speed  ^re output by the FPM algorithm is not updated till the next 

sampling instant Ts of the control algorithm.  This behavior is modeled by another sample 

and hold function: 

 

HTs(s) = 
1 - e-sTs

sTs
 (4.7.6) 

Hence, the overall transfer function of the FPM operating point model HFPM(s) is given 

by:  

HFPM(s) = Haveg(s) HS&H(s) Hd(s) = 
1

n
 

1 - e-sd

1 - e-sTCLK
 
1 - e-sd

sd
 
1 - e-sTs

sTs
 (4.7.7) 

 

By considering that typical values of the Ts (50-200s) and TCLK (1s-10ns) are much 

smaller than d, in the following study we approximate the above transfer functions with 

the following (4.7.8) and (4.7.9): 

Haveg(s) ≈ 
TCLK→0
lim  

1

n
 

1 - e-sd

1 - e-sTCLK
 = 

1 - e-sd

sd
 (4.7.8) 

 

HTs(s) ≈ 
Ts→0
lim  

1 - e-sTs

sTs
 = 1 (4.7.9) 

 

As a consequence, HFPM(s) can be represented as: 

 

HFPM(s) ≈ 
1 - e-sd

sd
 
1 - e-sd

sd
 = 

(1 - e-sd)
2

s2d
2  (4.7.10) 

 

Its magnitude, |HFPM(j)|, is a sinc-squared function, while its phase HFPM(j) is a 

linear function with the angular frequency : 

 

|HFPM(j)| = 

sin2 






d

2

2d
2

4

              HFPM(j) = -d   (4.7.11) 

 

The filtering action can be explained by considering the modelling of the quantized rotor 

position and speed achieved by the measurement with a finite value of NDS.  In particular, 

the quantized electrical rotor angle re
(q)(t) can be expressed as paragraph 3.3: 
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re
(q)(t) = re0t + 

k=1

+

 
2

NDS k
 sin(NDSkre0t) (4.7.12) 

 

while the time derivative of re
(q)(t), that is, the instantaneous quantized speed re

(q)(t), is 

defined as: 

re
(q)(t) = 

dre
(q)(t)

dt
 (4.7.13) 

 

This is highly discontinuous and jumps between zero and infinity at each position sensor 

transition.  Assuming that the shaft rotates at re0, re
(q)(t) can be expressed as paragraph 

3.3: 

re
(q)(t) = re0 + 

k=1

+

 2re0 cos(NDSkre0t)   (4.7.14) 

The speed waveform of an example of a reconstructed re
(q)(t) is shown in Fig. 4.7.3a, 

where large impulses arise every time the position measurement is updated.  The 

corresponding magnitude spectrum of re
(q)(t) is displayed in Fig. 4.7.3b, featuring an 

infinite number of equally spaced quantization harmonics at kNDSre0, each having an 

amplitude equal to 2re0; the only physically meaningful harmonic, i.e. the dc component 

fre0, is shown in red. 

When the FPM is applied to re
(q), the sinc-squared function filters the speed by 

cancelling all quantization harmonics, as shown in Fig. 4.7.4.  In fact, |HFPM(j)| = 0 at 

frequencies f = kfre0NDS = k/d, with k=1,2…,n , which coincide with the quantization 

harmonic frequencies of re
(q). 

As regards the phase HFPM(j), it introduces a delay d in the speed estimation loop, 

negatively impacting on the phase margin of the entire closed speed loop, thus worsening 

the stability of the speed-controlled drive.   

This last issue is exploited in the following stability margin analysis of the drive at low 

rotational speeds in order to establish a relationship between the speed loop design 

specifications, given as the lowest operating speed rm_min and corresponding bandwidth 

fBW, and the minimum resolution of the position sensor guaranteeing such requirements. 
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Figure 4.7.3 re
(q) for NDS = 6 and re0 = 210 rad/s. (a) waveform using the first 100 harmonics. (b) 

corresponding amplitude spectrum. 
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Figure 4.7.4 Harmonic content of the instantaneous quantized speed re
(q), estimated speed, and the 

magnitude of HFPM(s). 

4.7.3 Stability Analysis 

The stability analysis of the closed speed loop is performed by linearizing the control 

system around the operating point, representing each quantity as a constant value X with 

a superimposed small perturbation x(t). Then, the design of speed loop controller is 

accomplished by assuming as feedback the shaft rotor speed, according to the bandwidth 

required by the drive performance specifications.  Finally, the stability margin analysis 

of the drive is performed by including the speed estimator in the loop and investigating 

the impact of the FPM algorithm on the drive performance.  In both cases the effect of 

the current loop is neglected as its bandwidth is significantly higher than speed control 

loop.  

In the proposed approach the design of the speed loop is performed assuming an ideal 
speed measurement, as shown in Fig. 4.7.5, where the mechanical system is represented 
by the mechanical inertia J, while the mechanical losses due to frictions are neglected.  
The tuning of the PI speed controller C(s) is performed to satisfy the desired dynamic 
performance of the speed closed loop, expressed as the speed loop bandwidth fBW and 

phase margin mi.  This goal is obtained by applying the stability Nyquist theory to the 

ideal open loop transfer function F(s), imposing the ideal crossover angular frequency ci 

= 2fci and the ideal phase margin mi. 

F(s) = 
kps+ki

s2J
     (4.7.15) 

In particular, it is possible to obtain the speed controller gains from fci and mi with the 
following relationships, [5]-[6], [14]: 
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|F(jci)| =      mi = ∠F(jci) +  = atan






cikp

ki
   (4.7.16) 

i = 
tan(mi)

ci
    ki = 

 2
ciJ

 2
ci 2

i+1
    kp=i ki   (4.7.17) 

where kp and ki are respectively the proportional and integral gains of C(s), while i is the 
integral constant time. 
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Figure 4.7.5 Ideal closed loop small signal speed control structure. 

The corresponding closed loop dynamic performance, such as the bandwidth and the 

robustness, can be evaluated by means the ideal closed loop transfer function W(s): 

W(s) = 
kps+ki

s2J+kps+ki
    (4.7.18) 

In order to obtain a overdamped step response of W(s) a rule of thumb is to select the kp 

and ki imposing one pole of W(s) ten time bigger than the other one, and a phase margin 

mi roughly equal to 85° [5]-[6].   
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Figure 4.7.6 Magnitude of F(s) and W(s): (a) fci = 20 Hz, (b) fci = 50 Hz. 

The analysis of W(s) allows to achieve a key output useful in the next steps of the analysis.  

In fact, the differences between the crossover frequency fci and bandwidth fBW can be 

considered quite small for this specific control loop structure and typical values of speed 

loop specifications, as clearly visible in Figs. 4.7.6a and 4.7.6b, where the transfer 

functions of the open F(s) and closed W(s) speed loops are displayed for two bandwidths.  

Hence, in the following study controller gains will be computed by assuming fci ≈ fBW, 

which is a slightly conservative result. 
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In order to evaluate the FPM speed estimator influence on the closed loop stability, it 

is necessary to include the model of the speed estimator HFPM(s) as shown in Fig. 4.7.7. 
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Figure 4.7.7 Closed loop small signal speed control including the FPM algorithm. 

The open FFPM(s) and closed loop WFPM(s) transfer functions of the speed control of 

Fig. 4.7.7 become: 

FFPM(s) = 
kps+ki

s2J
 
(1 - e-sd)

2

s2 2d
   (4.7.19) 

WFPM(s) = 
(kps+ki) (1 - e-sd)

2

s4 2d J + (kps+ki) (1 - e-sd)
2   (4.7.20) 

Nyquist’s stability theory applied to FFPM(s) results in a different phase margin m and 

different crossover angular frequency c compared to the previous case: 

|FFPM(jc)| =   m = ∠FFPM(jc) +    (4.7.21) 

Based on (4.7.19), the influence of d in the magnitudes and phases of the open loop 

frequency response are shown in Figs. 4.7.8 and 4.7.9, with and without HFPM(s) in the 

loop.  These curves have been determined for two different values of m and thus d, at 

two different fci.  The same figures display the crossover angular frequency c = 2fc and 

its variations when HFPM(s) is included in the open loop transfer function.  The 

comparison between F(s) and FFPM(s) shows limited differences between the ideal 

crossover frequencies fci and fc, especially for higher phase margins m.  As a 

consequence, we can approximate fc ≈ fci ≈ fBW and compute the phase of FFPM (s) at fBW 

as: 

∠FFPM(j2fBW) = atan






2fBWkp

ki
 - 2fBWd -    (4.7.22) 

The corresponding phase margin is given by: 

m = ∠FFPM(j2fBW) +  = mi - 
2fBW

Ndsfre0
   (4.7.23) 

The relationship (4.7.22) highlights the detrimental impact of d on the phase lag required 

to reach the stability limit.  In particular, one can note that m can be significantly affected 

by the time delay d and thus on the rotor position sensor resolution Nds, (4.7.23).   

At the operating point fre0, m increases with Nds increasing, while it decreases with fBW 

increasing; therefore, Nds has to be selected in order to guarantee the desired phase margin 

of the speed closed loop at the minimum operating speed rm_min, which represents the 

worst operating condition of the speed-controlled drive.  In fact, according to (4.7.23), at 

higher rotational speeds the effects of delay time d will have a lower impact on the phase 

margin and thus system stability. 

The relationship (4.7.23) provides a straightforward relationship between the system 

robustness and the maximum delay time dmax attributable to the FPM for a specific fre0. 
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In the above relationships m is a design variable that should be properly selected in 

order to guarantee a high disturbance-rejection capability of the drive including the FPM.  

Useful guidelines about the m selection can be carried out from the analysis of the torque 

disturbance rejection capability of the closed loop control. 
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Figure 4.7.8 Magnitude and Phase of F(s) and FFPM(s), at fci = 20 Hz and for different m 
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Figure 4.7.9 Magnitude and phase comparisons between F(s) and FFPM(s), at fci=50Hz and for 

different m 

4.7.4 Disturbance Rejection Analysis 

Generally, whatever feedback control loop is influenced by three external signals, the 

reference signal, the load disturbance, and the measurement noise. Any of the remaining 

signals can be of interest in controlled design, depending on the particular application 

[31]. In particular, the influence of the reference signal can be analyzed by the command 

tracking performance, i.e., the closed loop transfer function, while the influence of the 

load disturbance and the measurement noise can be analyzed with the load sensitivity and 

sensitivity functions respectively [31]. The robustness of the system should be evaluated 

by means the generic sensitivity function (sub-paragraph 4.1.4), since two sensitivity 

functions can be evaluated and the influence of the measurement noise is difficult to 

evaluate experimentally, in this study the load sensitivity has been considered as 

sensitivity function related to the robustness of the system [31]. 
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In order to evaluate the frequency behavior of the load sensitivity function is often 

computed the inverse of the load sensitivity function, i.e., the dynamic stiffness [9], [17], 

[32]-[34]. 

In fact, in this study the robustness of the speed control loop system with included the 

speed estimator has been analyzed with the disturbance rejection analysis. 

The dynamic stiffness transfer function can be computed as the ratio between the 

electromagnetic torque disturbance Te applied to the drive and the corresponding rotor 

speed rm.  The relationship (4.7.24) shows the dynamic stiffness transfer function D(s) 

of the ideal speed loop, while (4.7.25) show the dynamic stiffness DFPM(s) achieved by 

considering the presence in the loop of the FPM transfer function. 

D(s) = 
s2J+kps+ki

s
     (4.7.24) 

DFPM(s) = 
s4d

2J+(kps+ki)(1 - e-sd)2

s3d
2    (4.7.25) 

A comparison between the frequency responses of these transfer functions highlights 

that a limited deviation of the |DFPM(j)| curve from the ideal response |D(j)| is 

observed when m is greater than 40°.  To confirm this, Fig. 4.7.10 and 4.7.11 display the 

frequency responses of |D(j)| and |DFPM(j)| for two different m, at fBW=20Hz and Nds 

= 6.  It is worth noting that in case of m = 60° a limited deviation of the |DFPM(j)| curve 

from the ideal response |D(j)| is observed, corresponding to a limited influence of d on 

the disturbance rejection capability of the closed loop control.  On the contrary, a low m 

value, corresponding to a higher d, can significantly compromise the drive performances.   

In the same figures the dynamic stiffness determined by simulating the electric drive with 

the speed closed loop including the FPM algorithm is displayed.  In the last case the 

dynamic stiffness is computed by considering the ratio between the applied torque 

disturbance and the speed outgoing from the mechanical model of the system.  A good 

agreement between the relationships (4.7.24) and (4.7.25) and simulations is achieved. 
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Figure 4.7.10 Magnitude of D(s), DFPM(s) and FPM at 20Hz, with m = 60° and NDS = 6. 
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Figure 4.7.11 Magnitude of D(s), DFPM(s) and FPM at 20Hz, with m = 20° and NDS = 6. 

It has been verified that by selecting in (4.7.23) a m comprises between 40° and 60° a 

good compromise in terms of dynamic response is obtained independently on NDS.  

4.7.5 Selection of Rotor Position Sensor Resolution 

Starting from the previous consideration, a straightforward way to select the minimum 

value of rotor position resolution NDSmin satisfying the design specifications of the drive 

in the low speed range can be achieved from the performance requirements of the drive 

expressed in terms of desired bandwidth fBW of the speed closed loop and phase margin 

m, both referred to the minimum operating rotor speed rm_min.  In particular, starting 

from the above information, the selection of rotor position sensor resolution is achieved 

by the following steps: 

4) Determination of the controller gains kp and ki by (4.7.16) and (4.7.17), assuming fci 

≈ fBW. 

5) Computation of the max value of delay time dmax allowed at the minimum rotating 

speed rm_min according to: 

dmax = 

atan






2fBWkp

ki
 - m

2fBW
   (4.7.26) 

6) Determination of minimum sensor’s resolution: 

NDSmin = 
2

pp rm_min dmax
    (4.7.27) 

where pp is the number of pole pairs. 

The above procedure can be exploited to identify the stability limits of the drive used 

for the experimental tests.  For example, Fig. 4.7.12 displays rm_min vs NDSmin for two 

speed loop bandwidths fBW and m= °.  The values of rm_min have been determined 

according to (4.7.26) and (4.7.27), and by simulating the FPM algorithm in Simulink.  A 

very good agreement between the implementation and the proposed approach is achieved.  

By selecting the desired minimum operating condition of the drive rm_min one can 

identify the minimum sensor resolution Ndsmin.  Conversely, starting from NDS, it is 

possible to find the minimum rotating speed rm_min featuring a stable behavior of the 

drive, also meeting the control design requirements.  Increasing fBW requires an increased 

minimum sensor resolution NDSmin for the same phase margin m, (4.7.27). 
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Figure 4.7.12 Stability limits for different speed loop bandwidths and different NDS, for m= °. 

4.7.6 Experimental System Setup 

An experimental test bench has been developed in order to validate the theoretical 

study, Fig. 4.7.13.  A test rig has been arranged consisting of two PMSM drives whose 

shafts are mechanically coupled and sharing same DC bus. Motor specifications are 

summarized in Tabs. XIV and XV.  Both motor drives are fed by SiC inverters operated 

at 20kHz.  A dSpace DS1006 have been used to control the IPM drive under test and 

implementing the FPM algorithm, the last executed at 100 MHz.    

Table XIV SPM Motor Drive Data 

Rated Power   Pn 2 kW 

Rated Speed   n 6000 rpm 

Rated Torque   Tn 5 Nm 

Stator Resistance   Rs 0.84  

Synchronous Inductance   Ls 4.7 mH 

Pole pairs   pp 3 

Mechanical Inertia   J 3.4 kgcm2 

 
Table XV IPM Motor Drive Data 

Rated Power   Pn 3.6 kW 

Rated Speed   n 2000 rpm 

Rated Torque   Tn 19.1 Nm 

Stator Resistance   Rs 2.4  

q-axis Inductance   Lq 12.189 mH 

d-axis Inductance   Ld 9.947 mH 

Pole pairs   pp 3 

Mechanical Inertia   J 21.7 kgcm2 
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Figure 4.7.13 Experimental servo-drive test bench: (a) photograph, (b) schematic. 

Both electric drives are equipped with incremental encoders with NDS = 2048, and the 

different position sensor resolutions have been obtained by downsampling the encoder 

position measurement.  Field oriented controls have been implemented in both drives, 

where the execution time of the current and speed loops are respectively 100s and 200s.  

In all tests the current control loop bandwidth is fixed at 500Hz. 
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Figure 4.7.14 Block diagram of the control implemented in the drive under test. 
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4.7.7 Preliminary Experimental Results 

The first tests were undertaken to verify the effectiveness of the theoretical study.  In 

particular, Fig. 4.7.15 depicts the stability limits of the speed control loops implemented 

in the experimental setup and by using the proposed analytical approach for different rotor 

position sensor resolution NDS.  The speed loop bandwidth is set at fBW = 20Hz for each 

NDS configuration.  It is noted that a good agreement between modelling and experimental 

tests is achieved. 
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Figure 4.7.15 Stability speed limits at m= °and fBW=20Hz. 

The main goal of the following tests was to experimentally validate the procedure of 

selection of rotor position sensor resolution described in section 4.7.5. 

A first experimental test has been conducted on the current loops of both SPM and 

IPM motors with the aim of verifying the correct tuning of their current loops. These 

experimental tests allow to verify the mechatronic hypothesis, i.e. since the current loop 

bandwidth is selected at least ten times larger than speed loop bandwidth it is possible to 

neglect the dynamic effects of the current loop in the whole theoretical study and also 

during the experimental tests.  

Furthermore, the robustness of the speed control loop system must be verifyed, 

indirectly, by means the disturbance rejection analysis by using the dynamic stiffness.  

Since the SPM motor drive work as mechanical load (SPM), it imposes the 

electromagnetic torque disturbance on the rotor of the motor under test (IPM), a dynamic 

frequency limits of the current loop must be validated in order to impose the same torque 

disturbance amplitude for the whole range frequencies. 

A first experimental result that verifies the current loops bandwidths are shown in Figs 

4.7.16 – 4.7.17: 
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Figure 4.7.16 SPM motor drive current loop performance at no load condition and with Te = 2Nm 

and fd = 500 Hz. 
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Figure 4.7.17 IPM motor drive current loop performance at no load condition and with Te = 2Nm 

and fd = 500 Hz. 

In Fig. 16 the SPM motor speed is setted at 50rad/s through the motor under test IPM, 

while the SPM motor drive imposes zero average value of current of axis q, and therefore 

no load condition, with superimposed a sinusoidal disturbance of amplitude 3A and 

frequency 500 Hz, in order to verify if the q axis current feedback reproduces a similar 

sinusoidal trend, but with phase-shift and with a reduced amplitude of -3dB. 

The same test is repeated for the current loop of the IPM motor drive, Fig. 4.7.17. In 

fact, the SPM motor drive imposes the speed at 50rad / s, while the motor under test IPM 

provides zero average value of axis q current with superimposed a sinusoidal disturbance 

of 3A amplitude and 500Hz frequency. 

Fig. 18 shows the same test but under load conditions, by imposing an average value 

of q axis current of 5A and superimposing a sinusoidal disturbance of amplitude 3A and 

frequency 500Hz. 
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Figure 4.7.18 IPM motor drive current loop performance at load condition and with Te = 2Nm and 

fd = 500 Hz. 

After verifying the performance of the current loops, it is possible to validate the 

selection method of the rotor position sensor resolution NDS by comparing the simulated 

and experimental minimum rotor speed limits, for a given speed loop bandwidth, Fig. 

4.7.19. In particular, the theoretical and practical limits are shown for different resolution 

values Nds and imposing, as a stability constraint m = 0. 
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Figure 4.7.19 Minimum Speed Limits at mf = 0 and fBW = 20 Hz. 

It would be notating, in Fig. 4.7.19, that the minimum rotor speed has been evaluated 

in steady state condition and an instant before the speed control loop was loser in no load 

condition. Starting from stability margins analysis performed in the section 4.7.3, a first 

experimental validation has been evaluated by choosing the control speed loop bandwidth 

fBW = 20 Hz and two different phase margin conditions m = 60° and m = 20° by 

considering the same rotor position sensor resolution NDS = 6. According to the 

expression (4.7.20) it is possible to evaluate the minimum rotor speed that to able 

guarantee the stability margins selected above. 

Because in these first experimental tests has been selected 20Hz of the speed loop 

bandwidth, in Fig. 4.7.20 a comparison between the mechanical reference rotor speed 

*
rm and estimated rotor speed rm by using an incremental encoder with NDS = 2048 has 

been shown, where the reference rotor speed *
rm is a constant value 50 rad/s with an 

adding sinusoidal speed with 5 rad/s amplitude and 20 Hz frequency. 
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Figure 4.7.20 IPM motor drive current loop performance with fBW = 20Hz. 

In order to verify the robustness, i.e. the phase margin m, indirectly, a dynamic 

stiffness has been performed in Figs. 4.7.21 and 4.7.22. In particular the experimental 

dynamic stiffness has been performed by control the SPM motor drive in torque control 

by providing a sinusoidal torque disturbance with peak to peak value TL = 2Nm and a 

variable range frequency from 0.5 ti 150 Hz. It would be notating that, since the current 

loops bandwidth of both motors drive in Figs. 16a and 16b have been verified at 500Hz 

with -3dB attenuation, in order to perform the dynamic stiffness, the same disturbance 

torque peak to peak TL has been provided and verified by torque-meter measurements 

for each frequency range values. 

In the operating point conditions and for each frequency range values, a peak-to-peak 

mechanical speed rm has been estimated by using the FPM and from a rotor position 

sensor with NDS = 2048. 
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Figure 4.7.21 |D(s)|, |DFPM(s)| carried out through the Simulink implementation of the speed 

controlled motor drive and experimental tests, with the following reference design specifications: 

fBW=20Hz, m=60°, rm_min=100 rad/s and NDS=6. 
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Figure 4.7.22 |D(s)|, |DFPM(s)| carried out through the Simulink implementation of the speed 

controlled motor drive and experimental tests, with the following reference design specifications: 

fBW=20Hz, m=20°, rm_min=38 rad/s and NDS=6. 

The results obtained in Figs. 4.7.21 and 4.7.22 confirm the predicted phase margins 

defined during the desired procedure design. In fact, with the same closed control speed 

loop bandwidth fBW = 20 Hz and with the same rotor position sensor resolution NDS = 6, 

the comparisons between the theoretical, simulated, and experimental dynamic stiffness 

confirm indirectly the robustness achived. 

4.7.8 Experimental Results: Case Study 

Suppose that the speed loop design specifications are: desired closed loop speed 

bandwidth fBW=30Hz and phase margin m = 60° at the minimum mechanical speed 

rm_min = 30 rad/s.  By following the proposed approach we achieve the maximum time 

delay dmax = 2.3ms allowing to approach at rm_min (4.7.27) the desired m.  Then, the 

minimum resolution of the position sensor is determined by rounding the result of (4.7.28) 

to the available product on the market, (4.7.28): 

NDSmin = 
2

pp rm_min dmax
 = 

2

3  
 = 30.35 ≈ 32  (4.7.28) 

In order to verify whether the above reference design specifications are satisfied by the 

drive, a first test has been performed to verify the bandwidth of the speed loop when the 

motor drive is set according to (4.7.16) and the speed feedback is carried out by the FPM 

algorithm configuring NDS=32.  Fig. 4.7.23 displays the reference *
rm and feedback rm 

rotor speed, the last estimated with the FPM algorithm applied to the full resolution rotor 

position measurement NDS = 2048.  In this test the reference rotor speed *
rm is set to 

rm_min plus an additional sinusoidal terms of magnitude equal to 5 rad/s and frequency 

equal to 30 Hz.  The test clearly shows a 3dB decrease of the actual speed rm at rm_min, 

confirming the fBW with NDS=32.  
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Figure 4.7.23 Test performed by setting the IPM motor drive with fBW=30Hz, phase margin m=60° 

at rm_min = 30 rad/s and NDS=32.  

The robustness of the speed control loop has been evaluated through the dynamic 

stiffness analysis, which has been determined by controlling the drive under test at 

*
rm=30 rad/s and generating with the other drive a sinusoidal torque disturbance of peak-

to-peak amplitude TL = 2Nm and a variable frequency range from 0.5Hz to 150 Hz.  The 

dynamic stiffness has been computed by considering the estimated speed with full 

resolution sensor.  Note that experimental tests fit very well the curve |DFPM(j)| carried 

out from the model (4.7.25) and from simulations of the tested motor drive, confirming 

the accuracy the modelling and validating the methodology used to select the rotor 

position sensor resolution.   

The same analysis has been conducted by reducing the sensor resolution to NDS=16 

and keeping same rm_min and fBW.  Consistent with the theory, the dynamic performances 

worsen as the delay time d increased. According to (4.7.27), the corresponding m is now 

decreased and equal to 40°.  Fig. 4.7.25 confirms a worsening of the frequency response, 

and a good matching between modelling, numerical simulations and experimental tests.  
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Figure 4.7.24 |D(s)|, |DFPM(s)| carried out through the Simulink implementation of the speed 

controlled motor drive and experimental tests, with the following reference design specifications: 

fBW=30Hz, m=60°, rm_min=30 rad/s and NDS=32. 
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Figure 4.7.25 |D(s)|, |DFPM(s)| carried out through the Simulink implementation of the speed 

controlled motor drive and experimental tests, with the following reference design specifications: 

fBW=30Hz, m=40°, rm_min=30 rad/s and NDS=16. 

Another way that allows to evaluate the dynamic performance of the closed speed loop 

control algorithm is the speed step response of the command tracking Fig. 4.7.26. 
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Figure 4.7.26 Rotor speed step response comparisons between experimental results with Nds = 2048 

and Nds = 32 and simulation result with NDS = 32. 
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Figure 4.7.27 Rotor speed step response comparisons between experimental results with NDS = 2048 

and NDS = 16 and simulation result with NDS = 16. 

The Figs. 4.7.26 and 4.7.27 show the speed step responses from 30 rad/s to 40 rad/s in 

order to compare the experimental results with different rotor position sensor resolutions. 

In particular, it would be noted the different command tracking performance when a 

rotor position sensor is quantized with NDS = 32 and with NDS = 16; in fact, the command 

tracking performance observed in Figs. 4.7.26 - 4.7.27 have the same rise times, related 

to the same closed speed loop bandwidth fBW = 30Hz, and different overshoots, related to 

the different phase margins m = 60° in the case NDS = 32 and m = 40° for NDS = 16 

respectively. 

A different way to verify the disturbance rejection of the closed speed loop is to 

provide a TL = 10Nm step torque load at minimum rotor speed rm_min = 30rad/s required 

in this case study, with different rotor position sensor resolutions NDS = 32 and NDS = 16 

respectively. Therefore, in Figs. 4.7.28 - 4.7.29 the different temporals disturbance 

rejection have been performed in order to linked the different phase margins with the 

dynamic performance of the torque load disturbance rejection in the closed speed loop.  

Furthermore, the comparisons between the experimental results and the simulation 

results of the FPM implementation model, in both cases NDS = 32 (m = 60°) and NDS = 

16 (m = 40°), Figs. 4.7.28 and 4.7.29 respectively, are quite satisfactory. 
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Figure 4.7.28 Temporal disturbances rejection comparisons between experimental results with NDS = 

2048 and NDS = 32 and simulation result with NDS = 32. 
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Figure 4.7.29 Temporal disturbances rejection comparisons between experimental results with NDS = 

2048 and NDS = 32 and simulation result with NDS = 32. 

In conclusion, the experimental results conducted both in the preliminary tests (sub-

paragraph 4.7.6) and in the case study (sub-paragraph 4.7.7) allow, not only to validate 

the proposed approach and therefore allowing to choose the minimum resolution of the 

position sensor starting from the desired specifications to be guaranteed for a VSD, but 

also to verify how closely the mathematical models proposed for this analysis are able to 

approach the real behavior of the system under test. 

4.8 Conclusions 

The contributions of my research regarding this chapter expect that will help engineers 

develop new and effective methodologies to determine the most appropriate position 

sensor resolution for the electric drives they are designing. 

Starting from the theoretical contribution developed in paragraph 3.3 "Mathematical 

Formulations of the Quantized Rotor Position and Angular Speed" , in the paragraph 4.5 

"Impact of the Rotor Position Sensor Resolution in AC drive using Speed Estimation 

Algorithm based on Vector Tracking Observer" has been verified theoretically and 
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experimentally that the quantization harmonics are inherently present in speed estimates 

obtained from the position measurement, albeit reduced by the filtering properties of the 

specific estimation algorithm. For the specific case of the VTSF, simple expressions for 

the amplitudes of the quantization harmonics in the estimated speed have been derived. 

It has also been verified experimentally that when the speed estimate is used for closed 

loop speed control, all of the lower order quantization harmonics may appear in the shaft 

torque and in the rotor speed, especially during low-speed operation, in addition to the 

oscillations produced by the torque disturbances. 

A straightforward approach that allows to choose the position sensor for a speed 

controlled electrical drive according to the speed loop reference design specifications has 

been developed for both model-based and non-model based speed estimator algorithms. 

In particular, in paragraph 4.6 "Selection of the Rotor Position Sensor Resolution in 

Variable Speed Drives involving a Vector Tracking Observer in the Speed Loop", by 

means of the VTO's small signal mathematical model a complete mathematical derivation 

has been initially derived; then, experimental tests performed on a PMSM drive have been 

executed to validate the theoretical study. The rotor position resolution selection has been 

developed by considering the relationship between the estimated speed ripple and the 

motor drive dynamic performance. 

The same analysis has been developed by means of the FPM's small signal 

mathematical model, in paragraph 4.7 "Selection of the Rotor Position Sensor Resolution 

in Variable Speed Drives involving a Fixed-Position-Based Speed Estimation Algorithm 

in the Speed Loop", where the experimental results performed on a PMSM validate the 

theoretical study. The rotor position resolution selection has been developed by 

considering the stability and robustness conditions of the desired motor drive dynamic 

performance. 
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5 Chapter 5: Other Activities 

This chapter summarizes some other research activities carried out during the PhD 

period; in particular, research activities developed to the improvement of electric drives 

in terms of energy efficiency, power quality and fault tolerant issues have been addressed. 

The electric drives improvements are achieved by studying the open-end winding 

solutions combined with different multilevel converters and also new converter control 

strategies 

Typically, in the Open Winding (OW) configuration the windings of electric machine 

(motor or transformer) is supplied from two sides. Thanks to some advantages compared 

to conventional configurations, such as: higher efficiency and better exploitation of the 

DC bus voltage, OW is gaining increasing interest over a wide set of applications [1]-[3]. 

A key aspect of open-end winding configurations is the growing interest of the multilevel 

inverters (MLIs) topologies, which take advantage from a reduced distortion of AC-side 

quantities and lower voltage gradient, switching stresses, switching losses, devices 

voltage rating [4]-[7]. On the other hand, MLI require a higher amount of power switches 

than conventional two-level pulse width modulated (PWM) inverters. 

By developing a new control strategies and reducing the number of power devices, a 

lower switching losses, a higher efficiency and an improved power quality can be 

achieved compared to existing Multilevel Inverter topologies. 

Furthermore, since the safety critical systems are taking on increasing importance in 

many applications, such as automotive, aerospace, marine, nuclear power and chemical 

plants, and military applications [8], [9] two different main concerns regarding the fault 

tolerant solutions has been addressed; on the one hand, the possibility to hold the electric 

drive in service, even after a open phase fault occurs, keeping the output DC voltage at 

the value generated by the system in healthy conditions, on the other hand a performance 

analysis of the combined selection of the fuse and DC link capacitor has been performed 

in order to ensure that the fuse acts breaking the circuit loop quickly to prevent further 

damage on power source, inverter leg and other circuit components. 
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5.1 A Novel Three-Phase Multilevel Inverter Topology with 

Reduced Device Count for Open-end Winding Motor Drives 

[10] 

A novel three-phase multilevel inverter topology for open-end winding motor drives 

is proposed, featuring a reduced number of power devices.  According to such a topology, 

only two of the motor phase windings are fed by a single-phase neutral point clamped 

inverter from one side, and a single-phase full bridge inverter from the other, the third 

motor phase being connected between the midpoints of the two inverters.  The proposed 

topology can generate five different voltage levels in each motor phase and compared to 

a conventional three-phase three-level neutral point clamped inverter features a reduced 

amount of power devices and a higher efficiency.  Simulations dealing with steady-state 

and transient conditions have been performed on a 1kW permanent magnet synchronous 

motor drive to demonstrate the effectiveness of the proposed configuration in a wide 

operating range. 

5.1.1 Introduction 

Multi-Level Inverters (MLIs) have widely replaced in the last years conventional Two-

Level Inverters (TLIs) in medium voltage, high power, industrial motor drives 

applications.  In fact, if compared with TLIs, MLIs feature lower dv/dt levels across the 

semiconductor devices, reduced EMI/EMC issues and lower power devices voltage 

ratings.  Moreover, the higher amount of output voltage levels lead to a substantial 

improvement of the voltage and current harmonic content, thus reducing the torque ripple 

[11]-[15]. This has powered the development of new MLI topologies exploiting low 

switching frequency multilevel modulation strategies [16].  Among them, those based on 

selective harmonic elimination, feature better efficiency and power factor levels if 

compared with conventional pulse width modulation (PWM) based TLI, as well as low 

bearing stresses in motor drive applications.   

A key issue in order to ensure proper operations of multilevel power converters deals 

with balancing the voltages of the DC bus capacitors.  Various PWM techniques can be 

found in literature specifically developed to balance the capacitor voltages [17]-[21] as 

well as additional voltage balancing circuits [19].  The drift of capacitor voltages mainly 

occurs due to the occurrence of a nonzero average current at the neutral point of the power 

converter, due to non-idealities of the real system. Although it is possible to mitigate the 

voltage drift by suitably modifying the modulation pattern, a low-frequency voltage 

oscillation at the DC bus midpoint may still appear at steady-state. 

MLI systems using Open-end Winding (OW) configurations have been also 

investigated since nineties [22]- [30].  According to these configurations the AC machine 

(motor, generator or transformer) is fed by two power converters, placed on the two sides 

of an open-end winding.  In [31]-[34] an Asymmetrical Hybrid Multilevel Inverter 

(AHMLI) has been proposed, where a main inverter manages the active power flow, while 

an auxiliary unit acts as an active filter, providing a null-average power to the machine.  

It acts differently from conventional OW systems, where the two inverters share between 

them both the active and reactive power provided to the machine. According to the 

AHMLI concept, the main inverter is of the multilevel type and exploits a step voltage 

modulation in order to minimize the switching power losses.  The auxiliary inverter is 

instead a two level one, operated at lower DC bus voltage through a high frequency PWM 

technique to accurately control the phase voltage harmonic content.  Hence, the main 
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inverter can be equipped with very low on-state voltage drop IGBT devices, while fast 

IGBT, or even Power MOS devices, can be used on the auxiliary TLI. 

A modification of the AHMLI topology is presented in this paragraph in an effort to 

reduce circuital complexity and costs.  A three-phase five-levels inverter is obtained by 

supplying two of the three motor phase windings by a single-phase Three-Level Neutral 

Point Clamped Inverter (3L-NPC) from one side, and a single-phase Two-Level Inverter 

(TLI) on the other, as shown in Fig. 5.1.1.  The third phase winding is instead connected 

between the midpoints of the two inverters nʹ and nʹʹ.  The obtained three-phase, Two-

Poles, Open-end Winding Motor Drive (TPOWMD) encompasses a lower number of 

power devices compared to a traditional three-phase three level NPC inverter, but it is 

more efficient and feature a slightly higher Total Harmonic Distortion (THD) in the motor 

phase currents.   

5.1.2 TPOWMD Configuration 

According to the scheme of the TPOWMD shown in Fig. 5.1.1, motor phase voltages 

Vjm (j = a,b,c) can be obtained from the Kirchhoff laws: 

 





Vam = VaMn' - VaTn'' + Vn'n''

Vbm = VbMn' - VbTn'' + Vn'n''

Vcm = Vam - VaMn' + VaTn' = Vbm - VbMn' + VbTn'

Vcm = Vn'n''

  (5.1.1) 

 

where VaMnʹ and VbMnʹ are the 3L-NPC pole voltages, VaTnʹʹ and VbTnʹʹ are the TLI pole 

voltages, Vjm is the AC motor phase voltage (j=a,b,c) while Vnʹnʹʹ is the voltage between nʹ 

and nʹʹ.  
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Figure 5.1.1 Two-Poles, Open-end Winding Motor Drive (TPOWMD) Scheme. 

Moreover, the c-phase current icm is equal to –(ibm+iam), while the c-phase voltage Vcm is 

equal to Vnʹnʹʹ. By considering a symmetrical and balanced system, the motor phase 

voltages can be expressed as a function of inverter pole voltages VaMnʹ, VbMnʹ, VaTnʹʹ and 

VbTnʹʹ as follows: 





Vam = 
2

3
(VaMn' - VaTn'') + 

1

3
(VbTn'' - VbMn')

Vbm = 
2

3
(VbMn' - VbTn'') + 

1

3
(VaTn'' - VaMn')

Vcm = 
VbTn'' - VbMn' + VaTn'' - VaMn'

3

   (5.1.2) 

 



205 

 





VaMn' = (Sa1 + Sa2 - 0.5)V'DC

VaTn'' = (Sa1T - 0.5)V''DC

VbMn' = (Sb1 + Sb2 - 0.5)V'DC

VbTn'' = (Sb1T - 0.5)V''DC

   (5.1.3) 

 

According to equations (5.1.2) and (5.1.3), the phase voltage Vjm is a function of the 

3L-NPC switches states: Sa1, Sa2, Sa3, Sa4, Sb1, Sb2, Sb3, Sb4, and TLI switches states: Sa1T, 

Sb1T, as well as of the two DC bus voltages VDCʹ and VDCʹʹ.  Space vector diagrams of a 

conventional three-phase three-level NPC inverter and of a TPOWMD working with 

VDC'=VDC'' are shown in Fig. 5.1.2.  Under the last constraint, the TPOWI feature five 

voltage levels with the same amount of power switches. 
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Figure 5.1.2 Space vector diagrams: (a) 3L-NPC. (b) TPOWMD. 

5.1.3 Control Strategy 

A control strategy different from that of a standard 3L-NPC, needs to be developed to 

manage the TPOWMD. It must able not only to control the output voltage, but also to 

handle the TLI DC bus voltage, to balance MLI capacitor voltages and to mitigate the low-

order current harmonics generated by the 3L-NPC step modulation.  The control strategy 

for a TPOWMD powering a permanent magnet synchronous motor (PMSM) is shown in 

Fig. 5.1.3.  It consists of two main sections, dealing respectively with the 3L-NPC and the 

TLI.  The 3L-NPC delivers the whole active power and is step operated to generate a 

voltage whose fundamental component Vs is equal to the sum of the estimated motor 

back-EMF, and the qd-axes control voltage components Vqdcap provided by the TLI DC 

Bus voltage control [20].  The qd axes motor back-EMF are given by: 



E ^q = L ^s re id + wre ^pm

E ^d = - L ^s re iq
    (5.1.4) 

where L ^s is the synchronous inductance,  ^pm is the permanent magnet flux and re = 

pp rm, where pp is the number of pole pairs and rm is the mechanical angular speed.  

The inverter phase voltage is regulated by acting on the switching angle , according to 

the following functions: 

 = arcos(m)          m = 
|V*

s|

V'DC
           |V*

s| = V2
q + V2

d           = atan






Vd

Vq
 (5.1.5) 

where m is the modulation index.   
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The TLI is PWM modulated and tasked to control the phase currents, the TLI Bus 

voltage, and balancing the capacitor voltages on the two DC buses.  Without a proper 

current shaping, in fact, the PMSM phase current would be highly non-sinusoidal, due to 

the stepwise waveform of the 3L-NPC phase voltage.  This, in turn, would lead to low 

conversion efficiency and poor power factor.  A phase current shaping is thus 

accomplished by the TLI, which is managed to operate as an active power filter.  As 

shown in Fig. 5.1.3, a predictive input current filtering is exerted by including in the 

auxiliary inverter voltage reference VabTLI
* a suitable compensation term Vabh, which is 

obtained as the difference between the staircase phase voltage Vab3L and its fundamental 

harmonic component V1ab3L: 



V1a3L = 2

V''DC


 cos() sin(re + )

V1b3L = 2
V''DC


 cos() sin









re +  - 
2

3


   (5.1.6) 

 

In the above expressions re=pp rm, where rm is the PMSM rotor position. 

A TLI current vector control strategy is also implemented to control the torque iqs and 

flux ids current components of the PMSM.  Reference signal iqs
* is provided by a 

traditional speed control loop, while ids
* is kept equal to zero. Phase currents iam and ibm 

are regulated through Proportional-Integral-Resonant (PIR) controllers in the abc 

reference frame.  The reference signals being obtained from iqs and ids.  The third motor 

phase current, icm is instead forced according to the Kirchhoff law. 
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Figure 5.1.3 Block diagram of the TPOWMD control system. 

The open winding configuration is exploited either to accomplish the control of the 

TLI DC Bus voltage either the balancing of 3L-NPC DC buses capacitors voltage. A 

progressive discharge of the TLI DC-bus flying capacitors is prevented by holding V″DC 

constant by establishing a controlled active power stream Pp between the two inverters 

[21]. Such a power stream is managed by a VDC'' closed loop controller relying on a 

standard PI controller, as described in Fig. 5.1.3.  Possible unbalancing of 3L-NPC DC 

buses capacitors voltage may affect operations of the TPOWMD configuration. This is 

avoided by controlling the four capacitor voltages Vc1, Vc2, Vc3 and Vc4. This is possible 
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because, as shown in Tabs. XVI and XVII, depending on the 3L-NPC and TLI switching 

states, a specific pair of capacitors is directly connected to the AC machine. Hence, 

according to Figs. 5.1.4 and 5.1.5, when the 3L-NPC takes the state 2 it is possible to charge 

C1 and discharge C2, independently on the switching state of the TLI.  This is obtained by 

temporarily increasing by i the phase current reference, in order to estabilish a suitable 

energy transfer between the DC buses of the two inverters.  Similarly, if the 3L-NPC takes 

the state 6, C1 is discharged while C2 is charged, hence, an energy transfer to C1 can be 

managed if VC1>VC2.  Moreover, also VC3 and VC4 can be regulated with the same 

approach, which does not  require additional circuits, leading to a reduction of cost and 

power losses. 

 
Table XVI 3LI Switching States 

State Sa1 Sa2 Sb1 Sb2 Capacitors 

1 0 0 0 0 C1 charge C2 discharge 

2 0 1 0 0 C1 charge C2 discharge 

3 1 1 0 0 C1 discharge C2 charge 

4 0 0 0 1 C1 discharge C2 charge 

5 0 1 0 1 C1 charge C2 discharge 

6 1 1 0 1 C1 discharge C2 charge 

7 0 0 1 1 C1 charge C2 discharge 

8 0 1 1 1 C1 charge C2 discharge 

9 1 1 1 1 C1 discharge C2 charge 

 
Table XVII TLI Switching States 

State Sa1T & Sb2T Sb1T &Sa2T Capacitors 

1T 0 0 charging and discharging 
of C3 and C4 depends on 

the sign of the phase 
currents 

2T 0 1 

3T 1 0 

4T 1 1 
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Figure 5.1.4 Capacitor voltage balancing: (a) State 2 for 3LI and State 1T for TLI. (b) State 2 for 3LI 

and State 3T for TLI. 
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Figure 5.1.5 Capacitor voltage balancing: (a) State 6 for 3LI and State 2T for TLI. (b) State 6 for 3LI 

and State 3T for TLI. 

Fig. 5.1.6 deals with active balancing of the 3L-NPC DC bus voltages capacitors. 
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Figure 5.1.6 Active balancing of 3L-NPC DC bus voltages capacitors: a). iabcm, VabTLI, Vab3L.  b) 

Capacitor voltage errors VC1- VC2 and VC3- VC4, outputs of balancing controls C1, C2, C3 and C4. 

The number of devices required by TPOWMD, NPC, FC and CHB topologies is 

shown in Tab. XVIII.  The proposed topology is fairly equivalent to a three level NPC 

inverter, however providing five voltage levels. 

 
Table XVIII Comparison among TPOWMD, NPC, FC and CHB topologies. 

Devices 
TPOWMD  NPC FC CHB 

5-lev. 3-lev. 5-lev. 3-lev. 5-lev. 3-lev. 5-lev. 

Main 

Switches 
12 12 24 12 24 12 24 

Main 

Diodes 
12 12 24 12 24 12 24 

Clamping 

Diodes 
4 6 36 0 0 0 0 

DC 

Capacitors 
2 2 4 2 4 1 2 

Flying 

Capacitors 
2 0 0 1 6 0 0 

5.1.4 Power Losses Assessment 

In a standard PWM NPC inverter all the power switches are driven at a high switching 

frequency, while only some of the TPOWMD switches do it.  In the last, in fact, the 3L-

NPC section is operated at a low switching frequency, according to a step modulation 

approach [21], while only the TLI section is PWM operated.  A comparison between an 

PWM-NPC and the proposed TPOWMD configuration in terms of estimated total power 

losses is shown in Fig. 5.1.7. Total power losses are given by composition of switches, 

clamp diodes and capacitor power losses.  Switches power losses, which consist of the 
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switching losses Psw and conduction losses Pon, can be estimated as [23]: 

 

Psw = 0.5 Vce IRMS fsw (trise + tfall)  Pon =  VceON IRMS  (5.1.7) 

 

being  the duty cycle, trise and tfall the rise time and fall time of the power switches, 

respectively, IRMS the rms value of the switch current, Vce the collector-to-emitter voltage, 

VceON the collector-to-emitter saturation voltage.  Clamping diodes power losses can be 

also estimated as [22]: 

 

Pdrr = VDR fsw (trr IRMS + Qrr)  Pdon = Rd I
2
d   (5.1.8) 

 

where Rd diode resistance and Id diode current in conduction mode, while VDR is the diode 

reverse voltage, trr is the diode reverse recovery time and Qr is the reverse recovery 

charge. Finally, DC bus capacitor losses are given by: 

 

Pcap = Rcap I
2
cap     (9) 
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Figure 5.1.7 Power losses comparison between a standard PWM 3L-NPC and the TPOWMD (rm = 

50 rad/s); (b) percentage loss reduction. 

The TPOWMD performs better than PWM-NPC all over the operating range, however, 

the best results in terms of percentage loss reduction are obtained at low loads, while a 

smaller improvement is observable at high loads. 

Power losses on the TPOWMD can be reduced by lowering the DC bus voltage VDC'', 

however, this leads to an increment of the Total Harmonic Distortion (THD) of the motor 

phase currents.  In fact, as shown in Figs. 5.1.8 and 5.1.9, for VDC''/VDC' ratios lower than 

0.8 a significant current distortion arises, worsening the performances of the power 

conversion and the torque ripple, as shown in Fig. 5.1.10, up to threatening the stability 
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of the system.   
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Figure 5.1.8 THD% of iam at rated torque vs the ratio VDC''/VDC'. 
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Figure 5.1.9 THD% of icm at rated torque vs the ratio VDC''/VDC'. 
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Figure 5.1.10 Torque ripple at rated torque vs the ratio VDC''/VDC'. 

5.1.5 Simulation and Performance Analysis 

An assessment of the consistence of the proposed TPOWMD topology and of its 

expected performance has been accomplished by simulation.  An Open-end Permanent 

Magnet Synchronous Motor (PMSM) model is exploited neglecting non-linearities caused 

by the higher order airgap flux harmonics (greater than second) and the core saturation. 

Main technical specifications of the considered PMSM are listed in Table XIX.  The 3L-

NPC and the TLI are both equipped with IGBTs, whose technical data are summarized in 

Table XX.  Four 870μF capacitors are used to realize the two DC buses. The drive is 

controlled according to the scheme of Fig. 5.1.3 
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Table XIX OW PMSM Technical Specifications 

Paramenters Values 

Rated Power [kW] 1 

PMSM resistance rs [Ω] 1 

PMSM inductance [mH] 50 

Permanent Magnet Flux [Wb] 0.45 

DC Voltage [V] 540 

Torque/Current Tn/In [Nm/A] 10/5 

Rated speed rm [rpm] 1000 

Pole Pairs pp 3 

 

Table XX IGBT Data IRG4PH30kPBF 

Paramenters Values 

Junction Temperature Tj [°C] 125 

Collector-Emitter Voltage Vce [V] 1200 

Collector-Emitter Saturation Voltage VceON [V] 3 

RMS Collector Current IRMS [A] 20 

Rise Time trise [ns] 23 

Fall Time tfall [ns] 310 

Junction Temperature Tj [°C] 125 

Collector-Emitter Voltage Vce [V] 1200 

Figure 5.1.11 and Fig. 5.1.12 show the result of simulations dealing with TPOWMD 

operations at two different rotating speeds rm=30 rad/s and rm=100 rad/s, at rated load 

conditions.  In particular, Figs. 5.1.11(a) and 5.1.12(a) show the phase currents, the 

electromagnetic torque and rotor speed, highlighting a low current total harmonic distortion 

and quite low ripples in the mechanical quantities.  Figs. 5.1.11(b) and 5.1.12(b) deal with 

the voltages of both DC buses and the capacitors voltages, only a low ripple being observable. 

The dynamic behaviour of the drive is evaluated in Fig. 5.1.13, which deals with a 

speed variation from 50 to 100 rad/s with the rated load.  The drive shows satisfying 

dynamic performances, keeping quite limited the effects of the transient on the capacitor 

voltages and holding a stable behaviour.  A sudden torque variation leads to similar 

considerations, as shown in Fig. 5.1.14.  
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Figure 5.1.11 Steady State, rm = 30 rad/s, rated load, VDC
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Figure 5.1.12 Steady State, rm = 100 rad/s, rated load, VDC

’=VDC
’’=540 V. 
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Figure 5.1.13 Speed variation from 50 to 100 rad/s, rated load and VDC
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Figure 5.1.14 Load torque variation from 10% to   rm = 50 rad/s and VDC

’=VDC
’’=540 V. 

In Fig 5.1.15 a voltage unbalance is purposely generated on both DC buses by 

connecting some additional resistors of 100 in parallel to C2 and C4. The drive is spinning 

at rm=1000 rpm and at the rated torque e = 10 Nm.   
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Figure 5.1.15 Activation of the voltages balancing at t*. 
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Initially, the voltage balancing algorithm is not active and an unbalance is generated 

between the voltages of the two DC bus capacitors.  At time t* the active voltage balancing 

system is turned on, rapidly driving the system to the ideal condition given by Vc1 =Vc2 and 

Vc3=Vc4. 

5.1.6 Conclusions 

A three phase multilevel inverter topology with a reduced number of power devices 

has been introduced exploiting an open-end winding topology.  Only two of the motor 

phase windings are fed by an NPC single-phase inverter on one side and by a single-phase 

full bridge inverter from the other.  The current of the third motor phase, which is instead 

connected between the midpoints of the two inverters, being determined according to the 

Kirchhoff law. The proposed topology encompasses a lower number of power devices 

compared to an equivalent  traditional three-phase three level NPC inverter, but it is more 

efficient and feature a comparable Total Harmonic Distortion (THD), as proved by 

simulations dealing with steady-state, variable speed, variable load, and unbalanced DC 

bus voltages operations.   

5.2 Optimal Selection of the Voltage Modulation Strategy for an 

Open Winding Multilevel Inverter [35] 

An optimal design strategy for Open Winding Asymmetrical Three-Level Inverters is 

proposed in this paragraph, to improve the performance in a large set of applications.  The 

Asymmetrical Multilevel Inverter is composed of an open-end winding AC machine 

connected on one side to a main three-level inverter and, on the other side, to an auxiliary 

two-level inverter.  The main inverter efficiently controls the active power flow operating 

at a low switching frequency, exploiting a selective harmonic elimination technique, 

while the auxiliary inverter acts as an active power filter, driven by a conventional high 

frequency PWM technique.  A key point to maximize the efficiency of the entire system 

is to properly share the task of eliminating the undesired low-frequency voltage 

harmonics between the two inverters.  An optimal strategy is proposed in this paragraph 

according to specific figures of merit, which are function of the DC bus voltage and 

switching frequency of the two inverters. 

5.2.1 Introduction 

Multi-Level Inverters (MLIs) exploiting low switching frequency modulation 

strategies, such as the Selective Harmonic Elimination (SHE), are today used in variable 

speed AC motor drives for laminators, pumps, conveyors, compressors, fans, blowers, 

mills, as well as in railway and naval propulsion plants [36], [40].  MLI systems using 

Open-end Winding (OW) configurations have been also recently developed in [41]-[46], 

where the machine is fed by two separate power converters, in order to share the load and 

to improve the phase voltage harmonic content.  A special two-level PWM technique has 

been proposed in dual two-level inverter-fed open-end winding motor drives, in order to 

eliminate the 5th, 7th and 9th harmonic, while mitigating the 11th and 13th, [47].  A structure 

composed of an open-winding induction motor, a three-level step modulated inverter and 

a current-controlled two-level inverter switching at 1 kHz is proposed in [48], with the 

goal of eliminating the interphase reactors on high power AC drives.   
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An OW multilevel inverter structure named Asymmetrical Hybrid Multilevel Inverter 

(AHMLI) a main inverter is tasked to manage the active power flow, while an auxiliary 

unit acts as an active filter, ideally providing a null-average power to the machine.  It acts 

differently from standard OW configurations, where the two inverters share between them 

both the active and reactive load power.  According to the AHMLI concept, the main 

inverter is of the multilevel type and exploits a low switching frequency voltage 

modulation in order to minimize switching power losses.  The auxiliary inverter is instead 

a two-level one, exploiting a high frequency PWM technique to cancel low-frequency 

phase voltage harmonics.  The main inverter can be equipped with very low on-state 

voltage drop devices, such as IGBTs, while, fast power switches, as for instance the 

Power MOS devices can be used for the auxiliary TLI.   

An AHMLI with the MLI driven by a simple step modulation has proved to be more 

efficient than conventional PWM operated multilevel inverters featuring the same amount 

of power devices, while also producing comparable voltage and current distortion.   

Better results are expected to be obtained by driving the MLI through a SHE technique; 

however, when increasing the amount of voltage harmonics eliminated by the multilevel 

inverter, the minimum TLI DC bus voltage required to achieve a target total harmonic 

distortion THDv and THDi varies, affecting TLI switching power losses.  Moreover, by 

increasing the order of the harmonics eliminated by the MLI, the switching frequency of 

the main converter must be increased, leading to a rise of the power losses.  Hence, a 

proper selection of the switching frequencies of the MLI and TLI must be accomplished 

to obtain the target phase current THDi with the maximum efficiency.  

In this paper the problem of determining an optimal control strategy for the AHMLI is 

faced by defining specific figures of merit taking into consideration the total switching 

power losses, the THDs (s=i,v) and the power conversion costs.  These quantities are in 

turn estimated as function of some key parameters, such as the TLI DC bus voltage and 

the modulation strategies used in the two inverters as well.  An AHMLI composed of a 

Three-Level Neutral Point Clamped Inverter (3NPC) and of a TLI, (3NPC-SHE + TLI-

PWM) is taken into consideration in this paper, but the proposed design approach can be 

easily extended to other OW multi-level inverter configurations. 

5.2.2 AHMLI Open-End Winding Topology 

According to the AHMLI topology, an open-end winding electrical machine is 

supplied by an MLI providing the required active power and by an auxiliary TLI acting 

as an active power filter, as shown in Fig. 5.2.1, where p is the number of voltage levels, 

while indexes l' and l'' respectively determine the actual values of MLI and TLI output 

voltages. 
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Figure 5.2.1 Generic Open-end Winding AHMLI configuration. 
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The DC buses of the two inverters are isolated between them in order to prevent the 

circulation of zero sequence currents.  Moreover, the DC bus of the TLI consists of a 

floating capacitor to make use of a single power source.  Assuming that the two inverters 

are supplied by two independent power sources, V'DC and V''DC, the voltage Vjm applied 

to the j-phase winding of the OW AC machine is given by: 

 

Vjm = VjMLI - VjTLI - Vo'o''=
l'-1

2
 V'DC - 

2l''-1

2
 V''DC - Vo'o''  (5.2.1) 

 

where l' = 0,1,2 and l'' = 0,1, and being VO'O'' the voltage between the mid points O' and 

O'' of the two inverter DC-buses, which can be computed as: 

Vo'o' = 
1

3
 ( )VaMLI + VbMLI + VcMLI - VaTLI - VbTLI - VcMLI    (5.2.2) 

Power devices of the MLI may be selected in order to minimize the on-state power losses, 

while the devices of the TLI may be selected in order to operate at high switching 

frequency and lower voltage [48], [49]. 

As the MLI processes all the active power supplied to the load its efficiency is of major 

concern.  MLI switching power losses can be minimized by adopting a staircase voltage 

modulation, tasking the TLI to eliminate all the phase voltage harmonics.  Such an 

approach has found to be successful, as it has been proved that an AHMLI with the MLI 

driven by a simple step modulation is more efficient than conventional PWM multilevel 

inverters featuring the same amount of power devices, while achieving similar results in 

terms of output voltage THDv.  However, in order to further increase the efficiency of the 

system the modulation strategies used in the MLI and TLI should be accurately selected 

in order to minimize the total power losses, as well as, the stator current THDi, which 

impacts on motor torque pulsations. Moreover, TLI switching power losses, the voltage 

rating and cost of TLI power switches can be reduced by lowering the TLI DC bus 

voltage, although at the cost of a current THDi rise.  These issues are coped in this paper 

by adopting a Selective Harmonic Elimination (SHE) technique for the MLI and 

determining the undesired low-order harmonics eliminated by the MLI and TLI through 

an accurate investigation of some design parameters according to specific figures of 

merit, which are function of the DC bus voltage of the two inverters, the switching 

frequency and the characteristics of power switches.  The proposed approach has been 

validated through simulations. 

5.2.3 Phase Voltage Modulation 

Although of general validity, the proposed approach has been applied to an AHMLI 

topology encompassing a Three-Level Inverter (3LI) and a TLI.  Among the different 

configuration that can be used to realize the three-level inverter, a Neutral Point Clamped 

inverter has been analyzed, as shown in Fig. 5.2.2. 
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Figure 5.2.2 The 3LI-SHE+TLI-PWM configuration. 

A SHE technique is exploited to drive the 3LI at low switching frequency, while a 

conventional high switching frequency PWM is used to drive the TLI.  In particular, the 

3LI j-phase output voltage VjMLI, which is the voltage across nodes aM and n' in Fig. 5.2.2, 

can be written as: 

VjMLI = 
n =1

+

 Vjn sin 








n 








e - 
2m

2
  





j=a    m=0

j=b    m=1

 j=c    m=-1

   (5.2.3) 

where n is an odd number and the magnitude of the n-th harmonic is given by: 

Vjn = 
4V'DC

n
 
k = 1

N

 (-1)k cos(nk)    (5.2.4) 

According to the SHE principle, it is possible to eliminate N-1 harmonics from the 3LI 

output voltage waveform by suitably setting a set of N switching angles α1…αN along each 

quarter of a period, as shown in Fig. 5.2.3, [38].   
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Figure 5.2.3 3LI output voltage waveform according to the SHE approach. 

More precisely, the N switching angles are computed in order to eliminate a given set of N-

1 harmonics, while the remaining switching angle is set to obtain a given magnitude of the 

fundamental harmonic V1.  The last is related to the DC bus voltage through the amplitude 

modulation index M.   

A set of N equations is obtained, whose solution provides the N switching angles α1, α2 ,…,αN 

with 0≤α1≤α2≤…≤αN<π/2, [4]:  
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







4


 
k = 1

N

 (-1)k cos(k) = 
V1

V'DC
 = M

4V'DC

5
 
k = 1

N

 (-1)k cos(5k) = 0

4V'DC

7
 
k = 1

N

 (-1)k cos(7k) = 0

…

4V'DC

n
 
k = 1

N

 (-1)k cos(nk) = 0

    (5.2.5) 

Solutions of (5.2.5) have for different sets of switching angles are shown in Fig. 5.2.4, as 

described below: 

• Fig. 5.2.4a: α1 and α2 are computed to eliminate the 5th harmonic (SHE 5th); 

• Fig. 5.2.4b: α1, α2 and α3 are computed to eliminate the 5th and 7th harmonic (SHE 5th ÷ 

7th); 

• Fig. 5.2.4c: α1, α2, α3 and α4 are computed to eliminate the 5th, 7th and 11th harmonic 

(SHE 5th ÷ 11th); 

• Fig. 5.2.4d: α1, α2, α3, α4 and α5 are computed to eliminate the 5th, 7th, 11th and 13th 

harmonic (SHE 5th ÷ 13th);  

• Fig. 5.2.4e: α1, α2, α3, α4, α5 and α6 are computed to eliminate the 5th, 7th, 11th, 13th and 

17th harmonic (SHE 5th ÷ 17th); 

• Fig. 5.2.4f: α1, α2, α3, α4, α5, α6 and α7 are computed to eliminate the 5th, 7th, 11th, 13th, 

17th and 19th harmonic (SHE 5th ÷ 19th).  
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Figure 5.2.4 3LI switching angles according to the SHE approach. 

Assuming a conventional wye connection with the considered SHE strategies, the Vjm
* 

output phase voltage features the harmonic content shown in Fig. 5.2.5.  
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Figure 5.2.5 Harmonic spectra of Vjm

* (wye connection). 

Although increasing the amount of switching angles the phase voltage the THDv is 

improved, it anyway results quite unsatisfactory, due to residual low-order voltage harmonics 

caused by the low switching frequency.  Such an issue is faced according to the OW 

configuration through the auxiliary TLI, which is tasked to suppress the residual low-order 

harmonics.  In order to eliminate the residual low order harmonics, the TLI PWM reference 

phase voltage V*
jTLI is computed as: 

V*
jTLI = V*

jm - V*
jMLI    (5.2.6) 

where Vjm
* is the phase voltage reference.  A schematic of the system accomplishing the 

modulation of the phase voltage is shown in Fig. 5.2.6.   
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Effects of voltage harmonics cancellation through the TLI are shown in Fig. 5.2.7, where 

each SHE technique is considered with different sets of harmonics cancelled through the TLI.  

As shown in Fig. 5.2.8, the phase voltage THDv decreases when the amount of voltage 

harmonics cancelled through the TLI increases, while it can increase when the amount of 

voltage harmonics cancelled by the 3LI increases.   

In order to cancel the selected set of harmonics, the TLI dc-bus voltage should be 

conveniently higher than the peak value of the TLI reference voltage computed according to 

(5.2.3), (5.2.4) and (5.2.6). Specifically, V''DC should be greater than: 

V 

''
DCmin = 2










n > NmaxMLI

NmaxTLI

 Vjn sin(ne)     (5.2.7) 

being NmaxMLI and NmaxTLI the order of the highest harmonic respectively cancelled through 

the 3LI and TLI.   
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Figure 5.2.6 Block diagram of the voltage modulator 3LI-SHE+TLI-PWM. 
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Figure 5.2.7 Harmonic spectra of the phase voltage Vjm (M=0.9). 

According to Fig. 5.2.9, V''DCmin decreases when the amount of voltage harmonics 

cancelled through the 3LI increases, while it increases when the amount of voltage 

harmonics cancelled by the TLI increases.  Moreover, V''DCmin affects the switching power 

losses of the TLI, as shown in Fig.5.2.10. By increasing NmaxMLI, the 3LI switching 

frequency fsMLI increases, as shown in Fig. 5.2.11, while, as shown in Fig. 5.2.12 by 

increasing NmaxTLI increases the minimum TLI switching frequency required fsTLImin, which 

is assumed to be five times the frequency of the highest harmonic to be cancelled. 
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Figure 5.2.8 Phase voltage THDv (M=0.9). 
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Figure 5.2.9 Minimum TLI DC bus voltage required V''DCmin (M=0.9). 
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Figure 5.2.10 TLI switching power losses. (fs=10 kHz, M=0.9). 
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Figure 5.2.11 MLI switching frequency for different SHE strategies (M=0.9, f=50 Hz). 
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Figure 5.2.12 Minimum TLI switching frequency (M=0.9, f=50Hz). 
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5.2.4 AHMLI Performance Analysis 

Three parameters should be properly selected when designing the AHMLI voltage 

modulation strategy, namely, the 3LI switching frequency, the TLI switching frequency and 

the TLI dc-bus voltage, all of them impacting on phase voltage and current THDs, power losses 

and cost.  In order to assess the effects of variation of these parameters on AHMLI performance, 

an AHMLI system has been simulated with an RL load (R = 16 , L = 130 mH) connected 

between the two power converters.  The TLI floating capacitor is 470μF, while C1=C2=120µF. 

The 3LI DC bus voltage V'DC is 600V.  Both the 3LI and TLI are equipped with 

STGWA50M65DF2 IGBT devices, while the freewheeling and clamping diodes are of the 

STPSC10H12-Y type.  Technical specifications of the power switches and diodes are given 

respectively in Tables XXI, and XXII.  The fundamental voltage harmonic considered features 

265V and 50Hz.  

 
Table XXI Specifications of IGBT devices 

VCE [V] VCE(ON) [V] IC  [A] trise  [ns] tfall  [ns] 

650 2.1 50 21 104 

 
Table XXII Specifications of diodes 

VRRM  [V] VF [V] IF(RMS)  [A] tc  [ns] 

1200 1.35 25 21 
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Figure 5.2.13 THDv Load Phase Voltage with V''DC ≤ V''DCmin and at fsTLImin (M=0.9). 
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Figure 5.2.14 THDi Load Phase Current with V''DC  ≤  V''DCmin and at fsTLImin (M=0.9). 

VDCmin 75%VDCmin 50%VDCmin

STEP

Order of the highest harmonic compensated by the TLI

1.5

2

2.5

3

7 11 13 17 19 23 25 29 31 35 37
1.5

2

2.5

3

1.5

2

2.5

3

1.5

2

2.5

3

1.5

2

2.5

3

1.5

2

2.5

3

SHE 5th÷11th
SHE 5th÷13th

SHE 5th÷17th
SHE 5th÷19th

SHE 5th÷7th
SHE 5th

[%]

[%]

[%]

[%]

[%]

[%]

7 11 13 17 19 23 25 29 31 35 37

7 11 13 17 19 23 25 29 31 35 37 7 11 13 17 19 23 25 29 31 35 37

7 11 13 17 19 23 25 29 31 35 37

7 11 13 17 19 23 25 29 31 35 37

SHE 5th ÷ 37th

 
Figure 5.2.15 Power losses with V''DC≤V''DCmin and at fsTLImin (M=0.9). 
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Figure 5.2.16 THDv Phase Voltage with fsTLI≤fsTLImin (M=0.9). 

The minimum dc-bus voltage level required for harmonic cancellation V''DCmin is a function 

of either the 3LI switching frequency, either on the TLI switching frequency. The TLI dc-bus 

voltage impacts on the THDv, power losses and cost.   

By selecting a dc-bus voltage lower than V''DCmin the voltage and current THDs worsen, as 

shown in Figs. 5.2.13 and 5.2.14, where V''DC = V''DCmin, V''DC = 0.75 V''DCmin and V''DC = 0.5 

V''DCmin are considered.  Moreover, the THDs achieved with a conventional wye connection 

operating the 3LI with a step modulation and with a SHE with a quite high number of switching 

angles (SHE 5th ÷ 37th) is plotted for comparison.   

By reducing the V''DCmin the TLI switching power losses decrease, as shown in Fig. 5.2.15, 

as well as the voltage rating and the cost of power switches and dc-bus capacitor.  Voltage and 

current THDs, and power losses obtained by selecting fsTLI ≤ fsTLImin are shown in Figs. 5.2.16, 

5.2.17, 5.2.18 respectively.  In particular, the THDs and power losses have been carried out at 

two different frequency modulation indexes mf, defined as the ratio between the switching 

frequency of the TLI and fe.  By lowering the TLI switching frequency up to 0.5fsTLImin the THDs 

remarkably worsens but going beyond, it remains almost constant. 
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Figure 5.2.17 THDi Phase Current with fsTLI ≤ fsTLImin  (M=0.9). 
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Figure 5.2.18 Power losses for each SHE strategy with fsTLI ≤ fsTLImin (M=0.9). 
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5.2.5 Optimal Voltage Modulation Strategy 

The previous analysis highlights some critical issues that must be addressed to 

determine the most effective AHMLI voltage modulation strategy. A specific procedure has 

been developed.  Firstly, the results shown in Figs. 5.2.8-5.2.18, are arranged in data sets 

F1, F2 and F3 for each SHE, in order to detect the mathematical link among the power 

losses Ploss, the voltage or current THDs and the cost of the power conversion system on 

one side and the SHE strategy, fsTLI and the TLI dc-bus voltage on the other.  

Ploss = F1(fsTLI, V''DC)        THDs = F2(fsTLI, V''DC)        Cost = F3(V''DC)  (5.2.8) 

The optimal combination of fsTLI and V''DC for each SHE strategy is found through a 

weighted sum, method combining all data coming from F1, F2 and F3 into one scalar, 

objective function  using a weighted sum approach, [50], [51].    

= k1Ploss + k2THDs + k3Cost    (9) 

By suitably settings the three weighting coefficients k1, k2 and k3, which range between 

0 and 1, different forms of optimization can be accomplished, as shown in Tab. XXIII. 

 
Table XXIII Optimization problems. 

Weighting coefficients set Target 

(k1,0,0) Minimum Ploss 

(0, k2,0) Minimum THDs 

(0,0, k3) Minimum Cost 

(k1,k1,0)    k2= k1 Best tradeoff among Ploss and THDs 

(k1,k1,k1)   k3=k2=k1 
Best tradeoff among Ploss,, THDs and 

Cost 

(k1,k2,k3)   k3 >> k2 & k1 
Best tradeoff emphasizing Ploss 

minimization 

(k1,k2,k3)   k2 >> k1 & k3 
Best tradeoff emphasizing THDs 

minimization 

(k1,k2,k3)   k3 >> k1 & k2 
Best tradeoff emphasizing Cost 

minimization. 

Among several alternatives, three significant cases have been selected, namely, A=(k1

,0,0), B=(0, k2,0) and C=(k1,k2,0).  Starting from (5.2.8), the minimum of the objective 

function  is carried out for each SHE, for the three cases:  

A. 1=Ploss                             min [1] 

B. 2=THDi                            min [2] 

C. 3= k1Ploss + k2THDs        min [3] 

An example of the minimum searching algorithm for SHE 5th ÷ 19th and M=0.9 is 

graphically shown in Fig. 5.2.19.  In particular, the case C. is shown when k1=1 and k2

=1/5.  The objective function 3 reaches its lowest value at fsTLImin =5.75kHz and V''DCmin 

=320V.   

The minimum searching algorithm has been also applied to the data carried out at different 

V''DC values, with the AHMLI operating as above.  The results shown in Fig. 5.2.20 confirm 

that the optimal operating condition is achieved when the drive is working at V''DCmin.  In fact, 
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the DC bus voltage reduction leads to a reduction of the power loss, but at the same time to a 

significant increase of the THDs. 

Minimum searching problem has to be applied to all SHE configurations, and the global 

minimum value of  among all identified minimum points represents the best 

configuration of the Voltage Modulation Strategy, according to the metric given by the 

specific set of weighting coefficients.   

The optimal combination of SHE and TLI switching frequency is strongly related to the 

weighting coefficients values; some optimal configurations are shown in Table XXIV.  Some 

of the optimal solutions may not be feasible because of some technical constraints, for 

instance the maximum switching frequency of the 3LI power devices, or the maximum 

voltage that can be sustained from the floating capacitor.   

In Table XXIV the first two results of provide the optimal combination of SHE and 

TLI switching frequency when the target is that to minimize respectively the system 

losses (A.) and the harmonic distortion (B.) In the first case, V''DCmin is significantly 

reduced in order to limit the TLI losses, yielding to an increase of the THDi.  On the 

contrary, in the second case the switching frequency of both 3LI and TLI is increased in 

order to reduce the harmonic content of the phase current.  In the other three cases 

considered in Table IV, dealing with the best tradeoff between losses and THDi, (C.), it 

is worthy to note that the optimal configuration changes according to the values assigned 

to the weighting coefficients k1 and k2. Increasing the k1 value addresses the optimal 

AHMLI configuration towards losses minimization, while increasing k2 the optimal 

solution moves towards that minimizing the THDi.   

 
Figure 5.2.19 Best tradeoff emphasizing Ploss minimization (k1 = 1; k2 = 1/5) when the 3LI is driven by the 

(SHE 5th ÷ 19th) technique.  Optimal configuration for this SHE is given at fsTLImin =5.75kHz and V''DCmin =320V. 

 
Figure 5.2.20 Best tradeoff emphasizing Ploss minimization (k1 = 1; k2 = 1/5) when the 3LI is driven by 

the (SHE 5th ÷ 19th) technique, at different values of V''DC. 
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Table XXIV Optimal Voltage Modulation Strategy 

 

5.2.6 Conclusions 

The optimization of the voltage modulation strategy for an Asymmetrical Hybrid 

Three-Level Inverter has been addressed.  After a detailed analysis of effects of variation 

of some design parameters on the performance of the system, an optimization strategy 

has been developed which allows to achieve different combinations of optimization 

targets. Although the paper is focused on an asymmetrical Open-Wind configuration, the 

proposed optimal design technique can be extended to other OW configurations.   

5.3 A Fault Tolerant AC/DC Converter for Electrical Gen-Set 

Applications [52] 

A fault tolerant AC/DC Converter for Electrical Gen-Set applications is presented 

based on a multilevel, open-end winding, topology managed by a suitable control 

strategy.  More precisely, the considered converter topology provides the mean to 

independently control the currents of two phases when the third one is open without the 

need to reconfigure the circuit through auxiliary switches.  The electrical generator is thus 

forced to operate in a two-phase mode, while holding the output DC voltage at the value 

generated by the system in health conditions.  According to the proposed approach, this 

is achieved only by modifying the reference frame transformation accomplished to 

control the current vector.  The effectiveness of the proposed solution is evaluated by 

simulations performed on a 2kW PMSG system. 

A=(k1,0,0) k1=1 

SHE 
technique / fsMLI 

(Hz) 

Order of the highest 
harmonic compensated by 

the TLI 

fsTLI 

(Hz) 
V''DC (V) 

THDv 

(%) 

THDi 

(%) 

Ploss  

(%) 

SHE 5th ÷ 7th 

/ 600 
11th 2750 27.6389 40.12 7.13 2.25 

B=(0, k2,0) k2=1 

SHE 

technique / fsMLI 
(Hz) 

Order of the highest 

harmonic compensated by 
the TLI 

fsTLI 

(Hz) 
V''DC (V) 

THDv 

(%) 

THDi 

(%) 

Ploss  

(%) 

SHE 5th ÷ 

11th / 800 
37th 9250 356.6222 4.845 0.61 2.87 

C=(k1, k2,0) k1=k2=1 

SHE 

technique / fsMLI 

(Hz) 

Order of the highest 

harmonic compensated by 

the TLI 

fsTLI 
(Hz) 

V''DC (V) 
THDv 

(%) 
THDi 

(%) 
Ploss  

(%) 

SHE 5th ÷ 

11th / 800 
37th 9250 356.6222 4.85 0.61 2.87 

C=(k1, k2,0)  k1=1; k2=1/5 

SHE 

technique / fsMLI 

(Hz) 

Order of the highest 

harmonic compensated by 

the TLI 

fsTLI 
(Hz) 

V''DC (V) 
THDv 

(%) 
THDi 

(%) 
Ploss  

(%) 

SHE 5th ÷ 
19th / 1400 

37th 9250 238.3 11.86 0.83 2.67 

C=(k1, k2,0)  k1=1; k2=1/85 

SHE 
technique / fsMLI 

(Hz) 

Order of the highest 
harmonic compensated by 

the TLI 

fsTLI 
(Hz) 

V''DC (V) 
THDv 

(%) 
THDi 

(%) 
Ploss  

(%) 

SHE 5th ÷ 
13th / 1000 

17th 4250 66.2423 41.0754 4.8750 2.3087 
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5.3.1 Introduction 

Electrical GEN-SET are today widely used to provide electricity in remote locations, 

to supply critical loads, to improve the mobility of machinery and appliances in building 

industry, agricultural and military fields, to increase the range in hybrid vehicles, as well 

as to provide reliable auxiliary electrical power sources in ground, naval and air transport.  

Reliability and fault-tolerance are key issues for electric generators when supplying 

critical loads requiring an uninterruptible power source.  Several fault tolerant GEN-SET 

systems have been proposed in the past for different applications.  They are able to 

identify and isolate single or multiple faults occurring in the power converter, or the 

electrical machine, and to reconfigure the system in order to hold it in service [53]-[55].  

The easiest way to increase the reliability of the GEN-SET is through redundancy [56]-

[61], however, this is definitely the most expensive and bulky approach.  A good 

compromise between fault tolerance and costs can be achieved by multi three-phase 

machine systems, tailored around a special electric generator featuring multiple three-

phase windings, each one connected to a standard converter.  In case of fault occurring in 

one of the winding sets, the last is shut down while the other units can still guarantee the 

service continuity to the drive.  Fault tolerant configurations allowing to overcome only 

some specific faulty conditions can also be realized by including extra devices in the 

power converter, e.g. additional legs, SCR, TRIACS.  These devices are driven to suitably 

reconfigure the system whenever a fault occurs.  In some case, for proper operation, the 

neutral point of the machine has to be connected to the midpoint of the dc voltage link 

during the faulty condition.  Moreover, in any three-phase machine it is possible to obtain 

a rotating magnetomotive force (MMF) under an open-phase fault, by setting a 60° phase 

shift between the stator currents of the two working stator phase windings [62]-[63].  

A fault tolerant AC/DC Converter for Electrical Gen-Set Applications is presented in 

this paragraph based on an open-end winding topology and a specific fault control 

strategy.  As shown in Fig. 5.3.1, the converter is built around a three phase open-end 

winding Permanent Magnet Synchronous Generator (PMSG), which is connected on one 

side to the electrical load through a T-Type Rectifier (TTR), and, on the other side, to an 

auxiliary Two-Level Inverter (TLI), which acts as an active power filter.  The main 

feature of such a converter topology is that a stable output DC voltage and almost 

sinusoidal input currents are obtained, although operating the TTR at the line frequency.  

As this converter processes the main power stream, very low switching power losses and 

a high efficiency are obtained.  The TLI is tasked to control the TLI DC Bus Voltage and 

to suitably shape the input current.  It is PWM operated and in normal operation mode 

works at a voltage remarkably lower than the rectifier DC output voltage.  The voltages 

across the TTR DC bus capacitors are actively regulated by setting the switching angle 

of TTR devices. 

Whenever an open phase fault occurs, the system quickly identifies and isolates the 

fault exploiting one of the approaches presented in [64].  When a phase winding is open, 

two-phase operations are allowed because the considered converter topology becomes a three-

wires circuit, due to the connection of the mid points of the two DC buses.  Hence, in order to 

hold the GEN-SET in service, the reference frame transformation accomplished in the 

current vector control is modified to force the electrical generator to operate in a two-phase 

mode, while holding the output DC voltage at the value generated by the system in health 

conditions.  The electrical power produced by the machine is controlled as in healthy 

conditions, with no modifications of the control structure and switching strategy.  

Moreover, the control system is able to cope with global efficiency maximization and 

control of TLI floating DC bus voltage even under faulty operation. 
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Figure 5.3.1 Proposed fault tolerant Gen-Set topology. 

5.3.2 PMSG Model during open-phase fault 

The voltage and flux equations of the mathematical model of a PMSG in the abc 

stationary reference frame, are given by:  

vabc = Rs iabc + 
dabc

dt
  abc = Ls iabc + pm 











cos(2re)

cos



2re - 

4

3


 cos



2re + 

4

3


  (5.3.1) 

where Rs=diag(Rs), vabc, iabc and abc are respectively the stator voltages, currents, and 

fluxes, re is the rotor position and the terms of the matrix Ls are: 

Lhh = Lls + 
Ld + Lq - 2Lls

3
 - 

Ld - Lq

3
 cos[ ]2(re + )   (5.3.2) 

Lkh = Lhk = - 
1

2

Ld + Lq - 2Lls

3
 - 

Ld - Lq

3
 cos[ ]2(re + )   (5.3.4) 

 = 





0      if  h = a

- 
2

3
      if  h = b

2

3
      if  h = c

   = 





- 

3

      if  (h,k) = (a,b)

      if  (h,k) = (b,c)


3

      if  (h,k) = (a,c)

  (5.3.5) 

In (5.3.1) - (5.3.4) Rs is the stator resistance, Lls is the leakage inductance and Ld and Lq are 

the d and q axis synchronous inductances.  Parameters  and   take into account the spatial 

phase displacement of the three stator windings.   

Whenever an open-phase fault occurs, the analytical model of the PMSG must be 

modified due to the unbalanced working condition.  The stator currents flowing into the 

two healthy phases are independent of each other, because of the connection between the 

mid points of the two DC buses, and the mathematical model can be rewritten as in (5.3.6).  

The inductance matrix Lij has been divided into two components, namely: the matrix Ls 

including only constant coefficients, and the matrix Lmij including variable terms related 

to the magnetic saliency and rotor position.  Moreover, the matrix Mij provides the 

components of the permanent magnet flux linkage pm in the ij stationary reference frame. 

vabc = Rs iabc + 
dabc

dt
       s

ij = (Ls + Lmij) i
s
ij + Mij pm = Lij i

s
ij + Mij pm (5.3.6) 

 

where: 
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Ls = 







Lls + 

Ld + Lq - 2Lls

3
-
1

2
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3

 -
1

2
 
Ld+Lq - 2Lls

3
Lls + 
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   (5.3.8) 

 

Lmij = -
Ld - Lq

3
 






cos( )2(re + 1) cos( )2(re + 2)

cos( )2(re + 2) cos( )2(re + 3)
   (5.3.9) 

 

Mij = 






sin(re + 1)

sin(re + 3)
    (5.3.10) 

 

The expressions of 1, 2, 3 are given in (5.3.11).  Finally, neglecting the magnetic 

saturation the electromagnetic torque can be determined as the derivative of the magnetic 

co-energy Wf of model (5.3.6) with respect to rotor position: 
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Te = Ter + Tem = 
pp

4
 [is

ij]
t 
𝜕Lmij

𝜕re
 is

ij + 
pp

2
 pm [is

ij]
t 
𝜕Mij

𝜕re
  (5.3.12) 

 

where Ter and Tem are due respectively to the reluctance and permanent magnet excitation, 

while pp is the poles number. 

According to [65]-[67], by exploiting the reference frame transformations given in 

(5.3.13) and its inverse matrix in (5.3.14), the mathematical model of the machine can be 

rewritten as in (8) and (9).  
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  (5.3.13) 
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  (5.3.14) 

 

vqd = Rr
s iqd + re 






0 1

-10
 qd + 

dqd

dt
       qd = Lr

qd iqd + Mr
qd pm  (5.3.15) 

 

where: 

Rr
s = 2 diag(Rs) + Rs R(re)     L

r
qd = 







Lq + Lls 0

0 Ld + Lls
 + Lls R(re)  (5.3.16) 
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
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
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
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1
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
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  (5.3.17) 

 

Te = Ter + Tem = 
3

2
 
pp

2
 [ ]pm iq + (Ld - Lq) iq id   (5.3.18) 

 

The main difference with the traditional model used in healthy conditions is related to 

the matrix structure of Rr
s and Lr

qd. The matrix Lr
qd only features a dependence from the 

rotor flux position, that can be considered negligible as it is related to the leakage 

inductance. On the contrary, Rr
s is more heavily affected by unbalanced operation, 

implying that an amplitude modulation of the stator resistance occurs during the open-

phase fault according to the rotor flux position.  Finally, the torque equation maintains the 

same form of no-fault operation. This is a very important result in order to perform an 

effective current vector control during an open-phase fault.   

5.3.3 Electrical Gen-Set Control Strategy 

As aforementioned, the proposed converter is built around an open-end winding PMSG 

which is connected on one side to a unidirectional three-level T-Type Rectifier, and on 

the other side to an auxiliary Two-Level inverter. The load RL is connected to the DC side 

of the TTR, being C1 and C2 the TTR DC Bus capacitors.  A second DC bus is connected 

to the TLI, whose mid-point n'' is connected to the mid-point n' of the TTR DC bus.  VDC1 

and VDC2 are respectively the DC bus voltages of TTR and TLI.   

The phase voltage Vjg of the PMSG (j=a,b,c ) is given by (1), where: VjTLI is the TTR 

input voltage and VjTLI the TLI output voltage: 

Vjg = VjTTR - VjTLI     (12) 

The TTR input voltage VjTTR may take three levels: VDC1/2, 0 and -VDC2/2. 

The connection between n' and n'' leads to a Zero Sequence Current (ZSC) flowing through 

the connection of the mid points of the two DC buses, whose amplitude is strictly related to the 

load conditions.  Due to the open-end winding connection of the electrical generator, the ZSC 

includes a third harmonic component, which is in practice canceled exploiting a suitable 

compensation algorithm [65], in order to avoid detrimental effects in terms of torque ripple, 

A block diagram of the control system managing the fault tolerant GEN SET is shown 

in Fig. 5.3.2, consisting of two subsystems: the output DC voltage control, driving the 
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TTR, and the phase current control, which acts on the TLI.  The last subsystem is in turn 

composed of three sections, respectively tasked to accomplish the PMSG phase current 

control, the compensation of voltage harmonics produced by the TTR, and the control of 

the TLI DC bus voltage. 
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Figure 5.3.2 Fault tolerant GEN-SET control system. 

The TTR operates at low frequency according to a three-step voltage modulation 

approach. Hence, the TTR input voltage VjTTR is synchronized with the PMSG rotor position 

θre, featuring the stepwise waveform shown in Fig. 5.3.3.  The state of a generic switch Sjk 

(j=a,b,c  k=1,2) is a function of the voltage phase angle re, the switching angle  and the 

sign of the phase current ij, according to Table XXV. As given by (5.3.13), the modulation 

index mTTR and the switching angle  are function of the DC output voltage VDC1 and of 

𝑉𝑠̂, the peak value of Vjg.  For optimal TTR operations  must be greater than the input 

current phase delay , as described in detail in [34], where it is also demonstrated that, in 

order to avoid improper operations leading to extra power losses and voltage distortion, the 

phase delay δ between the voltage Vjs and VjTTR must be set according to (5.3.13).  

 = arcos






 V ^s

2 VDC1
        mTTR = 

V ^s
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          = arctan







 Ls

Rs
  (5.3.13) 
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Figure 5.3.3 Phase voltage waveforms and switching patterns. 

 
Table XXV TTR Switching Rules 

Phase a 
if 0<θre<α   &   ia>0   →   Sa1 = ON,  Sa2=OFF 

if 0<θre<α   &   ia<0   →   Sa1 = OFF,  Sa2= ON 

Phase b 
if 0<(θre-2/3π)<α   &   ib>0   →   Sb1 = ON,  Sb2= OFF 

if 0<(θre-2/3π)<α   &   ib<0   →   Sb1 = OFF,  Sb2= ON 

Phase c 
if 0< (θre+2/3π)<α   &   ic>0    →   Sc1 = ON,  Sc2= OFF 

if 0<(θre+2/3π)<α   &   ic<0   →   Sc1 = OFF,  Sc2= ON 

 

The DC output voltage regulator acts on α. Fundamental components Vj1TTR of VjTTR are 

given by: 



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
 cos() sin(re)
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






re + 
2

3


   (5.3.14) 

Assuming a constant DC output voltage VDC1, the PMSG phase currents would be highly 

non-sinusoidal, due to the stepwise waveform of the TTR input phase voltages.  This, in 

turn, would lead to low conversion efficiency and poor power factor. An input current 

shaping is thus accomplished by acting on the TLI, which is managed to operate as an active 

power filter. As shown in Fig. 5.3.2, a predictive input current filtering is exerted by 

including in the auxiliary inverter voltage reference VjTLI
* a harmonic compensation term 

Vjh, which is obtained as the difference between the staircase phase voltage VjTTR and its 

fundamental harmonic component Vj1TTR.  A further term VjTLI3h is also added to the TLI 
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voltage reference VjTLI
* in order to mitigate the zero-sequence current circulating through the 

PMSG and the connection between n' and n''. 

A closed loop PMSG phase current control system is added to the predictive filter in 

order to cope with unmodeled non-linearities and to improve the input current waveform 

and the system dynamic response. 
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  (5.3.15) 

 

[KH]-1 = 







cos(re) sin(re) 1

cos(re-2/3) sin(re-2/3) 1

cos(re+2/3) sin(re+2/3) 1

  (5.3.16) 

 

A straightforward fault identification technique is exploited to trigger the switch 

between normal and fault mode of operation.  It is based on the application at the terminals 

of the PMSG phase windings of an additional set of low amplitude, high frequency, 

symmetrical voltages and on an analysis of actual values of phase currents. When an 

open-phase fault occurs, the high-frequency current in the fault phase steadily decreases 

to zero in few milliseconds, allowing a very fast fault detection [68]. 

5.3.4 Simualtion Results 

Simulations have been accomplished in order to assess the performance of the proposed 

converter in facing an open phase fault.  The considered system is that of Fig. 5.3.1.  The 

PMSG is rated at Pn=3 kW, Vn=300 V, In=6.1 A, with 3 pole pairs. The stator inductance and 

resistance, are Ls=20mH and Rs=4.3Ω.  The PMSG is running at the rated speed of 3000 rpm, 

corresponding to a fundamental output voltage frequency of 50 Hz.  The TLI is PWM 

operated at 40kHz. 

Fig. 5.3.4(a) and Fig. 5.3.5(a) deal with the main electrical and mechanical quantities of 

the healthy drive with VDC1=300V, VDC2=75V, RL=100Ω.  Open phase fault operations are 

shown in Fig. 5.3.4 (b) and Fig. 5.3.5 (b).  Compared to the healthy case, the voltage VDC2 

has to be increased till VDC1, in order to maintain similar performances in terms of THD and 

DC output voltage ripple.  Moreover, the amplitude of phase currents has to be increased in 

order to produce same electromagnetic torque.  A sixty degrees phase shift between the two 

healthy phase currents is obtained, confirming that a rotating MMF is generated into the 

PMSG. 

 



239 

 

-10

-5

0

5

10
ib [A]ia [A] ic [A]

-5.4

-5.3

-5.2

-5.1

-5

-4.9

-4.8

9 9.005 9.01 9.015 9.02 9.025 9.03 9.035 9.04 9.045 9.05
Time [s]

Te [Nm]

-6

-3

0

3

6
ib [A]ia [A] ic [A]

(a) (b)

-5.4

-5.3

-5.2

-5.1

-5

-4.9

-4.8

Te [Nm]

3 3.005 3.01 3.015 3.02 3.025 3.03 3.035 3.04 3.045 3.05
Time [s]

 

Figure 5.3.4 PMSG phases current and electromagnetic torque in steady state 

condition with the system operating in: (a) normal mode and (b) open phase fault mode.  
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Figure 5.3.5 System operating at steady state in: (a) normal mode and (b) open 

phase fault mode. Step modulation angle  and DC bus Voltages VDC1 and VDC2.  

The response of the faulty drive to a step load is shown in Figs 5.3.6 and 5.3.7.  The 

system shows a quite stable behavior even under a remarkable load variation, producing 

only a low ripple on the Gen-Set output DC voltage and the PMSG electromagnetic 

torque. 
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Figure 5.3.6 Open phase fault operation: PMSG phases current and torque during a 

load step from 0.45 p.u. to 1 p.u. 
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Figure 5.3.7 Open phase fault operation: Switching angle  VDC1 and VDC2 during a 

load step from 0.45 p.u. to 1 p.u. 

In the previous tests it is assumed that VDC2 is equal to VDC1. This requires the voltage rating 

of TLI power devices to be the same of the devices equipping the TTR.  A lower TLI power 

devices voltage rating can be adopted whenever a VDC2/VDC1 ratio lower than unity is 

considered.  However, this causes a derating of the Gen-Set performance as shown in Fig. 

5.3.8.  In particular, the THD of the phase currents increases as the VDC2/VDC1 ratio decreases, 

yielding to an increment of the output DC voltage ripple and electromagnetic torque, although 

the stability of faulty operations in not threatened, as shown in Fig. 5.3.9, where a decreasing 

VDC2 is considered, while keeping constants the rotational speed and load.   
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Figure 5.3.8 THD% of the phase current ia vs. VDC1/Vn and VDC2/VDC1. 
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Figure 5.3.9 PMSG phase currents and torque during a variation of VDC2/VDC1 from 

1 to 0.6. 
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Figure 5.3.10 Switching angle , VDC1 and VDC2 during a variation of VDC2/VDC1 

from 1 to 0.6. 

5.3.5 Conclusions 

A new approach to give fault tolerant capabilities to an Electrical Gen-Set system has 

been presented, relying on the exploitation of a three-phase open-end winding 

configuration.  According such a configuration, a PMSG is connected on one side to the 

electrical load through a TTR, and, on the other side, to a TLI which acts as an active 

power filter, moreover, the mid-points of the DC buses of the TTR and TLI are connected 

between them.  When an open phase fault occurs, the considered system becomes a tree-

wires circuit, making possible an independent control of the two remaining phase currents 

only by modifying the reference frame transformation accomplished to control the current 

vector. Thus, no reconfiguration of the system through auxiliary switches is required, 

while a stable two-phase operation is obtained. The proposed approach, whose 

effectiveness has been assessed by simulations, could provide at no cost a valuable 

capacity to Open Winding GEN-SET systems supplying critical loads in industry, 

transportation and other application fields.   

5.4 Performance Analysis of a Fault Isolation System for Fault-

Tolerant Voltage-Fed PWM Motor Drives [69] 

This paragraph presents the performance analysis of a DC short-circuit (SC) isolation 

system utilized in fault-tolerant voltage-fed PWM motor drives. The fault isolation is 

achieved by forcing a high-speed fuse to blow whenever a short-circuit condition occurs 

in one of the leg composing the inverter.  The theoretical study allows to identify the 

influence of the electrical parameters composing the SC loop.  Moreover, a detailed 

simulative and experimental investigation is provided to validate the theoretical study.  

The experimental results have been carried out by testing a single leg of a modular 

multiphase fault-tolerant inverter integrating high-speed fuse protections.  The tests have 
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been performed by considering different high-speed fuses and DC-link capacitor bank 

configurations.   

5.4.1 Introduction 

Safety critical systems are taking on increasing importance in many applications, such 

as automotive, aerospace, marine, nuclear power and chemical plants, and military 

applications [70], [71].  Even civil, commercial, and industrial applications would benefit 

from the availability of cost-effective fault tolerant drives.  In the last two decades 

numerous scientific contributions have been presented in literature, proposing several 

drive configurations able to cope single or multiple faults [72] occurring into the power 

converter and/or electrical machines [67], [68], [73]-[76].  In order to guarantee the 

service continuity of the drive, a fault identification and isolation system is necessary to 

isolate the faulty part of the system [65], [76]-[79].  Whatever is the fault isolation 

solution integrated in the drive, a high-speed fuse is mostly used.  In fact, it is widely 

recognized the role of fuses in a wide range of power system and power electronics 

applications [67], [68].  They are simple and inexpensive current protection devices, used 

as a one-time sacrificial component for clearing an electrical fault [65].  In case of fault-

tolerant motor drive, switching power inverters require a fast-acting fuse F for short-

circuit (SC) protection [80], which are suitably designed to guarantee low energy let-

through, low peak currents, low arc voltage and high heat dissipation, [81], [82]. When a 

SC occurs, it is expected that the fuse F acts breaking the circuit loop quickly to prevent 

further damage on power source, inverter leg and other circuit components.  Moreover, a 

fast fault isolation must avoid the loss of drive control, which is relevant in safety critical 

applications, where the shut-down of the inverter yields to an unsafe system state.   

An effective fault isolation system involves the DC-link capacitor bank Cdc during the 

faulty condition as well; it must be designed to be the principal energy source in the short- 

circuit loop, which is required to melt the fuse and thus clear the short-circuit. 

Furthermore, during the SC, Cdc must keep a limited voltage drop at its terminals in order 

to reduce power source overload.   

In general, the DC-link bus capacitors in rectifier–inverter drives are usually selected 

to balance the instantaneous power difference between the input source and output load, 

and minimize voltage variation in the DC-link. Low-ripple currents in Cdc must be 

guaranteed as they significantly shorten its lifetime, [74], [83], [84].  Moreover, the DC-

link design is aimed to reduce the size and price of the components while improving the 

inverter performance and reliability.   

Many methods have been conducted for design the DC bus capacitor Cdc in motor 

drives, addressing different issues.  In most cases, the dimensioning of the DC-link 

capacitor is based on the power loss tolerated by the capacitor, as in [74], [84], [85].  In 

that case, the power loss related to the equivalent series resistance (RESR) of the capacitor 

are computed starting from the RMS ripple current in the capacitor. 

In [86], Cdc is determined by selecting the natural frequency of the LC filter composing 

the DC-link sufficiently higher than the sixfold mains frequency, and lower than the 

switching frequency. Recommendations for selection of the DC-link capacitor Cdc are 

also given in [83], by selecting Cdc in order to make the controlled inverter drive working 

for all normal operating conditions far from instability occurring in the form of 

oscillations in the DC-link voltage.   

Generally, whenever a significant energy storage is not required, inverter drives with 

smaller DC-link capacitors are preferred as they provide a more compact solution [83]. 

This modus operandi could not be appropriated to guarantee the intervention of the high-
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speed fuse during the DC short-circuit.  An improper configuration of the fast-acting fuse 

F and DC-link capacitor bank Cdc may vanish the operation of the fault isolation system 

causing the inability to clear in an effective way a faulty current occurring in the DC-link.   

While many studies dealt with fault tolerant configurations, to the best of the author’s 

knowledge no papers have conduct an in-depth analysis concerning the transient behavior 

of the isolation system during the short-circuit conditions.  Very generic information 

regarding the specifications required to the high-speed fuses and DC-link capacitors used 

to isolate the faulty condition in motor drives are given in [65], [77]-[78].  In [65], [80] 

the capacitor used to blow the fuse of the fault-tolerant drive is empirically determined 

on the base of a single experimental test, mentioning in a general way that an adequate 

value of Cdc is required in order to overcome the pre-arcing energy of the selected fuse.  

A generic fuse selection procedure for a fault-tolerant drive is also provided in [80], [87], 

starting from the computation of the current ifuse flowing in the equivalent short-circuit 

loop, consisting of the DC-link LC filter and the equivalent resistance of the damaged 

power semiconductors.  The Joule-integral of short-circuit current Jf is determined from 

the analytical expression of ifuse, and then the melting integral of the fuse I2t is computed 

as the ratio between Jf and a withstand factor achieved consulting a withstand factor curve 

for industrial fuses.  In this computation a constant melting time is assumed, which is far 

from real system behavior, as it will be shown in this paper and no experimental analysis 

is presented.  A single short circuit test is also shown in [88], [89] for a specific 

combination of DC bus voltage, IGBT power switch, DC-link capacitor and fuse.  The 

short-circuit test confirms that the chosen fuse is capable to prevent a rupture of the IGBT 

switch under test and protecting the driver circuits as well. 

Fuse manufacturers provides empirical approaches to select the high-speed fuse 

mostly for rectifier circuits [90].  In case of DC applications, only circuits including 

battery sources are taken into consideration; in the latter cases the fuse selection is 

obtained starting from the knowledge of the applied DC voltage, the circuit time constant 

of the short-circuit loop, the minimum prospective short-circuit current and pre-arcing 

integral of the selected fuse.  In additions, a few curves related to a specific fuse are 

required to implement the empirical method [90].   

From the above stated one deduces that little attention was paid to some key issues 

significantly impacting in the short-circuit transient.  Firstly, all mentioned approaches 

neglect in the capacitor model the presence of the equivalent series resistance RESR, whose 

value can significantly compromise the effectiveness of the fault isolation system; it can 

be some order of magnitude higher than the resistances associated to the other elements 

composing the short-circuit loop (fuse and power switches).   

This is especially true in low power applications, where electrolytic capacitors are 

often installed, which have a relatively high equivalent series resistance (ESR). Secondly, 

the impact of the short-circuit on the power grid side is even not addressed in the above 

studies, although it could yield to damage the rectifier or provoke the intervention of the 

AC side overload protections, vanishing the fault-tolerance capability of the drive.  

Thirdly, cost and size of the fault isolation system is not taken into consideration in 

previous studies, but represents a key aspect, especially for low-power and cost-effective 

drives. 

The aim of this paragraph is to provide a detailed analysis of the dynamic behavior of 

the fault isolation system, involving most of the aspects mentioned above and providing 

useful indications to identify a good trade-off among technical specifications of the fast-

acting fuses and DC-link bus capacitors, underlying the electrical stresses to which the 

components of the SC loop are subjected. 
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The analysis is supported by a suitable modeling of the system, allowing to underline 

the key parameters impacting on the fault isolation effectiveness.  
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Figure 5.4.1 Scheme of a fault-tolerant multiphase motor drive configuration. 

Simulations and experimental analysis are provided in case of an inverter composed 

of modular legs integrating fuse protections, as the one shown in Fig. 5.4.1, suitably 

designed for fault-tolerant multiphase motor drive configurations.  Reconfiguration of the 

drive and control actions to restore the operation of the drive after having isolated the 

failure leg are not addressed in this study; however, numerous solutions are available in 

the technical literature [64], [71], [73], [75], [91].   

5.4.2 Modeling of the Short Circuit Transient 

The equivalent circuit of the DC-link bus capacitor bank, fuse and inverter leg during 

the short circuit can be represented as displayed in Fig. 5.4.1.  In this model CB is the 

value of the DC-link capacitor bank with an initial voltage across its terminal equal to the 

average rectified AC voltage VB0, RESR is the equivalent series resistance of the capacitor; 

L includes the parasitic inductive elements of the capacitor, fuse and printed circuit board 

tracks involved in the short-circuit loop.  The fuse F has been modeled according to its 

dynamic behavior under a heavy overload and short-circuit conditions, as shown in Fig. 

5.4.2.  In particular, the approximated model of F includes a constant resistance Rfuse 

during the melting phase also called the pre-arcing time, which is the interval from the 

initiation of the fault tf to the fuse melting point tM.  At the end of this interval, the current 

flowing in the faulty loop reaches its maximum value ifusemax.  Moreover, an additional 

resistance RARC and capacitor CARC have been included in the fuse model to take into 

consideration the arc’s heat vaporization of the element material after the melting phase, 

leading to the current interruption.   
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Figure 5.4.2 Equivalent Circuit of the DC-link bus capacitor, fuse and inverter leg during the SC. 
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Figure 5.4.3 Current waveform of the fuse blowing during the SC. 

The extinction of the arc occurs in a very short time achieving the final isolation of the 

circuit.  The total time taken from initiation of fault to the final clearance of the circuit is 

very short, and in the experience of authors can be lower than a few milliseconds, and of 

these less than 50÷80s are attributable to the melting phase.  The melting and arcing 

phases occurring in the fuse are related to the amount of energy released during the pre-

arcing and the arcing times.  Such energies are proportional to the integral of the square 

of the short-circuit current multiplied by the time the current flows, and often 

approximated as I2t, where I is the RMS value of the current and t is the time in seconds 

for which the current flows.  For high values of current, the melting time is very short and 

the pre-arcing or melting I2t can be considered constant.   

The DC-link bus capacitor CB must be designed to let the fuse reaching the melting I2t. 

In the equivalent circuit of Fig. 5.4.2 the damaged semiconductor power devices 

composing the faulty inverter leg are represented with a global equivalent resistance RDEV. 

For the purpose of this study, the dynamic behavior of this circuit under a SC has been 

analyzed by assuming that no current is delivered to the faulty inverter leg from the power 

source, i.e. isource=0.  Moreover, we assume that the current flowing through the inverter 

leg is initially zero ifuse(t0)=0; the last hypothesis is an approximation of real drive 

operation, as during normal drive operation ifuse is several orders of magnitude lower than 

the SC current. 

Under this hypothesis, the voltage at the CB terminals during the fuse melting interval 

can be compute by solving the following system: 

 





d2VCB(t)

dt2  + 2  
dVCB(t)

dt
 + 2

0 VCB(t) = 0

VCB(0+) = VB0

dVCB(0+)

dt
 = - 

ifuse(0
+)

CB
 = 0

  (5.4.1) 

 

where:  
 

Req = RESR + Rfuse + RDEV            = 
Req

2 L
             = 

1

L CB
  (5.4.2) 

 

The solution to the above system (5.4.1) is given by: 

 

VCB(t) = 
VB0

1 - 2
 ( )1 e

 -2 t - 2 e
 -1 t    (5.4.3) 
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where: 

- 1 = -  - 2 - 2
0   - 2 = -  + 2 - 2

0   (5.4.4) 

 

The current flowing through the inverter leg ifuse and the voltage VCdc are: 

 

ifuse(t) = - CB 
dVCB(t)

dt
 = VB0 CB 

1 2

1 - 2
 ( )e -1 t - e -2 t   (5.4.5) 

 

VCdc(t) = VCB(t) - RESR ifuse(t)    (5.4.6) 

 

Moreover, to guarantee the reaching of the fuse melting point, the capacitor must 

deliver enough energy to the fuse; the melting energy is proportional to the Joule-integral 

EM of the short-circuit current ifuse, defined as: 

 

EM = 
tf

tM

i2
fuse dt     (5.4.7) 

By performing a power balance in the SC loop of Fig. 5.4.2, it is possible to link the 

capacitor voltage drop occurring at the capacitor CB terminals, the peak value of the SC 

current ifusemax and EM.  The minimum value of voltage VCBmin at tM can be estimated by: 

 

VCBmin(tM) = V2
B0 - 

2

CB
 





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2
 L i2

fusemax + Req EM    (5.4.8) 

 

The fault isolation system will be able to properly isolate the faulty inverter leg only 

if (5.4.9) is satisfied, that means ensuring an energy transfer from the capacitor to the fuse 

enough to let it reach the melting condition.   
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During SC, the minimum value of the DC-link capacitor voltage VCBmin is expected to 

be not far from the initial one VB0; in fact, high values of isource could potentially damage 

the upstream rectifier converter or yield to the automatic intervention of the over current 

protection devices placed in the AC main grid side, in both cases yielding to the shutdown 

of the electric drive.   

VCBmin can be kept close to VB0 at the fuse melting point by considering capacitors Cdc 

of large value CB or fuses featuring low rated I2t.  Moreover, as the DC bus voltage is 

given by the algebraic sum of VCB and the voltage drop at the RESR terminals, (5.4.10), 

capacitors CB with low ESR should be selected to mitigate this detrimental effect as well. 

 

VCdcmin(tM) = VCBmin(tM) – RESR ifusemax   (5.4.10) 

 

Although it is not the purpose of this paper, from the above considerations it appears 

clear that an effective design of the fault isolation system can be achieved by suitably 

combining the specifications of the fuses and the DC-link capacitors.  Among the 

numerous combinations, it is expected that the design procedure will select the one 

leading to the best compromise in terms of transient performance, cost, and size, which 

in most cases, it does not lead to select the bigger capacity and fastest fuse.   
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The influence of the main parameters composing the SC loop on the transient 

behaviour of the fault insulating system are investigated in the next sub-paragraph. 

5.4.3 Simulation Results 

Simulations of the SC loop of the single leg of a 2kVA fault tolerant inverter topology, 

as the one shown in Fig. 5.4.1, has been simulated with an electronic circuit simulation 

software.  In the equivalent circuit of Fig. 5.4.2, the current isource is provided by a rectified 

AC power supply, emulated as a DC source with a series inductance Lg representing the 

grid inductance.   

A reference set of parameters has been utilized in the following simulations, whose 

values listed in Table XXVI have been measured from the prototype components or 

estimated through a curve fitting between the dynamic response achieved from 

simulations and experimental results.   

It is worth noting that RESR is dominant in the computation of Req, thus plays a key role 

in the dynamic behaviour of the fault isolation system. 

Fig. 5.4.4 displays the transient responses of the fault isolation unit when the DC-link 

capacitor value is changed from 500F to 2500F, keeping constant the RESR=150m, 

and considering a fuse with I2t=80A2s.   

The voltage at the DC-link capacitor terminals VCdc, the fuse voltage Vfuse, the current 

ifuse, and the power source current isource are displayed in this figure.  Moreover, the time 

instant tM corresponding to the fuse melting point is also shown in each subfigure.   

This test highlights the key role played by the RESR during the short-circuit transient.  

In fact, capacitors featuring high value of RESR yield to a significant reduction of VCdc, 

even if high value of CB are considered.   

Moreover, high values of isource are required from the power supply, independently on 

the CB value, which could damage the rectifier or provoke the intervention of the 

overcurrent protections on the AC side, vanishing the fault-tolerance capability of the 

drive.   
Table XXVI Reference set of parameters utilized in the simulations. 

VB0=350V RDEV =20m 

CB=500F RFUSE=5m 

RESR=180m CARC=200F 

L=0.2H RARC=100m 

Lg=0.2H  
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Figure 5.4.4 Short circuit transients: different values of CB: 500F(1) - 1500F(2) - 2500F(3), at 

I2t=80A2s and ESR =180m. 
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Figure 5.4.5 Short circuit transients different values of RESR: 30m() - 90m() - 150m(), at 

I2t=80A2s and CB=2500F. 

The SC tests shown in Fig. 5.4.5 have been performed keeping constant the value of 

CB =2500F and I2t=80A2s, while changing RESR from 30m to 150m.  It is possible to 

observe that 𝑉𝐶𝐵𝑚𝑖𝑛 is significantly increased when Cdc features a low RESR, reducing the 

voltage drop in the DC bus and, consequently, limiting the isource.  At lower RESR the fuse 

current ifuse will reach higher peak values, reducing the melting time tM; moreover, higher 

arc voltage Vfuse exceeding the system voltage are observed as well.   

Finally, SC tests of Fig. 5.4.6 have been performed by selecting fuses featuring 

different melting energies I2t and keeping constant CB =2500F and RESR =30m  These 

tests confirm that by selecting fuses featuring lower rated EMs beneficial advantages will 

be observed in terms of lower tM, higher VCBmin and thus a significant reduction of the 

overload current isource required from the grid.   

The last quantity can be furtherly limited even by placing an AC or DC choke in the 

power supply line. 
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Figure 5.4.6 Short circuit transients: different values of I2t:80A2s (1) - 160A2s (2) - 240A2s (3), at 

CB=2500F and ESR =30m.. 

5.4.4 Experimental Analysis 

An experimental test rig has been arranged to validate the results carried out from the 

modeling and simulations.   

A single inverter leg of a modular six-phase fault-tolerant voltage source inverter has 

been tested.  In the following a description of the experimental setup and experimental 

results are provided. 

The inverter leg is realized in a power board including gate driver circuits, power 

devices and heatsinks.  Fig. 5.4.7 displays the experimental test bench, while the 

measurement setup is shown in Fig. 5.4.8.   
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Figure 5.4.7 Experimental test bench including the prototype of one of the inverter leg composing the 

fault-tolerant inverter. 

Gate Drivers 

Circuit
IGBTs 

Power 

In/Out

F

C

ifuseisource

Vleg
VCdc

Vfuse

DC  Power 

Supply

DOL 

connection

 

Figure 5.4.8 Measurement setup. 

The specifications of the measurement system are listed in Tab. XXVII.   

 
Table XXVII List of measurement instruments 

N° 3 - LECROY HD3106 - High Voltage differential probe,  120 MHz, 

1500 Vpk 

N° 2 - LECROY CP500 500A – Hall effect current probe, 500A, 

DC/AC, 2 MHz 

N° 1- PEM – CWT Mini HF60B - Rogowski current waveform 

transducer, 12kA, 0.5mV/A, 30MHz.   

Oscilloscope, 1GHz, 12-bit, 10 GS/s, 8-channels 

LCR Meter IM3536, DC, 4 Hz to 8 MHz. 

 

The SC isolation system has been tested by considering three different high-speed 

fuses F1, F2, and F3, and different sets of DC-link capacitors. Fuses feature different 

melting energies, and their specifications are listed in Tab. XXVIII, while electrical 

characteristics of the DC link capacitors are reported in Tab. XXIX.   

 
Table XXVIII Electrical Characteristic Specifications of High-Speed Fuses 

Fuse 1 (F1) - Price: 20% of F2 

Ampere 

Rating 
30A 

Nominal Cold 

Resistance 
0.0038 

Voltage 

Rating 
500V 

Nominal 

Melting I2t 
280A2s 
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Interrupting 

Rating 

30kA@500VAC, 

20kA@500VDC 
  

Fuse 2 (F2)  

Ampere 

Rating 
30A Loss at 100% 10W 

Voltage 

Rating 
500VAC, 450VDC 

Nominal 

Melting I2t 
77A2s 

Interrupting 

Rating 

200kA@500VAC, 

20kA@500VDC 

Total Clearing 

I2t 

(20kA@450VDC) 

193 A2s 

Fuse 3 (F3) - Price: 37% of F2 

Ampere 

Rating 
30A Loss at 100% 4.8W 

Voltage 

Rating 
690VAC, 500VDC 

Nominal 

Melting I2t 
107A2s 

Interrupting 

Rating 
160kA 

Total Clearing 

I2t at rated voltage 
675 A2s 

 
Table XXIX Technical Specifications of DC Link Capacitors 

DC Link Capacitor 1 (C1) 

Voltage Rating 400V Capacitor Value 500F 

Equivalent Series 

Resistance (RESR 

@100Hz) 
190m Case dimensions 25x30 mm 

DC Link Capacitor 2 (C2) 

Voltage Rating 500V Capacitor Value 470F 

Equivalent Series 

Resistance (RESR 

@100Hz) 
564m Case dimensions 35×60 mm 

DC Link Capacitor 3 (C3) 

Voltage Rating 450V Capacitor Value 1mF 

Equivalent Series 

Resistance (RESR 

@100Hz) 
60m Case dimensions 50x105 mm 

 

A DC power supply with current limitation is initially used to emulate the rectified 

single phase AC source with a DC link choke; the output voltage is set at 350V during all 

tests, while an 8-channel scope allows to measure the main electrical quantities, Fig. 5.4.8. 

Main output characteristics of power devices composing the inverter leg are reported 

in Tab. XXX.   
Table XXX Specifications of the considered IGBTs 

IGBTs - STGB20M65DF2 

VCES (VGE = 0V) 650 V 

VCE(SAT) @ (VGE = 15V, IC = 20A) 
1.55 V 

(typ)@Ic=20A 

IC @ 100°C 20 A 
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The short circuit conditions in the leg are purposely realized through a control unit, 

including one short circuited power switch in the inverter leg, while the complementary 

switch is driven according to a single step signal. 

A measurement campaign was conducted with a LCR meter on a number of faulty 

devices to determine their equivalent resistances, pointing out an average value of RDEV 

lower than 10m.  A similar investigation has been carried out for the fuses F1, F2, and 

F3, highlighting an ohmic behavior with average Rfuse equal to 5m.  Hence, the 

equivalent resistances RESR of Cdc are predominant in the SC loop. 

The capacitor C1 represents the DC-link capacitor Cdc whose capacitance value 

satisfies the design recommendations for this motor drive. 

Experimental tests have been realized on the afore-described test rig with the main aim 

to evaluate the transient behavior of the fault isolation system during SCs, under different 

fuse and DC-link capacitor configurations. 

The very early instants of the SC transient test are characterized by three typical time 

intervals, as shown in Fig. 5.4.9.  Initially, the healthy power device of the inverter leg is 

purposely hold on in the interval from 0s to tf, causing the cross-conduction (DC short-

circuit).  In this interval the DC bus voltage is almost entirely applied to the healthy power 

device and limited current flows in the SC loop. At tf both the power devices composing 

the inverter leg are damaged and the SC current significantly increases till reaching the 

melting point at tM.  Soon after, the arcing phenomena occurs till the SC clearance.   
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Figure 5.4.9 Typical SC transient at very early stage of the phenomena. 

The first set of SC tests has been conducted by alternating the fuses installed in the SC 

loop, and keeping same Cdc=C1.  Fig. 5.4.10 shows the current ifuse, the voltage at the DC-

link capacitor terminals VCdc, the current delivered from the DC power supply isource and the 

arc voltages Vfuse for each fuse.  It has been experienced that when the high-speed fuse F1 

featuring highest I2t is installed in the inverter leg board the fault isolation system is not 

capable to interrupt the SC loop; in fact, with this configuration the energy stored in C1 is 

not enough to let the fuse to blow during SC, causing the activation of the over current 

protection of the DC power supply.  The limited stored energy in C1 is confirmed by the 

fact that VCdc goes to zero.  Under a real rectified AC source power, this SC could damage 

the upstream rectifier converter or yield to the automatic intervention of the over current 

protection devices placed in the AC main grid side.  SC tests with the same capacitor and 

the fuses F2, and F3 let to isolate the faulty circuit path, but still a significant voltage drop 
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at the DC-link capacitor is observed even due to the significant voltage drop 𝑅𝐸𝑆𝑅 ∙ 𝑖𝑓𝑢𝑠𝑒.  

Furthermore, note that SC currents of the order of some kA flow through the faulty 

inverter leg.   

These tests confirm that using high-speed fuses featuring very low I2t is not enough to 

realize an effective fault isolation system.  Hence, further tests have been carried out to 

investigate how to improve the fault isolation effectiveness.   

A first action was to connect in parallel more capacitors to increase the capacitance 

and at the same time reduce RESR.  With this aim, Fig. 5.4.11 displays SC tests performed 

with the DC-link capacitor bank composed by 5 capacitors C1 connected in parallel, 

named hereafter as 5C1, making five times larger the capacitor value and reduce by one-

fifth the RESR.  According to (5.4.9), a limited variation of VCdc from its initial condition 

VB0=350V is observed during the SC, thanks to the increased CB value (2500F) and 

reduced RESR (38m), letting the fault isolation system to be effective in a very short time. 
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Figure 5.4.10 SC tests by considering the fuses F1, F2, and F3, and same Cdc=C1. 
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Fuses having lower I2t lead to lower melting time intervals and SC peak currents.  

Moreover, these experimental tests confirm that a further benefit of considering a higher 

value of the capacitance CB (5C1) with reduced RESR is given by the lower peak value of 

isource during the SC.  Note that the fuse voltage Vfuse can exceed the system voltage during 

the arcing phase. This is another technical constraint that must be taken into consideration 

during the design of the SC isolation system. 

The Figs. 5.4.12 and 5.4.13 have been performed to highlight the single influence of 

RESR and CB on the SC transient. 
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Figure 5.4.11 SC tests by considering the fuses F1, F2, and F3, and same Cdc=5C1. 
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Figure 5.4.12 SC tests by considering the fuse F3 and Cdc1000F, with different RESR. 
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Figure 5.4.13 SC tests by considering the fuse F3 and RESR120m, with different Cdc. 
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Figure 5.4.14 SC tests with rectified AC source by considering the fuse F3 and Cdc1000F with 

different RESR. 
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Figure 5.4.15 Zoom-in view of SC tests shown in Fig. 14. 

Tests of Fig. 5.4.14 and 5.4.15 have been performed with the aim to measure the 

current delivered by the energy source during the SC and post-fault DC-link capacitor 

charging, when the inverter leg under test is supplied by a rectified single-phase AC grid.  

Two capacitors with very close capacitance Cdc=1000F and different RESR have been 

tested. The specifications of the diodes composing the single phase full bridge rectifier 

are listed in Tab. XXXI.  
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Table XXXI Main characteristics of diodes composing the single-phase full bridge rectifier – 

STTTH30L06. 

VRRM 600 V Tj 175 °C 

VF (typ.) 1.10 V  
IR   @ (VR = VRRM ,  

Tj = 150°C) 
80 A  

IF(AV) 30 A trr  (max.) 65 ns 

Rth(JC) 1.1 °C/W IFSM tp = 10ms sinusoidal 300 A 

 

Note that during the SC (Fig. 5.4.15) the current absorbed by the grid is negligible 

when Cdc features a low value of RESR, while it becomes significant in case of Cdc with 

high RESR.  Moreover, after the clearance of the faulty circuit, a further significant 

contribution isource is required to charge the DC-link capacitors whose peak value (130A) 

could overcome the non-repetitive peak surge current of diodes if not properly chosen. 

5.4.5 Conclusions 

This paragraph dealt with the performance analysis of a DC SC isolation system 

utilized in fault-tolerant voltage-fed PWM motor drives. The theoretical study and 

experimental tests have underlined the transient behaviour of the fault isolation system, 

confirming that some freedom degrees in the design of the fault isolation system can be 

fruitfully combined and exploited to determine the best trade-off in terms of fast response, 

costs, and electrical stresses. 
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