UNIVERSITA DEGLI STUDI DI CATANIA

DIPARTIMENTO DI INGEGNERIA ELETTRICA ELETTRONICA E
INFORMATICA

XXXIV ciclo di Dottorato di Ricerca in Ingegneria dei
Sistemi Energetici Informatici e delle Telecomunicazioni

Thesis of Doctor of Philosophy in Electrical Engineering

Investigation of Approaches for
Improving the Performance of
Sensorless and Sensor-based AC
Motor Drives

by

Luigi Danilo Tornello

PhD Adyvisor: Referees:
Prof. Giacomo Scelba Prof. Gianmario Pellegrino
PhD Coordinator: Prof. Roberto Petrella

Prof. Paolo Pietro Arena

A. A. 2018-2021



SUMMARY

ACKNOWLEDGMENT.....cocniinuinnsnnnssnnnnsnncssnecsssecsssessssessssaessssssssassssae VI
LIST OF SYMBOLS.....cooiiitinntinnsnnecsnecssaeessaessssessssasssssesssssssssssssssesns Vil
ACRONYMS ieriiinensnensensnnsssesssesssnsssnssssessssssssssssssssssssssssssssasssasssssssses IX
LIST OF FIGURE........uuouinienrensnensnensannssnesssecssesssesssasssssssassssssssassssssssesss X
LIST OF TABLLES ....uoivniiirinnneennnnsnecssnesssnsssssssssasessasessasssssssssns XXVII
SCIENTIFIC PUBLICATIONS ....ccooniiintiinnennnenssneessnnscsanccssnecsancens XXIX
INTRODUCTION ....ccuiieiriesnenssneessanessanssssnsssssesssssessassssssssssssssssssssane XXXI

RETEIEIICES ..uuenrerneeninrennensninnesncssnisnesinssessnessnessnsssssssessssssesssesssssassssessassasssassssssss XXXVi

1 CHAPTER 1. SENSORLESS TECHNIQUES FOR

SYNCHRONOUS MOTOR DRIVES....iiiinercsnneecssnnencssnencssnsecens 1
1.1  Introduction . |
1.2 Model-Based Sensorless Control Methods ...........cceeeevceeicscneicssnnccssnnccsnnnenes 3
1.3  Synchronous Machine Model ..............cueeverenueinsniisenisnenseinsnensecsseecseccsanns 4
1.4  Back-EMF State Filter ........ciiiiiivviinsseniissnncssnnissnncssneicssseessssssssssssssssenes 5
1.5 Saliency-Based Sensorless Control Methods............cccueeneiisuenneciseecsnecnnnne 8
1.6  High Frequency Pulsating Sinusoidal Signal Injection Method............... 10
1.7  Estimation of Rotor Position and Angular Speed..........cccoeeurrieevsnrrccscnnnns 12
1.8 REfeIeNCES..uciieenrteniricsenitenstensnenssenssnecssnssssesssessssesssnssssesssassssesssssssassssasssaes 13

2 CHAPTER 2. ROTOR POSITION ESTIMATION THROUGH

SEARCH COILS . .cuuuuiiiiiiinniiicsssnnsissssssssssscsssssssssssssssssssssssssssssssssssssssssssss 20
2.1 INtrOAUCEHION..ceciicrienericsinnreccssnsnscssssnsrssssssssasssssssssssssssssssssssssssssssssssssssnssssssse 20
2.2 Model of the Synchronous Machine with Search Coils (SCS) ...c.ccceeuueee. 21
2.3  Rotor Flux Position EStimation ...........eeeieeiciseeiineeccisnencsseeecsseeccseecsssneenns 26




2.3.1 IPMSM Mathematical Model in qd-axes Reference Frame........................ 27

2.3.2 IPMSM Mathematical Model in gd-axis Reference Frame....................... 28
233 JPMSM Mathematical Model in qdy-axis Reference Frame ................... 31
2.4  Rotor Flux Position Estimation Through SCs for SPMSMS ......cccceereeneee 34
24.1 Rotor Position and Speed Estimation via a Maximum Point Tracking

F N Fe0 1411 o PRSP 38
242 Rotor Position and Speed Estimation Based on Zero Crossing Tracking

F N Fe0 1111 o SRR 40
243 Combined Zero Crossing Tracking Sensorless Control Approach with
MVPT Position Error Estimation Tracking Algorithm...........cccoeeeiiniinininennnnen. 44
2.5 Rotor Flux Position Estimation Through SCs for SynchRel Drives........ 47
25.1 Rotor Position and Speed Estimation exploiting a Zero Crossing Tracking
ALZOTIERIMN ...ttt ettt e et e e b e e teeesbeesaaeesseensneenneas 54
2.5.2 Combined Back-EMF Sensorless Control Approach with Zero Crossing
Tracking Error Estimation Algorithm............ccocoieiiiiiiiiniiiiieieceeeeeeee e 56
2.6 Temperature Monitoring Experimental Results .........ccceeceeeesericinrcccnnncene 57
2.7  Conclusions ... 61
2.8 REfCIrENCES . .cceuereuerreenreensaensuenssnesssnsssansssnesssesssnsssassssassssssssssssasssssssssasssssssases 61

3 CHAPTER 3. SPEED ESTIMATION ALGORITHMS FOR AC

MOTOR DRIVES ..cuiiiiiininnniicinscnnnicssssssssncsssssssssssssssssssssssssssssssssssassess 66
3.1 Introduction .. 66
3.2 Position Sensor Technologies.........ieiiiveriiseicssnnissnencssneicssseccssncssssnenes 66
3.2.1 Optical ENCOAETS......ccuiiiiiiieiie et e 68
322 Electromagnetics RESOIVET ..........ccceeiiiiiniiiiiiiiiiiicececeeeee 70
323 Hall Effect SENSOTS ..c.vvviiiiieeiieeeiie ettt 72
324 Capacitive ENCOAETS ......cc.eeviieiiiiieiieeiecee e 75
3.2.5 Magnetic ENCOAECTS .......cccuiiiiiiiiiie ettt 76
3.3 Mathematical Formulations of the Quantized Rotor Position and

ANGUIAL SPEEM .cuuuueriiriiunrriciisnniiisssnnrississnriesssssssscsssssssesssssssssssssssssssssssssssssssssssssssssssssssss 77
3.3.1 Formulations Under Constant Speed ..........ccooieriieiieniieniienieeieseeeene 78
3.3.2 Formulations Under Single Sinusoidal Disturbance.............cccceecvveerveennnee. 80
333 Formulations Under Periodic Disturbance ............cccccoeeveeviieniienienieenenne 84
3.34 Extension to Non-Periodic Disturbance ...........ccccceeevvieeiiiienciiecieeeee e, 85
3.4  Speed Estimation TeChNiqUEs .......ccccceeevvereccercssnricssnicssnnicssnnicsssssssssesssssenes 86

i



35
3.5.1
352

3.6
3.6.1
3.6.2

3.7

3.8

Model Based Speed Estimation Techniques..........coeeeeeireccseecseecsensnennne 86
LUuenberger ODSEIVET .......c.eieeuieeeiieeciieesiee et e eveeetaeeeeeeeeaeeesreeeseseeeeens 87
Vector Tracking ODSEIVET ......cccueevuiiiiieiiieiiieiiesie ettt 89

Non-Model Based Speed Estimation Techniques ........ccccceeeuerecsscnneeccscnnnns 93
Taylor Series Expansion (TSE) Speed Estimator Method.......................... 94
Backward Difference Expansion (BSE) Speed Estimator Method [44].....97

Conclusions ... 99

REfCIENCES ccccuueiiinniiiniiinniisniisnticssntecssnticssnticsssnecsssescsssssssssesssssasssssnsssssasans 99

4 CHAPTER 4. SELECTION OF ROTOR POSITION SENSOR

RESOLUTION IN AC MOTOR DRIVES. ....iiiiinicnnriccscsnnrcccscnssnees 103
4.1 Desired Performance in a Variable Speed Drive ... 103
4.1.1 Time-Domain SpecifiCations ..........ccceevieriiieniieeiiienieeeee e 104
4.1.2 Frequency-Domain Specifications............cccuevvvierieeciienieiiiienieeieesee e 104
413 RODUSINESS ...ttt ettt et 105
4.1.4 Robustness by Nyquist Theory ........ccccveeiieriiiiiienieeieesieeieeee e 106
4.1.5 Robustness by ROOt LOCUS.......cccueriiiiiiiniiiiiicniceccceeeceeee 111
4.1.6 Performances and Specifications of a Variable Speed Drive ................... 112
4.2  Current Control Loop Design ... 113
421 Decoupling of the Cross-Coupling ..........cccveevvieriieenciieeniieeniieeeiee e 114
422 Continuous Time Current Control Loop Design .........cceceeveevierieneenenee. 115
423 Discrete Time Current Control Loop Design .......cccceeeeveevciveenciieenieeeneneen. 117
4.3  Speed Control Loop Design .......ccceeecnseeicssneicssnnicssnnicsssncsssseessssncssssscssssees 120
43.1 Continuous Time Speed Control Loop Design with Pole Placement....... 121
432 Continuous Time Speed Control Loop Design with Nyquist Theory ...... 123
433 Discrete Time Speed Control Loop Design with Pole Placement............. 125
4.4 VTO Speed Estimator Tuning . 127
44.1 Continuous Time Design of Vector Tracking Observer...........c.cceeeuveennee 127
4.4.2 Discrete Time Design of the Vector Tracking Observer ..............cc.......... 129
4.5 Impact of the Rotor Position Sensor Resolution in AC drive using Speed

Estimation Algorithm based on Vector Tracking Observer . 131
4.5.1 Filtering Properties of the VTO .......cccoveiiiieiiiieiieeeeeeeeee e 132
4.5.2 Case with Constant SPEed..........coovreiiiriiiiiiiiiieiee e 136
453 Case with a Single Sinusoidal Disturbance ............ccccceeevvvevcieencieenieen, 139

il



454 Case with a Periodic Disturbance ............ccooeeverienennenienienienieseeeeen 140
4.5.5 Case with a Nonperiodic Disturbance ...........cccceccveeeiiieeiieeniieeeie e 142
4.5.6 Experimental Validation ..........ccoocveeiiieiiiiiiieniieieereeeieee e 143
4.5.7 Experimental Results: Effects on VTSF-Based Speed Estimation........... 146
4.5.8 Experimental Results: Effects on Closed-Loop Speed Control................ 149
4.6  Selection of the Rotor Position Sensor Resolution in Variable Speed
Drives involving a Vector Tracking Observer in the Speed Loop 151
4.6.1 Estimated Speed Ripple Computation with Constant Speed of Rotation. 151
4.6.2 Estimated Speed Ripple Computation with Single Sinusoidal Disturbance
156
4.6.3 Computation of the peak to peak estimated speed ripple .........cceeeevvennennns 159
4.6.4 Selection of Rotor Position Sensor Resolution...........cccceeeevveevveeenneeennee. 163
4.6.5 Speed Closed Loop ANALYSIS .....cc.cecvieeiieriieeieeiiecieeeiee e 164
4.6.6 Experimental Test Bench...........oocviiiiiiiiiieiiceeeeeeee e, 170
4.6.7 Preliminary Experimental TestS........ccceecvverieiiiieniieeiieieeieecee e 172
4.6.8 Experimental Disturbance Rejection Tests.........ccceveeviiieniieiiienieiiiienes 174
4.7  Selection of the Rotor Position Sensor Resolution in Variable Speed
Drives involving a Fixed-Position-Based Speed Estimation Algorithm in the Speed
Loop 177
4.7.1 Fixed Position Based Speed Estimation Algorithm..........c.cccccevveninnenee. 178
4.7.2 Operating Point Model of the FPM Algorithm.........ccccccccvviviiiiniirennens 179
4.7.3 Stability ANALYSIS...ccoiiiiieiiieiieeie e e 182
4.7.4 Disturbance Rejection ANalysiS........cccvveeiieeeiiieniiieeiieceiie e 185
4.7.5 Selection of Rotor Position Sensor Resolution............ccccceevieiiiienieenennne. 187
4.7.6 Experimental System Setup .......cccvvveviiieiiieeiiieeieeeeeee e 188
4.7.7 Preliminary Experimental Results ..........cccccoceeveniininiinicniinienicncceee, 190
4.7.8 Experimental Results: Case Study.......cccovveeviiieiiieeiieeieeeee e 194
4.8  Conclusions .. 198
4.9 References ... 199
5 CHAPTER 5: OTHER ACTIVITIES.....uuiiiiinnnnriccssssnnssccsssenssens 202
5.1 A Novel Three-Phase Multilevel Inverter Topology with Reduced Device
Count for Open-end Winding Motor Drives [10] ......cccceevercrruricssanecssanscsanesssanssssanes 203
5.1.1 INtrOAUCHION . .c..citiiieceiec et 203
5.1.2 TPOWMD Configuration ............ceeecvieeriieeniieerieeeseeeeireeeieeesveeesnee e 204

v



5.1.3 CONLLOL SELALEZY ...evvieeieeiiieiieeie ettt et ereesaeeebeesanesbeesaee e 205
5.14 Power LOSSES ASSESSIMENT .......eeiuviiiiiiiiiieeeiieeeieeeeiee ettt 209
5.1.5 Simulation and Performance Analysis..........ccccocveveiieniieciienieeieenieeneene 211
5.1.6 CONCIUSIONS ... ettt ettt ettt e st e naeeens 216
5.2 Optimal Selection of the Voltage Modulation Strategy for an Open
Winding Multilevel INVerter [35] ...ccocvveiericrnrecssssnneccsssnnsecssssssesssssssscsssssssssssssasssssans 216
5.2.1 INtrOAUCHION ...ttt 216
52.2 AHMLI Open-End Winding Topology ........cccveeeeviieecieeeniieeeiie e 217
523 Phase Voltage Modulation .............ccccceeeieeiieiieniiienieeieesie e 218
524 AHMLI Performance ANalysis........cccceevienieniiienieniieniee e 225
5.2.5 Optimal Voltage Modulation Strategy..........ccceevveerieiciienieeiienieeieeneeans 229
5.2.6 CONCIUSIONS ...ttt ettt et ettt e i en 231
5.3 A Fault Tolerant AC/DC Converter for Electrical Gen-Set Applications
[52] 231
5.3.1 INtrOAUCHION ...ttt 232
532 PMSG Model during open-phase fault ............cooceeniiiiiiniiniiiiies 233
533 Electrical Gen-Set Control Strategy ..........cceevveevieerieiiiienieeieenieeieeneeens 235
534 Simualtion ReSUILS .......ccueeiiiiiiiiiiieece e 238
535 CONCIUSIONS ...ttt sttt e 241
5.4  Performance Analysis of a Fault Isolation System for Fault-Tolerant
Voltage-Fed PWM Motor Drives [09].....ccceeeeeerurcsssercssnrcssanscssanssssssssssssssssssssssssssnes 241
54.1 INtrOAUCTION .....eouiiiiiieiie ettt st 242
542 Modeling of the Short Circuit Transient............cccccveeeeiieeriieencieenieeenenn 244
543 Simulation RESUILS .......cc.eeiiiiiiiiiiieeeee e 247
544 Experimental ANalysiS.......ccocciiiriiiiniiieeiiie et 250
54.5 CONCIUSIONS ...ttt ettt sttt 258
5.5 Reference ... 258




Acknowledgment

Ringrazio la mia famiglia che mi ha supportato nell’intraprendere il percorso del
dottorato di ricerca e che si e sempre resa disponibile ad ogni problema.

Un ringraziamento speciale va alla mia ragazza, Angela, che in questi anni trascorsi
insieme abbiamo sempre passato dei bellissimi momenti indimenticabili che hanno
sempre piu consolidato il nostro amore. Sperando di andare avanti cosi per altri cento
anni, ti ringrazio per avermi sempre sostenuto, supportato e sopportato e dato forza per
superare ogni difficolta.

Ringrazio il mio tutor didattico prof. Giacomo Scelba per avermi supportato durante
gli studi di dottorato e per avermi fatto crescere professionalmente.

Ringrazio il gruppo di ricerca di cui faccio parte: Macchine Elettriche, Azionamenti
Elettrici ed Elettronica di Potenza, quindi i professori: prof. Giuseppe Scarcella, prof.
Mario Cacciato e prof. Giacomo Scelba, i vari collaboratori di ricerca, “i ragazzi del
CePTIT”, che si sono succeduti negli anni e quelli con cui tutt’ora conviviamo
quotidianamente le varie attivita di ricerca e non solo.

Infine, ma non per ultimi, ringrazio i miei amici con i quali ho sempre passato delle
belle esperienze di vita e di divertimento.

vi



List of Symbols

Vabes Three phase stator voltages
labes Three phase stator currents
Aabes Three phase stator fluxes
p Derivative operator
Ry Stator resistance
Lis Leakage inductance
Ly Synchronous inductance
Lp Saliency inductance
Ling g-axis Magnetizing inductance
Lma d-axis Magnetizing inductance
Ly g-axis Inductance
La d-axis Inductance
Apm Permanent magnet flux linkage
Te Electromagnetic torque
T Load torque
Ore Electrical angular rotor position
Om Mechanical angular rotor position
WDre Electrical rotor speed
Orm Mechanical rotor speed
pp Pole pairs
J Mechanical inertia
F Viscous Friction Coefficient
qd Synchronous reference frame axes
af Stationary reference frame axes
Vxyz Search coils voltages
Lyyz Search coils currents
Az Search coils linkage fluxes
My Synchronous mutual inductance
M Saliency mutual inductance
Mg g-axis Magnetizing mutual inductance
Mnd d-axis Magnetizing mutual inductance
N Main winding number of coils
Nssc Search coils number of coils
Apmsc Search coils linkage permanent magnet flux
Vydi Main stator winding qd-axes voltages
igdl Main stator winding gd-axes currents
Agdi Main stator winding qd-axes fluxes
Vgd2 Search coils winding qd-axes voltages
lqd2 Search coils winding qd-axes currents
Aqd2 Search coil winding qd-axes fluxes
Vaf Stator winding af - axes voltages
laf Stator winding af} - axes currents

Vil



Aap Stator winding af - axes fluxes
A Estimated quantities
&6 Rotor position error
Eo Rotor speed error
4 Vector current angle
I Vector current magnitude
A5 (6,0 Quasi-rotating space vector
0.V Quantized electrical angular rotor position
.Y Instantaneous quantized electrical rotor speed
Nps Rotor position resolution
JBwi Current loop frequency bandwidth
Jewo Speed loop frequency bandwidth
JBwvio VTO frequency bandwidth

viii



Acronyms

MOSFET Metal Oxide Silicon Field Effect Transistor
IGBT Insulated Gate Bipolar Transistor
SiC Silicon Carbide
GaN Gallium Nitride
FOC Field Oriented Control
VSD Variable Speed Drives
VFD Variable Frequency Drives
PM Permanent Magnet
PMSM Permanent Magnet Synchronous Machine
M Induction Machine
SynchRel Synchronous Reluctance
PMSynchRel Permanent Magnet Assisted Synchronous Reluctance Motor
SPMSM Surface Permanent Magnet Synchronous Motor
IPMSM Interior Permanent Magnet Synchronous Motor
DTC Direct Torque Control
PC Predictive Control
MPDTC Model Based Predictive Direct Torque Control
MPCC Model Based Predictive Control
EMF Electromotive Force
PWM Pulse Width Modulation
FPE Fundamental PWM Excitation Based Method
PI Proportional-Integral Controller
PLL Phase Locked Loop
VTO Vector Tracking Observer
SC Search Coil
CLK Clock
MVPT Maximum Voltage Point Tracking
LPF Low Pass Filter
BLDC Brushless DC Motor
LPP Line per Period
FTM Fixed Time Method
FPM Fixed Position Method
TSE Taylor Series Expansion
BDE Backward Difference Expansion
Z0OH Zero Order Hold
VTSF Vector Tracking State Filter

X



List of Figure

Figure 1.1.1 Time Line of Sensorless Control on PMSM Motor Drives...........cccccevuennee. 2
Figure 1.1.2 Classification of Sensorless Control for Synchronous Motor Drives. ......... 3
Figure 1.2.1 General Structure of Model Bases Sensorless Algorithm. .........c.cccceviene. 3
Figure 1.4.1 Back-EMF State Filter: (a) a-axis and (b) B-aXis. ....cccceeeverveereenienireennnenns 7
Figure 1.4.2 Complex Vector Back-EMF State Filter.........c.ccocvviniiiniiiiniininninicnene 8

Figure 1.5.1 Comparison of different HF signal injection behaviour principle: (a) rotating
signal injection method, (b) pulsating sinusoidal injection method, (c) pulsating square-

Wave injection MEthOd. ........ccooiiiiiiiiieeeeee e ebe e ens 9
Figure 1.5.2 High Frequency current response and its envelope. ........cccceeveevveriiiennns 10
Figure 1.6.1 Block Diagram of the demodulation algorithm............ccccoiiinininninee. 11
Figure 1.7.1 Rotor Position Estimation through Arctangent method. ...........c.cccocceeeeee. 12
Figure 1.7.2 Rotor Position Estimation through Phase Locked Loop (PLL) ................. 13

Figure 1.7.3 Rotor Position Estimation through Vector Tracking Observer (VTO). ..... 13
Figure 2.1.1 Thermistors connection: (a) series and (b) common lead. ......................... 21
Figure 2.2.1 Modified common lead thermistor installation. .............ccccceceeveriinennenne. 21

Figure 2.2.2 (a) Modified series thermistors installation and (b) two thermistors
AITANZEITIENE. ...eoutieiieeiiieeite et e st ettt et e estteebeestee e bt esaee st e e sttt e bt esbaesabeenbeeeaseensneeneenaneens 22

Figure 2.2.3 Voltages at the terminal of the series connection of thermistors and SCs, AC
and DC voltage COMPONEGNLS. ......c.eeiiieiieriieeiieeie ettt ettt et ee st et esiaeebeesereebeesaeeens 23

Figure 2.2.4 Search coil installation utilized in this study..........ccoccooiiiniiiiiininiien, 23
Figure 2.2.5 Equivalent circuit of the IPMSM in the synchronous reference frame...... 25

Figure 2.3.1 Considered Synchronous reference frames ...........cccceeeevveeecieeecieencieeeennenn. 26



Figure 2.3.2 Main Winding Stator Current Vector in qd Synchronous Reference Frame
........................................................................................................................................ 27

Figure 2.3.3 Main winding current vector in estimated qd Synchronous Reference Frame
........................................................................................................................................ 30

Figure 2.3.4 Main Winding Stator Current Vector in qdy-estimated Synchronous
Reference Frame ........c..oooeiiiiiiiiiiiiiieeee et 33

Figure 2.4.1 Block diagram of the sensorless SPMSM motor drive including the SCs. 34
Figure 2.4.2 Experimental Setup: SPM motor under test, [IPM mechanical load. .......... 35

Figure 2.4.3 Signal conditioning circuit used for SCs voltages acquisition and temperature
monitoring. switch SW1: (0) SC is used for rotor position estimation, (1) SC is used for
teMPETAtUTE MONTEOTINE. .. .veeueiieitieiieeieette et et et e st e et e iee st ebeeeabeesseeeabeesaeeenbeeseesaneas 36

Figure 2.4.4 Signal conditioning system waveforms for each SC stage. Test performed at
50 rad/s and 100% Of rated tOTqUE. .....cc.eeeiuieriieiieeie et 36

Figure 2.4.5 Steady state tests: q and d axis SCs voltages in estimated synchronous
reference frame measured at om = 10 rad/s and at different load conditions. ............... 37

Figure 2.4.6 Steady state tests: q and d axis SCs voltages in estimated synchronous
reference frame measured at wm = 40 rad/s and at different load conditions. ............... 37

Figure 2.4.7 Steady state tests: q and d axis SCs voltages in estimated synchronous
reference frame measured at om = 70 rad/s and at different load conditions. ............... 38

Figure 2.4.8 Block Diagram of the SPMSM Rotor Position and Speed Estimation
Algorithm exploiting a PI-based maximum point tracking. ...........ccccceveerieenienncnnncnnnen. 38

Figure 2.4.9 Simulation Results: torque and speed transients for SPMSM drive, (a)
mechanical speed om and electromagnetic torque Te, (b) qd-axes currents iq and iq1.. 39

Figure 2.4.10 Simulation Results: torque and speed transients for SPMSM drive, (a) q-
axis voltage induced on SCs in estimated reference frame (b) position error. ............... 40

Figure 2.4.11 SPMSM: speed transient from wm = 30 rad/s to ®m = 80 radss.............. 40

Figure 2.4.12 Block Diagram of the SPMSM Rotor Position and Speed Estimation based
on Zero Crossing AIZOTTtRM...........c.coiiiiiiiiieeiee e e e s 41

xi



Figure 2.4.13 SW = 0: speed step at 1s and torque step at 2s: (a) reference and estimated
rotor speed, reference and measured torque component of the stator current vector,
electromagnetic torque; (b) control variable, rotor position and speed errors................. 42

Figure 2.4.14 Steady state test: at the instant t; a variation of Ls is imposed to the model
(-50%), at the instant t> the initial value of L, is restored, and finally at instant t3 Rs is
ChanN@Ed O F5090. ..eeineiie ettt et 43

Figure 2.4.15 Torque transient from no-load condition to rated torque at wm = 50 rad/s.

Figure 2.4.16 Speed transient from wm = 10 rad/s to ®m = 50 rad/s at rated torque. ... 44
Figure 2.4.17 MVPT based on P&O algorithm for position error estimation. ............... 44

Figure 2.4.18 Combined Zero-Crossing Tracking Sensorless Control Approach with
MVPT poSition €rror StIMALION. ......ccveerureeieeriieeieerieeeteerteereesieeeseesseeeseessseesseessneensees 45

Figure 2.4.19 SPMSM motor drive dynamic behaviours during combined zero tracking
cross algorithm sensorless approach with MVTP position error correction at different
torque load conditions, speed conditions and with Ls steps variation. ...........c...ccuue....... 46

Figure 2.4.20 Activation of the MVPT algorithm on the estimated rotor position at the
INSTANE T5. 1.ttt et e st e et e et e e bt e s et e et e e s ate e bt e snteenbeenaeeens 47

Figure 2.5.1 Block diagram of the sensorless SynchRel motor drive with including the
S S ettt ettt et e b e s b b e e aee 47

Figure 2.5.2 Experimental Setup: SynchRel motor under test. DC motor mechanical load.

Figure 2.5.3 Signal conditioning circuit used for SCs voltages acquisition and temperature
monitoring. Switch SW1: (0) SC is used for rotor position estimation, (1) SC is used for
tEMPETATUTE TOMITOTINE. ..eeuvveeeeiieerereeeireeesteeesteeesreeassreessreeasseeesseeessseeesseeesssesensseesnnses 50

Figure 2.5.4 Signal conditioning circuit waveforms with the drive running at ®m = 50
rad/s and Tr = 60% of the rated tOrqUE. .........ccveriiiiriieiieie e 50

Figure 2.5.5 Voltages induced in the SCs at the search coils terminals of the SynchRel

and after the filtering process, with the drive running at ®m = 50 rad/s and Tr = 60% of
10T E2 1 (70 101 (0 | (SRS 51

Figure 2.5.6 Steady state qd axis SCs voltages in estimated reference frame at om = 10
rad/s and different load CONAItIONS. .......cceeeruiriiiiiiieiiieiiee e 51

Xii



Figure 2.5.7 Steady state qd axis SCs voltages in estimated reference frame at wm = 50
rad/s and different load CONAItIONS........cceeeiuierieiiiiiriieiieie et 52

Figure 2.5.8 Steady state qd axis SCs voltages in estimated reference frame at ®m = 100
rad/s and different load CONAItIONS. .......ccceeevierieiiiieiiieiieeie e 52

Figure 2.5.9 Steady state qd axis SCs voltages in estimated reference frame at om = 10
rad/s and different load and current vector orientation conditions. ...........cccceeecueerenennnen. 53

Figure 2.5.10 Steady state qd axis SCs voltages in estimated reference frame at wm = 50
rad/s and different load and current vector orientation conditions. ...........cccceeecueerenennen. 53

Figure 2.5.11 Steady state qd axis SCs voltages in estimated reference frame at ®m = 100
rad/s and different load and current vector orientation conditions. ...........cccceeceereeuennee. 54

Figure 2.5.12 Block Diagram of the rotor position and speed estimation for SynchRel
IMOLOT DITVE. ..ottt ettt sttt 54

Figure 2.5.13 Torque step from 60% to 120% of rated torque, at 10 rad/s. .................. 55

Figure 2.5.14 Comparisons between back-EMF based (a) and SCs-based (b) sensorless
techniques: Speed variation from 50 rad/s to 10 rad/s, at no load condition. ................. 56

Figure 2.5.15 Speed variation from 20 rad/s to 100 rad/s at 60% of the rated torque. ... 56
Figure 2.5.16 Combined sensorless control approach. ............coceeeeviriiniininicncnenne. 56
Figure 2.5.17 Load transient from 40% to 80% of the rated torque, at ®m = 20 rad/s. .57

Figure 2.6.1 Voltage at the terminals of the series of the SC and the additional resistor.
........................................................................................................................................ 58

Figure 2.6.2 Voltage at the terminals of a SCs with and without Thermistor. ............... 58

Figure 2.6.3 Temperature monitoring in the synchronous motor drive (SPMSM and
SynchRel) via: (a) DC supply of the series connection of the thermistor and SC; (b) typical
temperature measurement by exploiting a DC supply voltage. ........ccceevvvveenciveenreeennee. 59

Figure 2.6.4 Temperature measurement through a simple Thermistor and an SC
embedded Thermistor in SPMSM motor drive, at ®m = 50 rad/s and 100% of the rated
17030 | LT3N (oY T PSP 59

Figure 2.6.5 Temperature measurement through a simple Thermistor and an SC
embedded Thermistor in SynchRel motor drive, at wm = 50 rad/s and 80% of the rated
EOTQUE LOAM. ..ttt ettt et eenaeeneeas 60

Xiii



Figure 2.6.6 q axis SCs voltage in estimated reference frame, v, vxr and iq1 measured
according to Figure 56(a), with the drive operating in sensorless mode. ....................... 61

Figure 3.2.1 Different Optical Encoder Technologies [3]. .....cccccevvieririiinienenienienenne. 67
Figure 3.2.2 Resolution, absolute accuracy and differential accuracy for encoders [3]. 67

Figure 3.2.3 Basic Operating Principle of “Geometrical” Angular Optical Encoders ... 68

Figure 3.2.4 Incremental Optical Encoder Disk Pattern and Output Signals. ................ 69
Figure 3.2.5 Absolute Optical Encoder Disk with Gray Code Pattern. ..........cccccceueeee.e. 70
Figure 3.2.6 Stator Winding Excited ResOIVeT. ........ccccooieniiiiniiniiiiiiiciicceeeen 71
Figure 3.2.7 Stator Windings Excited Resolver Variant. ............cocovcevviniininiencenenne. 71
Figure 3.2.8 Rotor Winding Excited ResOIVer. ........ccccooviiiiiiiiniiiiceeee, 72
Figure 3.2.9 Hall effect principle, no magnetic field...........cooceeveniininiiniiniiieeee, 73
Figure 3.2.10 Hall effect principle, magnetic field present. ........cccoceeveeniivieniicncenennne. 73
Figure 3.2.11 Analog output Hall-effect sensor with internal regulator......................... 74
Figure 3.2.12 Binary output Hall-effect Sensor. ..........ccoceevieieniiniiiininiiicniccceees 74
Figure 3.2.13 Binary Hall-effect sensor shaft position encoder. ...........cccccevierieennennen. 75
Figure 3.2.14 Capacitive ENCOAET........c.coiiviiriiiiiiiiiiiicieccceccceee e 75
Figure 3.2.15 Optical and Capacitive diSCS. .......cueevueeriiiiieniieiienieeiee e 76

Figure 3.2.16 On axis configuration magnetic encoder and magnetic flux density strength
detected by Hall element [12].....ccoeeiiiiiiiiieieeee et e 77

Figure 3.2.17 Magnetic density field input to Hall element in Off-Axis configuration [12].

........................................................................................................................................ 77
Figure 3.3.1 @up'@(Ore) loci for Nps = 6 and Nps = 32. ....ovverveveveeceeeeeeeecee e 78
Figure 3.3.2 Harmonic spectra of @up@ for wre0 = 215 rad/s and Nps = 6. .................. 79

X1V



Figure 3.3.3 Instantaneous quantized speed m:? for Nps = 6 and w0 = 2710 rad/s. (a)
reconstructed waveform for kmax = 100. (b) corresponding harmonic spectrum............ 80

Figure 3.3.4 Harmonic spectrum of ®@up@ for oo = 2110 rad/s, Awre = 2 rad/s, ¢a = 0

rad and @q = 2711 1ad/s. (@) NDS = 6. c.uvieeieiieeiieeieeee et 81
Figure 3.3.5 Harmonic spectrum of or'?, using Kmax = 100 and nmax = 28, for ............. 83
Figure 3.3.6 Harmonic spectra of o, for o = 2710 rad/s, Aore = 27 rad/s, ............ 84

Figure 3.3.7 Harmonic spectrum of oY, for oo = 210 rad/s, Awre1 = 27 rad/s, fa1 = 7
Hz, @41 = 0 rad, Aore2 = 21 rad/s, fi2 = 12 Hz, @42 =0 rad and Nps = 6. ...c.eevuveriiennnnnns 85

Figure 3.3.8 mre(t), OreP(t) and wr@(t) for the case of a nonperiodic torque disturbance

With NDs =6 and Ts = TS, touiiiiieiiiiiieieceee ettt e ebeessaeeeeees 86
Figure 3.5.1 Typical control system structure with an observer.............cccecceevveriiennnns 87
Figure 3.5.2 Luenberger Observer: Typical Structure. .........c.cceceveeneeienienenienienennen 87
Figure 3.5.3 Control System with the Luenberger Observer..........c.ccoceeeevervicneennenne. 89
Figure 3.5.4 Non-Linear Vector Tracking Observer (VTO) block diagram. ................. 89
Figure 3.5.5 Alternative Structure of @ VTO. ....coccooiiiiiiiiniiiiniiccccceeee 90
Figure 3.5.6 Small Signal Model of VTO. ......cccooiiiiiiiiiiceecen 91
Figure 3.5.7 Step Time Response of the VTO closed loop transfer functions. .............. 92
Figure 3.6.1 Speed Estimation from Encoder Pulses and with FTM. ................c..c.... 93
Figure 3.6.2 Speed Estimation from Encoder Pulses and with FPM.............c.cccocceeeee. 93

Figure 3.6.3 First order approximation of the TSE speed estimation with Nps = 32.....94

Figure 3.6.4 Second order approximation of the TSE speed estimation Nps = 32......... 95
Figure 3.6.5 Third order approximation of the TSE speed estimation Nps = 32............ 96
Figure 3.6.6 TSE speed estimator COMPATISONS.....c..cevuerrerueerierierienieeienieenieseeseeeneeennes 96

Figure 3.6.7 Second order approximation of the BDE speed estimation Nps = 32........ 98

XV



Figure 3.6.8 Third order approximation of the BDE speed estimation Nps = 32........... 98

Figure 3.6.9 BDE speed estimator COMPATISONS ......ccuveeervveeeiuveeeiieeeiieesreeesveeesseeessveens 99
Figure 4.1.1 Generic time response of a closed loop control system. ........c..ccccceceeeee 104
Figure 4.1.2 A graphical representation of a Closed Loop System. ...........cccuveeuveenneee. 105
Figure 4.1.3 Definitions of bandwidth fBw. ......cccvvevieriiiiiiiiicee 105
Figure 4.1.4 Vector Margin Stability Condition. ..........ccccevveveevienicneenenieneeieeeeneenee 106
Figure 4.1.5 Gain Margin and Phase Margin Definitions............ccccooeeevirveniencenennene 106
Figure 4.1.6 Uncertainty on the open loop transfer function..........c..ccccceceeviiienicnnene. 107
Figure 4.1.7 Generic frequency point in Nyquist plot and uncertain circle.................. 108
Figure 4.1.8 Uncertain in Nyquist plOt. .....c.ccocieiiiiiiiiiiiniinieiececieeeeeeee e 108
Figure 4.1.9 Closed Loop Block Diagram: Controller and Plant. ............cccccoeeeneen. 109
Figure 4.1.10 Additive uncertainty model. ...........cccoviiviriiniiiiniiniceeeeeeeeeee 109
Figure 4.1.11 Multiplicative Uncertainty Model. ...........ccooveveiiiiiiiiiniiieiieecieeiee s 110
Figure 4.1.12 Damping constraint in complex plane. ..........cccceeeevienieninicnenenncneene 111
Figure 4.1.13 Natural Angular Frequency Constraint in complex plane...................... 112
Figure 4.1.14 Maximum Settling Time Constraint in complex plane. .............cccoc...... 112

Figure 4.1.15 Typical nested control structure: speed loop and current loop of a generic

TNOLOT AITVE. ...ttt ettt et ettt et e e e b e sb et et sb e e bt eatesaeenbeeatesaeens 113
Figure 4.2.1 Current Control Loop Block Diagram for an IPM Motor Drive.............. 114
Figure 4.2.2 Current Closed Loop Control............cccceeriieiiiniiiiiiiiieiecieeieeee e 116
Figure 4.2.3 Step Response of the current closed loop transfer function. .................... 117
Figure 4.2.4 Zero-Pole Map of the Current Loop. ......ccceevieriiiiiiniieiiecieeieeeeeee 117
Figure 4.2.5 Discrete Time Current Loop Control Block Diagram..............cccouve.n.... 118

xXvi



Figure 4.2.6 Step Time Response Comparison between the Continuous Time and Discrete

Time closed loop transfer fUNCLION. ........cc.eeeviiieiiiecieeeee e 119
Figure 4.2.7 Discrete Time Zero-Pole Map. ........cccooveriieiiienieeiieieeeece et 120
Figure 4.3.1 Speed Closed Loop Control ..........cccvveeiiieeiiieeieeeeeeeee e 120
Figure 4.3.2 Continuous Time Speed Control LoOop........ccveeieeriieniieniieeiieieeeieeieene 121
Figure 4.3.3 Speed Loop Step RESPONSE. ....ccuvveeiiieeciiieeiiecieeee e 122
Figure 4.3.4 Continuous Time Zero-Pole Map........ccccecvvevieviienieniieiecieeieeeee e 123
Figure 4.3.5 Time Step Response of the Closed Speed Loop Transfer Function......... 124
Figure 4.3.6 Zero-Pole Maps of the Speed Loop Control System...........c.cccceevveennenee. 124
Figure 4.3.7 Discrete Time Speed Loop Control Block Diagram. .........ccccccevveeeennene 125

Figure 4.3.8 Step Time Response Comparison between the Continuous Time and Discrete

Time closed loop transfer fUNCLION. .........ccceeciiieiiiiicieeeeeee e 126
Figure 4.3.9 Discrete Time Domain Zero-Pole Map. .........ccoceeviiniiiiiinicininiceeee 126
Figure 4.4.1 Linearized VTO block diagram............cccceeeriiniininiiinieninieneeieeeeneenee 127
Figure 4.4.2 Block diagram of the Vector Tracking State Filter. .........c...ccocceninenn 127
Figure 4.4.3 Time Step Response of the VTSF Closed Loop Transfer Function......... 128
Figure 4.4.4 Zero-Pole Map of the VTSF.....coccoiiiiiiecee 128
Figure 4.4.5 Discrete Time Linearized VTO Block Diagram. ........c..cccccecevieneniiennne 129
Figure 4.4.6 Discrete Time VTSF without the Feed-Forward term. .............c...coc... 129

Figure 4.4.7 Equivalent Operating Point Model with Derivative, Proportional and Integral
Loops EXpliCitly SHOWNL.....ccccuiiiiiiieiii e 130

Figure 4.4.8 Step Time Response Comparison between the Continuous Time and Discrete
Time closed loop transfer function of the VTSF. ... 131

Figure 4.5.1 Block Diagram of the Operating Point Model of the VTSF ................... 132

Xvil



Figure 4.5.2 Impulse Response of the VISF and the decompose fractions components
with two different VTO bandwidth values, respectively: (a) fswvio=300 Hz, (b) fawvio=30
HZ. ottt sttt 135

Figure 4.5.3 Block Diagram of the VTSF based speed estimation.............cccceeevuveenneee. 136

Figure 4.5.4 Instantaneous quantized speed, estimated enhanced speed and estimated
VTSF amplitude, for w0 = 210 rad/s, Nps = 6 and p1=300 Hz, p»=30 Hz, p3=3 Hz. (a)
waveform of estimated enhanced speed (b) frequency responses of VTSF magnitude and
estimated VTSF magnitude (C) FETS.....c.cooiiiiiiiiiiiieieeeeeeeee e 138

Figure 4.5.5 instantaneous quantized speed, estimated enhanced speed and estimated
VTSF amplitude for wreo = 2710 rad/s, Nps = 6 and p1=30 Hz, p»=3 Hz, p3=0.3 Hz. (a)
waveform of estimated enhanced speed (b) frequency responses of VI'SF magnitude and
estimated VTSF magnitude (C) FETS.....c.cooiiiiiiiiieiieeceeeceee e 139

Figure 4.5.6 instantaneous quantized speed, estimated enhanced speed and estimated
VTSF amplitude for oo = 2710 rad/s, Ao =21 rad/s, wg = 211 rad/s, ¢4 = 0 rad, Nps
= 6 and p1=30 Hz, p>=3 Hz, p3=0.3 Hz. (a) waveform of estimated enhanced speed (b)
2l S USRS 140

Figure 4.5.7 Instantaneous quantized speed, estimated enhanced speed and estimated
VTSF amplitude for oo = 2110 rad/s, Awrwe1 = 21 rad/s, fa1 = 7 Hz, @a1 = 0 rad, Awre2 =
2n rad/s, fi2 = 12 Hz, @42 = 0 rad, Nps = 6 and p1=30 Hz, p>=3 Hz, p3=0.3 Hz. (a) waveform
of estimated enhanced speed (b) FETS. ..c.coviiiiiiiiiiieeceeceeeeeeeee e 141

Figure 4.5.8 instantaneous quantized speed, estimated enhanced speed and estimated
VTSF amplitude for non-periodic disturbance and pi1=30 Hz, p»=3 Hz, p3=0.3 Hz. (a)
waveform of estimated enhanced speed (b) FFTS .....coooiiiiiiiiiiiiiieeeeee 143

Figure 4.5.9 Experimental servo-drive test bench. (a) photograph, (b) schematic....... 144
Figure 4.5.10 Block diagram of the implemented field-oriented control. .................... 145

Figure 4.5.11 VTSF-based speed estimate enhanced speed for wreo = 210 rad/s and Nps
=2500. (a) waveform (b) FET. ....ccooiiie e 147

Figure 4.5.12 VTSF-based speed estimate enhanced speed for w0 = 210 rad/s and Nps
= 6. (a) Waveform (D) FET. ...t e e 147

Figure 4.5.13 VTSF-based speed estimate enhanced speed for o = 2110 rad/s, Awr =
2n rad/s, wg = 2m11 rad/s, 4 = 0 rad and Nps = 2500. (a) waveform (b) FFT............. 148

Figure 4.5.14 Theoretical vs experimental VTSF-based speed estimate enhanced speed
for wreo = 2110 rad/s, Awre = 271 rad/s, ®q = 2111 rad/s, @4 = 0 rad. FFT for Nps = 6. 149

xviii



Figure 4.5.15 Theoretical vs VTSF-based speed estimate enhanced speed (with the VTSF
tuned for 30 Hz, 3 Hz and 0.3 Hz closed loop eigenvalues) for o = 210 rad/s, Awre =
2n rad/s, wqg = 2711 rad/s, @a = 0 rad. (a) FFT for Nps = 6. ..oovevvieeiiieeieeeeeeeee 149

Figure 4.5.16 Measured electrical frequency for w0 = 210 rad/s, ATq¢ =45 mNm, w4 =
2111 rad/s, @a = 0 rad and Nps = 6. (a) waveform (b) FFT..........cccoeoiiniiiiiiniine 150

Figure 4.5.17 Measured torque for wreo = 2710 rad/s, ATq =45 mNm, wq =2n11 rad/s, @4
=0rad and Nps = 6. (a) waveform (b) FFT........ccccoieiiiiieeeeee e 151

Figure 4.6.1 VTSF Estimation from Instantaneous Quantized Speed. ...........c.ccccuenee. 152

Figure 4.6.2 Each Computed Components of the estimated speed enhanced speed: (a)
related to constant reference speed wre0, (b) related to the quantization harmonics
PRETIOIMNENA. ...euiviiiiiie ettt ettt et e et e e e e et e e e teeeebaeessaeeesseeessseeessseeesssaeessseeensseeenns 155

Figure 4.6.3 Approximated VTSF Estimation from Instantaneous Quantized Speed.. 155

Figure 4.6.4 VTSF Estimation from Instantaneous Quantized Speed with superimposed a
PEIIOAIC AISTUIDANCE. .....veiiiiiiieeiieiie ettt ettt e b staeebeesaeeesbeessaeenbaennaeens 156

Figure 4.6.5 Each Computed Components of the Estimated Speed enhanced speed: (a)
related to constant reference speed wreo, () related to the a single sinusoidal disturbance
and (c) related to the quantization harmonics phenomena. ...........ccccceeveveencieenneeennee. 159

Figure 4.6.6 Approximation of the arctangent in (4.6.36) relationships with different Nps
and considering the first 10" harmonics of the quantized speed. ............cccocoevevvenn.e. 160

Figure 4.6.7 Approximation of the square root in (4.6.36) relationships with different Nps
and considering the first 10" harmonics of the quantized speed. ............cccovveveunnen.e. 160

Figure 4.6.8 Estimated rotor speed ripple with VTO implementation and approximated

speed ripple at different operating points and sensor resolutions. ..........cccceecueereennen. 161
Figure 4.6.9 approximated peak to peak speed ripple in p.u. vS Nps. ..ccccvvevivenreennennee. 164
Figure 4.6.10 Closed loop control structure with ideal speed sensor. ...........cccceeeueeee. 165
Figure 4.6.11 Closed loop structure with the speed observer. .........c.ccocceevenienenniennns 165

Figure 4.6.12 Time-step responses of Wiu(s) with different ratio fswe/fewwvio and by
considering faweo =20 Hzand J =3.5 105 K@M, ......coviiiiieeeeeeeeee e 167

Figure 4.6.13 Filtering action comparison between the WyTsr(s) and X(s) magnitudes.
...................................................................................................................................... 168

XiX



Figure 4.6.14 Time-step responses of the estimated speed with different ratio fewe/fBwvto

and different resolution, and by considering fgweo = 20 Hz, 20% of the estimated speed
1ipple and J = 3.5 1075 KM, ..o e 168

Figure 4.6.15 Time-step responses of the actual speed with different ratio fewe/fBwvio and
different resolution, and by considering fzwe = 20 Hz, 20% of the estimated speed ripple
ANA J = 3.5 105 K@M, ..ot 169

Figure 4.6.16 Experimental servo-drive test bench: (a) photograph, (b) schematic..... 171
Figure 4.6.17 IPMSM and SPMSM motors used in the experimental test bench. ....... 171
Figure 4.6.18 Block diagram of the control implemented in the drive under test. ....... 171

Figure 4.6.19 Comparison between experimental and simulated estimated rotor speed
ripple in p.u. at different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz
desired speed loop bandwidth and fixing the ratio fawe/fBwvio = 1. eeevveeiiiiiieniieienee 172

Figure 4.6.20 Comparison between experimental and simulated actual rotor speed ripple
in p.u. at different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz
desired speed loop bandwidth and fixing the ratio fewo/fBwvio = 1. eeeeeriiiiiiiiiie 172

Figure 4.6.21 Comparison between experimental and simulated estimated rotor speed
ripple in p.u. at different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz
desired speed loop bandwidth and fixing the ratio fewe/fBwvio = 3. eecveerieiiiiiiieene 173

Figure 4.6.22 Comparison between experimental and simulated actual rotor speed ripple
in p.u. at different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz
desired speed loop bandwidth and fixing the ratio fawe/fBwvto = 3. eeevveriirciieieeienee, 173

Figure 4.6.23 Comparison between experimental and simulated estimated rotor speed
ripple in p.u. at different sensor’s resolution NDS and with 20% desired speed ripple,
20Hz desired speed loop bandwidth and fixing the ratio fawe/fBwvio = S..eevvevveevennenne. 173

Figure 4.6.24 Comparison between experimental and simulated actual rotor speed ripple
in p.u. at different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz
desired speed loop bandwidth and fixing the ratio fewe/fBwvio = 5. weecveveierievieriiiiennn, 174

Figure 4.6.25 Comparison between [D(jo)|, [Dwt(jo)| and experimental and simulated
dynamic stiffness with fBwe/TBWvio = 1. ceeeiiiiiiiiie e 174

Figure 4.6.26 Comparison between |D(jo)|, [Dwi(jo)| and experimental and simulated
dynamic stiffness With fBweo/fBWyio = 3. eerveeierieiieieceeie e 175

XX



Figure 4.6.27 Comparison between |D(jo)|, |[Dwi(jo)| and experimental and simulated
dynamic stiffness With fBweo/fBWvto = 5. weerieriiriiiii e 175

Figure 4.6.28 Temporal disturbance rejection comparison between the actual rotor speed
and estimated rotor speed with fBwe/fBWvto = L. coveeeiieiiiiiiie 176

Figure 4.6.29 Temporal disturbance rejection comparison between the actual rotor speed
and estimated rotor speed with fBwe/fBWvto = 2. cveeriieiiiiiiiie 176

Figure 4.6.30 Temporal disturbance rejection comparison between the actual rotor speed
and estimated rotor speed with fBwe/TBWvto = 5. cveeiirieiiiie 177

Figure 4.7.1 Block Diagram of the speed estimation based on the fixed-position-based
speed estimation al@OTItRm. ...........ccciiiiiiiiiiiiieiice e 179

Figure 4.7.2 Operating principle of the fixed-position-based speed estimation method.
...................................................................................................................................... 179

Figure 4.7.3 mr'@ for Nps = 6 and wro = 2110 rad/s. (a) waveform using the first 100
harmonics. (b) corresponding amplitude SPeCtrum...........ccceecveeriieriieriienieeieenieeeeenes 182

Figure 4.7.4 Harmonic content of the instantaneous quantized speed ¥, estimated

speed, and the magnitude of HEPM(S). «ovveeveeniiiiiieiieeiiee e 182
Figure 4.7.5 Ideal closed loop small signal speed control structure. ...........ccceeerunennnns 183
Figure 4.7.6 Magnitude of F(s) and W(s): (a) fci = 20 Hz, (b) fci =50 Hz.................... 183
Figure 4.7.7 Closed loop small signal speed control including the FPM algorithm..... 184

Figure 4.7.8 Magnitude and Phase of F(s) and Frpm(s), at fc; = 20 Hz and for different my.
...................................................................................................................................... 185

Figure 4.7.9 Magnitude and phase comparisons between F(s) and Frpm(s), at fci=50Hz and
FOT AIFTRICNE M. vvveeieeiiiee e et e e e e e eearreeeeeaes 185

Figure 4.7.10 Magnitude of D(s), Drpm(s) and FPM at 20Hz, with me = 60° and Nps = 6.

Figure 4.7.11 Magnitude of D(s), Drpm(s) and FPM at 20Hz, with m¢ = 20° and Nps = 6.
...................................................................................................................................... 187

Figure 4.7.12 Stability limits for different speed loop bandwidths and different Nps, for
N0 . oottt bttt 188

xxi



Figure 4.7.13 Experimental servo-drive test bench: (a) photograph, (b) schematic..... 189
Figure 4.7.14 Block diagram of the control implemented in the drive under test. ....... 189
Figure 4.7.15 Stability speed limits at me=0 "and fsw=20HZ. ...........cococecverrevierrnnn. 190

Figure 4.7.16 SPM motor drive current loop performance at no load condition and with
ATe=2Nm and £4 =500 HZ........coccerreriirireeeei ettt 191

Figure 4.7.17 IPM motor drive current loop performance at no load condition and with
ATe=2Nm and f§ =500 Hz........cccoeiiiiiiiiiiiniice e 191

Figure 4.7.18 IPM motor drive current loop performance at load condition and with AT.

=2Nm and g =500 HZ. ....ccceiiiiieieeee e 192
Figure 4.7.19 Minimum Speed Limits at mf = 0 and fBW =20 Hz............ccccceceennee 192
Figure 4.7.20 IPM motor drive current loop performance with fgw = 20Hz................. 193

Figure 4.7.21 |D(s)|, |Depm(s)| carried out through the Simulink implementation of the
speed controlled motor drive and experimental tests, with the following reference design
specifications: few=20Hz, m¢=060°, ®m min=100 rad/s and Nps=6..........ccccceevueeruennnen. 193

Figure 4.7.22 |D(s)|, |Depm(s)| carried out through the Simulink implementation of the
speed controlled motor drive and experimental tests, with the following reference design
specifications: fsw=20Hz, m¢=20°, ®rm min=38 rad/s and Nps=6..........c.ccceerrueruennenne 194

Figure 4.7.23 Test performed by setting the IPM motor drive with fsw=30Hz, phase
margin me=60° at ®m min = 30 rad/s and NDps=32. .......cccceeviiriininiiniiniiiceeieneens 195

Figure 4.7.24 |D(s)|, |Depm(s)| carried out through the Simulink implementation of the
speed controlled motor drive and experimental tests, with the following reference design
specifications: few=30Hz, m¢=60°, ®m min=30 rad/s and Nps=32.......ccccecvrerrrerrrrnen. 195

Figure 4.7.25 |D(s)|, [Drpm(s)| carried out through the Simulink implementation of the
speed controlled motor drive and experimental tests, with the following reference design
specifications: few=30Hz, my=40°, ®m min=30 rad/s and Nps=16........c..cccveevurerrrnnen. 196

Figure 4.7.26 Rotor speed step response comparisons between experimental results with
Ngs = 2048 and Ngs = 32 and simulation result with Nps =32, ...ccccccovviiiiiiniiiiieee 196

Figure 4.7.27 Rotor speed step response comparisons between experimental results with
Nps = 2048 and Nps = 16 and simulation result with Nps = 16. .......cccceevveriiriinnnns 197

xXxii



Figure 4.7.28 Temporal disturbances rejection comparisons between experimental results
with Nps = 2048 and Nps = 32 and simulation result with Nps =32. .......ccccoeiienennnn 198

Figure 4.7.29 Temporal disturbances rejection comparisons between experimental results
with Nps = 2048 and Nps = 32 and simulation result with Nps =32. .......ccccooieiennn 198

Figure 5.1.1 Two-Poles, Open-end Winding Motor Drive (TPOWMD) Scheme........ 204
Figure 5.1.2 Space vector diagrams: (a) 3L-NPC. (b) TPOWMD. ........cccccecvvreeveennee. 205
Figure 5.1.3 Block diagram of the TPOWMD control system. ...........ccccecervenerruennnene 206

Figure 5.1.4 Capacitor voltage balancing: (a) State 2 for 3LI and State 1T for TLIL (b)
State 2 for 3LI and State 3T for TLL ....coooiiiiiiiiiieeeeeeeee e 207

Figure 5.1.5 Capacitor voltage balancing: (a) State 6 for 3LI and State 2T for TLI. (b)
State 6 for 3LI and State 3T for TLL ....cooouiiiiiiiiiiieee e 208

Figure 5.1.6 Active balancing of 3L-NPC DC bus voltages capacitors: a). iabem, VabTLI
Vavsr. b) Capacitor voltage errors Vci- Vez and Ves- Vg, outputs of balancing controls
C1, G2, C3aNA Churreeeeeeeeeee e e e ettt e e et e e e e etareeeeeans 209

Figure 5.1.7 Power losses comparison between a standard PWM 3L-NPC and the

TPOWMD (®m = 50 rad/s); (b) percentage loss reduction. ...........cccceeevevveerreeerreeennne. 210
Figure 5.1.8 THD% of iam at rated torque vs the ratio Vpc"/Vpc'...covevverieneeieeicnnenne 211
Figure 5.1.9 THD% of icm at rated torque vs the ratio Vboc"/Vpc'..veeeveeeieecivenveeienee. 211
Figure 5.1.10 Torque ripple at rated torque vs the ratio Vpc"/Vpc'....cocevveveeieniennenne 211
Figure 5.1.11 Steady State, ®m = 30 rad/s, rated load, Vbc=Vpc =540 V.................. 213
Figure 5.1.12 Steady State, mm = 100 rad/s, rated load, Vbc=Vpc'=540 V................ 213

Figure 5.1.13 Speed variation from 50 to 100 rad/s, rated load and Vpc=Vpc'=540 V. .... 214

Figure 5.1.14 Load torque variation from 10% to 100%, om = 50 rad/s and

VDETVDE T80 V. oottt ettt ettt ettt eae e 215
Figure 5.1.15 Activation of the voltages balancing at t"..............cccocoeveveveviereeeennn. 215
Figure 5.2.1 Generic Open-end Winding AHMLI configuration. ...........c.ccecevveneriuennnene 217

xxiii



Figure 5.2.2 The 3LI-SHE+TLI-PWM configuration. ...........cccceeeevienieriieneencnnienens 219

Figure 5.2.3 3LI output voltage waveform according to the SHE approach. ............... 219
Figure 5.2.4 3LI switching angles according to the SHE approach..............c.cccoevvrenneee. 221
Figure 5.2.5 Harmonic spectra of Vim (WY CONNECtion).............c.ocevevrerurvereerrrererenennns 221
Figure 5.2.6 Block diagram of the voltage modulator 3LI-SHE+TLI-PWM. ................... 222
Figure 5.2.7 Harmonic spectra of the phase voltage Vim (M=0.9). .......cccceeviiriinnieene 223
Figure 5.2.8 Phase voltage THDy (M=0.9).......cceeeiiiiriiiiieiieeie e 223
Figure 5.2.9 Minimum TLI DC bus voltage required V"pcmin (M=0.9). ...cccovvviiieniinnennee 224
Figure 5.2.10 TLI switching power losses. (=10 kHz, M=0.9)............cccceeevrrrrierrrrennnne. 224

Figure 5.2.11 MLI switching frequency for different SHE strategies (M=0.9, =50 Hz). .. 224
Figure 5.2.12 Minimum TLI switching frequency (M=0.9, f=50Hz). ............ccc0ervreune... 224
Figure 5.2.13 THDy Load Phase Voltage with V"pc < V"pcmin and at fstLimin (M=0.9)...... 225

Figure 5.2.14 THD; Load Phase Current with V"pc < V"bcmin and at forLmin (M=0.9)...... 226

Figure 5.2.15 Power losses with V"pc<V"pcmin and at fstLimin (M=0.9).....cocveviviinninncee 226
Figure 5.2.16 THDy Phase Voltage with foroi<fstLimin (M=0.9)...c.ccoeiiriiniiiincies 227
Figure 5.2.17 THD; Phase Current with forr1 <fstiimin (M=0.9)....cooviiiiiiiiiiiiiie 228
Figure 5.2.18 Power losses for each SHE strategy with fsri1 < fotLimin (M=0.9). .............. 228

Figure 5.2.19 Best tradeoff emphasizing Pioss minimization (ki = 1; ko = 1/5) when the 3LI
is driven by the (SHE 5™ + 19™) technique. Optimal configuration for this SHE is given at
fsTLimin =5.75kHz and V"bemin =320V ... 230

Figure 5.2.20 Best tradeoff emphasizing Pioss minimization (ki = 1; ko = 1/5) when the 3LI

is driven by the (SHE 5% + 19™) technique, at different values of V'De. ....ovevveveceeveveveenee. 230
Figure 5.3.1 Proposed fault tolerant Gen-Set topology. .......ccceeevvveeecereenciieeriieeeieeeee 233
Figure 5.3.2 Fault tolerant GEN-SET control System. .........ccccceceevierieniniienienennieneens 236

XXiv



Figure 5.3.3 Phase voltage waveforms and switching patterns. ...........c.ccocceeverienenniencns 237

Figure 5.3.4 PMSG phases current and electromagnetic torque in steady state condition
with the system operating in: (a) normal mode and (b) open phase fault mode........... 239

Figure 5.3.5 System operating at steady state in: (a) normal mode and (b) open phase fault
mode. Step modulation angle o, and DC bus Voltages Vpci and Vbca. c.evveeeveeennnennnes 239

Figure 5.3.6 Open phase fault operation: PMSG phases current and torque during a load
Step fTOmM 0.45 Pl t0 1 Pl ceeiieeeiiecieeee et et s 239

Figure 5.3.7 Open phase fault operation: Switching angle o, Vpci and Vpcz during a load
Step fTOmM 0.45 Pl t0 1 Pl ceviiieiiieeieece e e s 240

Figure 5.3.8 THD% of the phase current iz vs. Vbci/Vaand Vpc2/VDCt. ceveveeeeveeinines 240

Figure 5.3.9 PMSG phase currents and torque during a variation of Vpc2/Vpci from 1 to
006, ettt ettt h e bbbttt et nenae e 240

Figure 5.3.10 Switching angle o, Vpci and Vpcz during a variation of Vpc2/Vpei from 1
0 0.6, ettt ettt ettt e h et e teeteese st et et et e ebe et e eseeneeneensensesentenns 241

Figure 5.4.1 Scheme of a fault-tolerant multiphase motor drive configuration. .......... 244

Figure 5.4.2 Equivalent Circuit of the DC-link bus capacitor, fuse and inverter leg during
EHE SC. ottt ettt 244

Figure 5.4.3 Current waveform of the fuse blowing during the SC.............c..cccceeienee 245

Figure 5.4.4 Short circuit transients: different values of Cg: S00uF(1) - 1500uF(2) -
2500uF(3), at I’t=80A%s and ESR =180MY. .........ococvvevevereeeerereeeeceieee e 248

Figure 5.4.5 Short circuit transients different values of Rgsg: 30mQ(1) - 90mQ(2) -
150mQ(3), at I’t=80A%s and CB=2500UF . ..........ccevevrrererereeeeeeeeeeeeee e 249

Figure 5.4.6 Short circuit transients: different values of I’t:80A%s (1) - 160A%s (2) - 240A%s
(3), at C=2500UF and ESR =30MO. oo 250

Figure 5.4.7 Experimental test bench including the prototype of one of the inverter leg

composing the fault-tolerant INVEITeT. ..........ccccuieiiiriiierieeieeie e 251
Figure 5.4.8 Measurement SETUD. ........couuirruieriiaiienieeiie ettt st 251
Figure 5.4.9 Typical SC transient at very early stage of the phenomena. .................... 253

XXV



Figure 5.4.10 SC tests by considering the fuses Fi, F2, and F3, and same Cy=Ci. ...... 254
Figure 5.4.11 SC tests by considering the fuses Fi, F», and F3, and same C4.=5Ci. .... 255

Figure 5.4.12 SC tests by considering the fuse F3 and Cyqc=1000uF, with different Rgsr.

Figure 5.4.14 SC tests with rectified AC source by considering the fuse F3 and
Cac=1000uF with different RESR. ...veevveerieeiieiiieieeieee e 257

Figure 5.4.15 Zoom-in view of SC tests shown in Fig. 14. ......cccoccoviiiiiiiniininnenns 257

XXVi



List of Tables

Table I Link between the chapters and the published papers. ..........cccceevvieeeiieniienenne. XXX
Table IT SPMSM Motor Data ........coocuiiiiiiiiiiiieie ettt 35
Table III Technical specification of the Search Coils and Thermistors. ...........ccceueee.e. 35
Table IV SynchRel Motor Technical Specifications ........c..ccccveereeviiricnieneniicneenenne. 48
Table V Search Coils Technical Specifications...........c.cccveevieriieniieiienieeieeie e 49
Table VI Thermistors Technical Specifications .............ccceeeeeeiieniiiiieniiieieeeieee 49
Table VII Data of SPM Servomotor ESTUN EMJ-04APB22 .......cccoooiviiiiiiiieee 145
Table VIII Data of IPM Servomotor GOLDEN AGE GK6025-8AF31........cccccuee.e. 145
Table IX Moments of Inertia of the Test Bench Components...........c.ccccveevveeenneeenee. 145
Table X Main Control Parameters ...........cocceeeuieiieiiieiieeieeie et 146
Table XTI fBWa/TBWvto VS TN@.iecuriiieiiiiciiieciiieeeiiee ettt et tee et e e e e sareeesereeesareeennes 167
Table XII SPM Motor Drive Data ...........cooieiiiiiiiiiiiieieecieeeeeeeee e 170
Table XIIT IPM Motor Drive Data.........c.cooieiiiiiiiiiieiieeeee e 170
Table XIV SPM Motor Drive Data..........coccoiiiiiiiiiiiiiceeeee e 188
Table XV IPM Motor Drive Data..........cccoeriiriiiiiniiniieieiieneeeieeee e 188
Table XVI 3LI SWItching States........ccccevciiiiiiiieiiie et 207
Table XVII TLI SWItChing States .......ccccuierieriieriieiiieriie ettt ettt 207
Table XVIII Comparison among TPOWMD, NPC, FC and CHB topologies. ............ 209
Table XIX OW PMSM Technical Specifications............ccceeveeeeieenieeiieenieniienieeieene 212

XXvil



Table XX IGBT Data IRG4PH3O0KPBF ..........ccccocooiiiiiiiiiiiinineeectecceeene 212

Table XXI Specifications of IGBT deViICes ........ccceeriieeiiieeiiieeieecee e 225
Table XXII Specifications 0f diOdes .........ccceecvierieiiieriieeiieie e 225
Table XXIIT Optimization problems...........ccccuiieiiieeiiieeiieeeie e 229
Table XXIV Optimal Voltage Modulation Strategy...........ccceeeevverieeciienieenieenieeieenens 231
Table XXV TTR Switching Rules.........cccccooiiriiiiiiiiiiiiiccecceeeeceeee 237
Table XX VI Reference set of parameters utilized in the simulations. .............cccoc....... 247
Table XXVII List of measurement inStruments .............occeeveeriieenieeiieeniesieesee e 251
Table XXVIII Electrical Characteristic Specifications of High-Speed Fuses.............. 251
Table XXIX Technical Specifications of DC Link Capacitors ...........ccecceeveieenereeennne. 252
Table XXX Specifications of the considered IGBTS........c.cccceveiiiiiieiiieniiiieeieeiene, 252

Table XXXI Main characteristics of diodes composing the single-phase full bridge
rectifier — STTTH3OLOO. .......cooiiiii e e 258

Xxviii



Scientific Publications

Articles in International SCI Journals

1)

2)

3)

4)

L. D. Tornello et al., "Combined Rotor-Position Estimation and Temperature
Monitoring in Sensorless, Synchronous Reluctance Motor Drives," in IEEE
Transactions on Industry Applications, vol. 55, no. 4, pp. 3851-3862, July-Aug.
2019.

S. Foti, A. Testa, G. Scelba, S. De Caro and L. D. Tornello, "A V2G Integrated
Battery Charger Based on an Open End Winding Multilevel Configuration," in
IEEE Open Journal of Industry Applications, vol. 1, pp. 216-226, 2020.

Tornello, L.D.; Foti, S.; Cacciato, M.; Testa, A.; Scelba, G.; De Caro, S.; Scarcella,
G.; Rizzo, S.A. “Performance Improvement of Grid-Connected Induction Motors
through an Auxiliary Winding Set”, Energies 2021, 14, 2178.

G. Scelba, G. De Donato, A. A. M. Elsman, L. D. Tornello, G. Scarcella and F. G.
Capponi, "Resolution of Rotor Position Measurement: Modelling and Impact on
Speed Estimation," in IEEE Journal of Emerging and Selected Topics in Power
Electronics.

Articles in International Conference Proceedings

S)

6)

7)

8)

9)

M. Pulvirenti, G. Scelba, G. Scarcella, M. Cacciato and L. Tornello, "On-line stator
winding resistance and rotor permanent magnet flux estimation for dual-three
phase PMSM drives," IECON 2017 - 43rd Annual Conference of the IEEE
Industrial Electronics Society, 2017, pp. 2104-21009.

L. D. Tornello, G. Scelba, M. Cacciato, G. Scarcella, A. Palmieri, E. Vanelli, C.
Pernaci, R. Di Dio, "FPGA - Based Real-Time Models of IGBT Power
Converters," 2018 International Symposium on Power Electronics, Electrical
Drives, Automation and Motion (SPEEDAM), 2018, pp. 519-526.

G. Aiello, G. Scelba, G. Scarcella, M. Cacciato, L. D. Tornello, A. Palmieri, E.
Vanelli, C. Pernaci, R. Di Dio, "Real-Time Emulation of Induction Machines for
Hardware in the Loop Applications," 2018 International Symposium on Power
Electronics, Electrical Drives, Automation and Motion (SPEEDAM), 2018, pp.
1340-1345.

G. Scelba, L. D. Tornello, G. Scarcella, M. Cacciato, A. Testa, S. Foti, M.
Pulvirenti, "Combined Rotor Position Estimation and Temperature Monitoring in
Sensorless Synchronous Motor Drives," 2018 IEEE 9th International Symposium
on Sensorless Control for Electrical Drives (SLED), 2018, pp. 30-35.

G. Aiello L. D. Tornello, G. Scelba, G. Scarcella, M. Cacciato, A. Palmieri, E.
Vanelli, C. Pernaci, R. Di Dio, "FPGA-Based Design and Implementation of a
Real Time Simulator of Switched Reluctance Motor Drives," 2019 21st European
Conference on Power Electronics and Applications (EPE '19 ECCE Europe), 2019,
pp. P.1-P.8.

10)S. Foti, A. Testa, S. de Caro, T. Scimone, G. Scelba and L. D. Tornello, "A Fault

Tolerant AC/DC Converter for Electrical Gen-Set Applications," 2019 21st
European Conference on Power Electronics and Applications (EPE '19 ECCE
Europe), 2019, pp. P.1-P.10.

11)S. Foti, A. Testa, T. Scimone, S. de Caro, G. Scelba and L. D. Tornello, "An

Integrated Battery Charger for EV applications based on an Open End Winding

XXiX



Multilevel Converter configuration," 2019 21st European Conference on Power
Electronics and Applications (EPE '19 ECCE Europe), 2019, pp. P.1-P.8.

12) G. Nobile et al., "A novel model-based approach for the energy management of
distributed storage systems in utility-scale PV fields," 2019 21st European
Conference on Power Electronics and Applications (EPE '19 ECCE Europe), 2019,
pp. P.1-P.10.

13)L. D. Tornello, G. Scelba, G. Scarcella, M. Cacciato, S. Foti and A. Testa,
"Sensorless Control of PMSM Drives through Modified Thermistors Wirings,"
2019 IEEE 10th International Symposium on Sensorless Control for Electrical
Drives (SLED), 2019, pp. 1-6.

14)S. De Caro, S. Foti, T. Scimone, A. Testa, L. D. Tornello and G. Scelba, "A New
Self-Commissioning Technique for Sensorless Synchronous Reluctance Motor
Drives," 2019 IEEE 10th International Symposium on Sensorless Control for
Electrical Drives (SLED), 2019, pp. 1-6.

15)S. Foti, A. Testa, S. De Caro, T. Scimone, L. D. Tornello, G. Scarcella, G. Scelba,
"A Novel Three-Phase Multilevel Inverter Topology with Reduced Device Count
for Open-end Winding Motor Drives," 2019 IEEE Energy Conversion Congress
and Exposition (ECCE), 2019, pp. 3624-3630.

16)S. Foti, A. Testa, S. De Caro, T. Scimone, L. D. Tornello, G. Scarcella, G. Scelba,
"A novel Hybrid N-Level T-Type Inverter Topology," 2019 IEEE Energy
Conversion Congress and Exposition (ECCE), 2019, pp. 5507-5513.

17)S. Foti, S. De Caro, A. Testa, L. D. Tornello, G. Scelba and G. Scarcella, "Grid-
Connected Open-end Winding Induction Motor Drives," 2020 International
Symposium on Power Electronics, Electrical Drives, Automation and Motion
(SPEEDAM), 2020, pp. 30-35.

18) S. Foti, S. D. Caro, A. Testa, L. D. Tornello, G. Scelba and M. Cacciato, "An Open-
End Winding Hybrid Transformer," 2020 International Symposium on Power
Electronics, Electrical Drives, Automation and Motion (SPEEDAM), 2020, pp.
173-177.

19) A. Testa, S. Foti, S. De Caro, L. D. Tornello, G. Scelba and G. Scarcella, "Optimal
Selection of the Voltage Modulation Strategy for an Open Winding Multilevel
Inverter," 2020 IEEE Energy Conversion Congress and Exposition (ECCE), 2020,
pp- 2231-223.

20) L. D. Tornello, G. Scelba, G. De Donato, F. Giulii Capponi, G. Scarcella and Mark
Harbaugh, "Selection of Rotor Position Sensor Resolution for Variable Frequency
Drives Utilizing Fixed-Position-Based Speed Estimation", Accepted and under
publication in 2021 IEEE Energy Conversion Congress and Exposition (ECCE
2021).

21)L. D. Tornello, G. Scelba, A. Spampinato, G. Forte, "Performance Analysis of a
Fault Isolation System for Fault-Tolerant Voltage-Fed PWM Motor Drives",
Accepted and under publication in 2021 IEEE Energy Conversion Congress and
Exposition (ECCE 2021).

Some of the work presented in the journal and conference papers above has been
implemented in this thesis. The link between the chapters of this thesis and the papers
listed above is given in Table L.

Table I Link between the chapters and the published papers.

Chapter 1 2 3 4 5
Paper - 1,8,13 4 4,20 10,15,19, 21

XXX



Introduction

The reduction of greenhouse gases is still a serious problem that is faced by all
industrialized countries and partly by emerging ones. In this regard, the transport sector
is one of the main responsible for CO2 emissions, which must be subjected to substantial
improvements regarding environmental efficiency.

The electrification of vehicles is considered as the main choice for achieving this
objective; in fact, the most promising technology, from the point of view of
competitiveness, is that of hybrid/electric vehicles. In recent years, some changes in the
automotive industry are increasingly pushing scientific research into finding innovative
technical solutions to improve existing hybrid vehicle technology.

Even the European Commission, in addressing the problem of the use of energy and
greenhouse gas emissions, has acknowledged that to improve efficiency and energy
savings it is necessary to adopt appropriate strategies in the transport sector. To this end,
the European Commission has recently published two packages related to road transport:
"Europe on the move" (proposal for clean, competitive and connected mobility, May 2017
[1]) and "Guide to clean mobility" (proposal to strengthen global EU leadership in clean
vehicles, November 2017 [2]). In both proposals, the European Commission indicates
CO> emission reductions, in particular, both for cars and vans, average CO> emissions
must be 30% lower in 2030, compared to 2021. Targets set for 2030 they are not only
meant to provide less polluting vehicles, but also to provide long-term stability to
producers' investments, as the new COz standards will have a significant impact on the
research and development expenditure of European vehicle manufacturers. In the US,
such an effort is driven by Vehicle Technologies Office of the Department of Energy.

The latest regulation issued by the European Parliament "COM (2017) 676" [3],
examines the types of light commercial vehicles (Light Duty Vehicles - LDV) to
accelerate the production of low-emission vehicles, since these are responsible for
approximately 15% of total EU CO; emissions. To reach these emission levels it is
necessary to increase the level of electrification within the propulsion unit, i.e., by
developing increasingly electric hybrid engines. The specifications required for electrical
units are demanding in terms of power density, temperature, efficiency, fault tolerance,
material recycling and related cost. The electrification of the vehicle requires an
integrated approach, including the advanced design of electronic power converters,
coupled with the development of appropriate control algorithms to overcome the current
technological barriers.

Limited space, efficiency and thermal requirements also influence the electric drive
design. In this regard, Wide Band Gap (WBG) devices are a very promising technology
[4]. The use of gallium nitride (GaN) or silicon carbide (SiC) devices, thanks to higher
switching frequencies (>> 100 kHz) and junction temperature (> 150 ° C), compared to
silicon technology (Si), they allow the use of reduced cooling systems and increasingly
smaller filters, maintaining the highest possible levels of efficiency even for medium
power drives.

In Figures 1 and 2, market trends and invested capital related to Wide Band Gap
technologies (SiC and GaN) are presented; while, in Figure 3, the market segments that
the WBG semiconductor devices will occupy compared to the existing silicon (Si)
technology are presented:
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Figure 1 Market analysis conducted by research firm IHS Markit Technology which shows earnings
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Currently, both the Department of Energy (U.S.) and the European Commission are
providing significant funding for the development of WBG technology in automotive
applications [7]-[8].

Another important aspect concerning the electrification of the vehicle is related to the
energy saving and the reduction of greenhouse gases is obtained by using also high-
performance electric machines.

Electric machines in electric vehicles (EVs) are expected to be high efficiency, have
high rated torque, high starting torque, wide speed range, high overload capacity, high
power at cruising speeds, high constant power speed range, high specific power and
power density, fast dynamic response, good flux weakening capability at high speeds,
high reliability, and good fault tolerance characteristics. These important requirements
are essential regardless of machine type. However, the topology and principle of
operation of the machine dictates the design and control measures that are needed to meet
these requirements. The machine that meets all these requirements must be at a cost that
is acceptable. Table 1 shows the specification parameters of recent vehicles, gleaned from
various sources. Even if some insight can be obtained, putting these data side by side, it
is difficult to compare these values without putting the vehicle traction drive system
architecture and/or hybridization strategy in perspective. Even then, the machines are
different in several respects including the fact that some vehicles use two machines while
others use one. It is therefore difficult to compare these machines in any meaningful way,
however, it is informative to see some trends including moving away from induction
machines (IMs) toward the use of permanent magnet (PM) machines for most of the
traction applications. However, there are a lot more machine types that can be potentially
applied in electric vehicles [10].

Table 1 Traction machine specifications [10].

Motor Peak | Peak | Max S]I:eeci;’(ic Ifzizfr
Model | Year Power | Torque | Speed | Poles .
Type KWp Nm rpm Power | Density
kW/kg | kW/L
Roadster| 2008 IM 215 370 | 14000 4 4.05 -
festa | 2013 | e | 225 | 430 | 14500 | 4 i i
Model 3| 2017 PM 192 410 | 18000 6 - -
Prius | 2004 PM 50 400 6000 8 1.1 3
Prius | 2010 PM 60 207 | 13500 8 1.6 4.8
Prius | 2017 PM 53 163 | 17000 8 1.7 3.35
Accord | 2006 PM 12 136 6000 16 0.53 2.83
Accord | 2014 PM 124 - 14000 8 2.9 2.93
Spark | 2014 PM 105 540 4500 12 - -
Volt 2016 PM 111 370 | 12000 12 - -
Bolt 2017 PM 150 360 8810 8 - -
Leaf | 2012 PM 80 280 | 10390 8 1.4 4.2
Leaf | 2017 PM 80 280 | 10390 8 1.4 4.2
Camry | 2007 PM 70 270 | 14000 8 1.7 5.9
Camry | 2013 PM 70 270 | 14000 8 1.7 5.9
Lexus | 2008 PM 110 300 | 10230 8 2.5 6.6
Sonata | 2011 PM 30 205 6000 16 1.1 3.0
BMWi3| 2016 PM 125 250 | 11400 12 3 9.1
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Figure 4 shows the potential motor types and possible choices for EV applications.
The basic types of machines used in electric vehicles are: induction machines, permanent
magnet synchronous machines, switched reluctance machines and synchronous
reluctance machines. In most recent vehicles, three classes of machines have been applied
including induction machines, synchronous machines, permanent magnet machines and
reluctance machines. Various configurations of machines have been used or are potential
motors to be used, including radial flux and axial flux permanent magnet synchronous
machines, induction machines, switched reluctance machines and flux switching
machines [10].

Electric Machines for EV/HEV

Induction Synchronous
I
[ [ |
- Cage induction Variable PM Salient
reluctance pole
Wound rotor Switched .
. . - I Brushed DC
induction reluctance
Doubly-fed Interior PM
L{ Doubly-fed || N ; H o
. . reluctance (IPM)
induction
] Synch. Inset PM
reluctance
Surface PM
Hybrid and 1 (SI’M)

PM assisted

Figure 4 Motor types aviable for electric vehicles/hybrid electric vehicles (EV/HEVs) [10].

In this new general context, the vector controls in the electric drives are used to save
electric energy and increase the productivity in variable-output work process of all new
and well-established industries such as: digital information gadgets, digital home
appliances, automotive and robotic electric actuators, pump compressors, hybrid and
electric vehicles, industrial processes, and distributed and renewable energy system
electric generators. With power levels that go from less then 1W to 100MW, VSDs have
become in the last 20 years a very dynamic worldwide industry/market [9].

Vector controls represents a very robust way to control electrical machines in
alternating current (AC), in fact it are generally used in all those systems that require high
dynamics in terms of torque and speed and in particular in automotive systems. The basic
idea that guarantees a decoupled control of the magnetic flux and electromagnetic torque.

Vector controls are used on AC electrical machines, both asynchronous and
synchronous and in both cases, it is necessary to measure or estimate the rotor flux
position, but in any case, it is necessary the rotor position measurement.

Then, when we talk about sensored control, we will indicate a vector control where it
exploits the position sensors to measure the rotor position. This type of control has been
widely used in electric drives for more than 20 years.

In recent decades, sensorless control techniques have been developed as well. The
latter are used a wide application as they don't require mechanical sensors to measure the
rotor position and therefore allow to realize electrical drives with high dynamic
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performance but with reduced costs and sensors data transmission cables. Obviously,
since vector control relies on knowing the rotor position is necessary, sensorless controls
need an algorithm that allows to estimate the position of the rotor flux.

The advantages of a sensorless control allow to realize electric drives with good
dynamic performance, comparable with the sensored ones, or lower costs and high
reliability; on the contrary, the disadvantages are related to the type of the rotor position
estimation algorithm; in fact, many rotor position estimation algorithms don’t guarantee
a good operating work in the whole operating range of the drive; moreover, many rotor
position estimation algorithms are sensitive to parametric variation and other limits are
related to the signal-to-noise ratio (SNR).

In most applications, where high dynamic performances are required, the measurement
of the rotor position is essential. For example, in automotive applications, such as:
electric vehicles, avionics or marine applications, or aerospace applications, etc., for
safety reasons, the presence of the position sensor is necessary; while the sensorless
algorithms are mostly used when the position sensor fails; in fact, in order to maintain the
same performance of the drive, the control unit start the sensorless algorithm when a fault
in the position sensor is detect. Obviously, the control unit recommends replacing the
faulty position sensor, as it is necessary for safety reasons.

Also widespread are those applications in which it is necessary to vary the speed of
the drive; in fact, variable speed drives (VSDs) are widespread in many sectors, from
household appliances to large compressors, pumps and fans, wherever speed control is
required for energy saving or process control. Speed control requires speed feedback; on
the other hand, position feedback is mandatory for field orientation in frequency
converters, for switching in BLDC drives and for any application that requires position
control. Due to cost, reliability and space constraints, the only motion sensor used in
VSDs is the position sensor: the speed must be estimated from the position measurement.

Recently a particular interest in low-cost sensors has been considered, for instance,
high resolution linear and magnetoresistive Hall effect sensors [11] — [14]. The main
concern with these technologies is their limited accuracy, in fact several methods have
been proposed to improve it [13]. In other cases, it has focused on the effect of low-
resolution binary Hall effect sensors.

The main concern is related to quantization noise present in the measurement and ways
to reduce it have been investigated. Although it is known that when the resolution of the
position sensor decreases the speed estimate deteriorates, however, a complete
understanding of the effects of position sensor resolution in VSDs has yet to be achieved.
A fundamental but open problem is: how does a specific resolution of the position sensor
affect the performance of the drive in the event of periodic torque disturbances? Such
knowledge would be of great help to a technician when selecting the resolution of the
position sensor, in order to minimize costs while at the same time achieve the desired
command tracking and the required disturbance rejection.

The main of this thesis are to contribute to the improvement of performances of electric
drives, by reducing the costs, reducing the assessment volume, increasing energy
efficiency and improving the dynamic performance both with low resolution position
sensors and also sensorless algorithms and at the same time guaranteeing some key
aspects related to the reliability of AC motor drives such as fault tolerant, overheating
protection, rotor position sensor failure and unexpected shutdowns. These objectives are
achieved by exploiting the presence of thermistors for thermal monitoring of the AC
motor for the development of sensorless algorithms able of replacing the position sensor,
but also by reducing costs on the position sensor by selecting its resolution based on the
application and desired dynamic performance. Furthermore, the combination between the
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multilevel converter topologies and open-end winding motors allows to achieve fault
tolerant solutions, increasing the energy efficiency and improving the power quality.

The thesis is composed of five chapters:

1.

The chapter 1 deals with a review on state of art existing sensorless algorithms,
examining the history of sensorless algorithms and focusing on one kind of
sensorless algorithm based on back-EMF which will be used in the chapter 2;
The chapter 2 deals an alternative way to estimate the rotor position in AC motors,
exploiting the wiring of thermistor embedded in the stator winding for
temperature monitoring purposes. Specifically, thermistor wirings embedded in
the stator winding are suitably modified in order to turn them in a set of search
coils. Since these coils can be connected to the drive control system exploiting
existing Thermistor cablings, only a minimal departure from a standard machine
design is required. A suitable rotor position estimation technique fully
independent from motor parameters will be presented by using the obtained set of
search coils. Such a technique can be used alone or to improve the performance
of conventional Back-EMF based sensorless techniques. In the proposed approach
as well as the compatibility between rotor position estimation and temperature
monitoring have been assessed.

The chapter 3 introduces the different technologies of the position sensors and
their properties; in particular, the chapter involves the development of
mathematical models through spatial Fourier approach to descript the effects of a
finite resolution in a position sensor. Since in most applications it is preferred to
estimate the speed from the measurement of the rotor position, chapter 3 will
continue with the introduction of the main speed estimation algorithms used both
electric drives with position sensors and electric drives with sensorless algorithms.
In those applications where safety comes first, the use of the position sensor is
essential. In this chapter 4, the main contribution was to provide guidelines for the
best selection of the position sensor based on the specifications and dynamic
performance required for the drive. These guidelines will be addressed for two
different types of speed estimation algorithms.

Finally, the chapter 5 summarizes the other research activities developed to
improve the energy efficiency, power quality and fault tolerant capability of
electric drives. In particular, the research activities focused on the investigation of
technical solutions for double three-phase winding motors and/or open-end
winding motors solutions, by using multilevel power conversion topologies.
These solutions allowed to increase the energy efficiency, the power quality
improvement and the fault tolerant ability of the drive.
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Chapter 1. Sensorless Techniques for
Synchronous Motor Drives

1.1 Introduction

Today, permanent magnet (PM) synchronous motors are the dominant technologies
for many applications: industrial applications, household appliances, electric traction,
marine propulsion, aerospace, elevators and wind power generation [1]. The high
efficiency, high torque density, high overload capability, fast dynamic response and
desirable wide speed range performance of these motors have made the technology
popular with manufacturers [2] - [4]. PM materials are the most important elements of
PMSMs. Two commonly applicable PM materials for PMSMs are neodymium iron-
boron (Nd-Fe-B) and samarium-cobalt (Sm-Co), both of which contain rare earth
elements [5] - [6].

Although the excellent performance and high efficiencies of PMSMs have already
conquered much of the power application market, the dramatic rise and fall in the price
of permanent magnets has directed research towards rare earth-free machines to [7] - [8].
Reliability issues in PMSM due to possible magnet failures are also considered.

The rotor design of the SynchRel sets it apart from IM and PMSM. Compared to those
conventional motors, the SynchRel achieves higher reliability and easier maintenance
(due to the very low temperature of the winding and bearing, and also missing the cage
rotor structure or PM) [9] - [10], lower cost (due to lack of PM than PMSMs), faster
dynamic response (due to smaller size in the same power range and lower moment of
inertia), higher speed range (due to wide operation at constant power compared to IM)
[11] and higher efficiency in the same power range with the same size (due to cold rotor
operation compared to IM) [12] - [18], and higher power density and higher torque per
ampere with respect to IM [19] - [23]. In this sense, SynchRel offers the high performance
of a PMSM, while it can be as cheap, simple and easy to service as the IM. Therefore, the
attention paid to these motors in high-speed applications has seen a continuous growth in
the literature which has convinced electric vehicle (EV) and hybrid electric vehicle (HEV)
manufacturers to apply SynchRel as an alternative to PMSM [24] - [25]. That said, the
ability to drive with the same VSDs for IM and PMSM in various newly designed VSDs
has provided a solid development base for SynchRel [26]. Mainly, the high efficiency of
SynchRel versus IM has attracted attention for applications such as pumps and fans.
Furthermore, the ability to operate at high performance and particularly wide speeds with
consideration of the lack of rare earth PMs compared to PMSMs prompted researchers to
study these motors for traction applications. It is worth mentioning that in some
applications such as pumps, fans and conveyors, IMs are the dominant motors, which can
be designed to be replaced by SynchRels.

Although SynchRel avoids PM in its structures, it sacrifices the efficiency, power
factor and torque density of PM motors. The torque produced by the SynchRel is purely
reluctance torque due to the salience and anisotropy of the rotor. This contributes to the
high saturation of this engine, which limits the flux density The addiction of ferrite PM
to the rotor of the SynchRel allow to define a new synchronous motor type the Permanent



Magnet Assisted Reluctance Synchronous Machine (PMSynchRel) that exploits
simultaneously the unique rotor characteristics of the SynchRel and the high performance
of the PMSM, as shown in [63]. These motors have desirable performance at above basic
speeds while meeting the requirements of the constant power speed range [27] - [28]. The
currents for the same pair are decreased in the PMSynchRel. As a result, losses also
decrease, especially for the partial load. A significant variation of the power factor
increases of about 10% for low currents and 6% for high currents is achieved. On the
other hand, in terms of maintenance, production and assembly, SynchRel and IM are
superior to PMSynchRel. Also, similar to SynchRels, PMSynchRels suffer from higher
torque ripple [29].

Nowadays, VSDs have been applied in many industries for efficient, high
performance, robust and precise control of electric motors. In particular, as discussed
above, these performances can be guaranteed by different synchronous motor topologies
(PMSM, SynchRel and PMSynchRel). Without taking into account the strengths and
weaknesses of each synchronous motor technology, vector control is able to guarantee
the high performance discussed above.

There are several algorithms that are recognized as vector control methods, addressed
in the literature, and implemented in many industrial VSDs; among them we classify them
as: field-oriented control (FOC), direct torque control (DTC) and predictive control (PC)
methods, including model-based DTC (MPDTC) and model-based predictive control
(MPCC). The use of electric drives for alternating current motors exploiting vector
controls are widely used in various applications: industrial automation, transport sector,
automotive, electric traction and in the household appliances sector. Many of these
applications require a position or speed or torque control with high dynamic performance,
sturdiness and reliability are, in fact, guaranteed by vector control. However, in various
applications where cost reduction, space reduction and greater robustness are required
with respect to position sensor failures, sensorless algorithms represent the most suitable
solution more than 20 years.

Meanwhile, sensorless controls (also known as self-sensing) are becoming more and
more popular in many industrial but also domestic applications, presenting some
advantages in synchronous motors (PMSM, SynchRel or PMSynchRel) due to cost
reduction, scaling system and reliability. As shown in Fig. 1.1.1, an enormous effort has
been made in the last 20 years to develop sensorless control techniques for a wide range
of speeds: from low speeds to high speeds.
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Figure 1.1.1 Time Line of Sensorless Control on PMSM Motor Drives.

Sensorless control schemes can be classified into two main categories:
e Model based sensorless (applied in medium-high-speed range)
e Saliency based sensorless (applied in the low-speed range)
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Figure 1.1.2 Classification of Sensorless Control for Synchronous Motor Drives.

The model-based method can be implemented using the electromotive force (EMF) or
the flux associated with the fundamental excitation [30] - [50] and can be divided into
open-loop and closed-loop methods. The first category are derived from the integration
of the back-EMF of the machine without any correction term; while the latter makes use
of the error between some estimated and measured quantities as feedback to increase their
performance. Although model-based methods are first proposed and commercialized,
they fail in the low-speed range due to low signal-to-noise ratio caused by model
uncertainty, inverter non-linearities, etc. To expand control sensorless for low speed or
zero speed, the method based on saliency monitoring has been developed, including
methods based on additional high frequency magnetic field [51] - [67] and excitation-
based methods by PWM (FPE) [68] - [77].

Due to the growing expansion of sensorless control applications in PMSM drives, this
first chapter will describe some of the most known sensorless algorithms. In particular,
the one based on the estimation of the back-EMF will be described in more details as a
model-based sensorless algorithm; instead, the injection-based method will be described
in more details as a sensorless algorithm based on saliency.

1.2 Model-Based Sensorless Control Methods

Model-based sensorless controls can be easily derived from the fundamental wave
mathematical models of electrical machines they are used in various applications where
the drives are operated at medium-high speeds.

In general, in model-based sensorless methods, the rotor flux position estimation
procedure is conventionally divided into two parts, Fig.1.2.1, state filter or observer for
EMF estimation and position/velocity observer for estimating the position of the rotor
flux and mechanical speed:

Vabes Hre
: EMF or Flux | EMF or Flux| position/Speed —
Labes Estimation Observer Orme,

Figure 1.2.1 General Structure of Model Bases Sensorless Algorithm.

EMF or the flux associated can be implemented using open loop methods and closed
loop methods. Generally closed-loop methods are the most used and are preferred for
their strong robustness and high precision. The estimate of the EMF or the Active Flux
can be achieved by exploiting the mathematical models of the synchronous machines
expressed in the stationary reference aff or in a synchronous reference gd.



1.3 Synchronous Machine Model

The study of model-based sensorless controls it require the knowledge of the
mathematical models of the various synchronous machines. In general, it is possible to
consider the mathematical model of an interior permanent magnet synchronous machine
as a reference model [78]. Therefore, the set of voltage and flux equations are given
respectively in (1.3.1) and (1.3.2):

Va g | J Aa

Vb | = Ry l:b + Ab (1.3.1)
Ve lc Ae

Aa [ ia

I |= L) | i |+ Apm (13.2)
Ae Lic

where Ry, Apm € Ls(6,) are the stator resistance matrix, the permanent magnet vector
and the inductance coefficients matrix respectively:

RS 0 0 Sin(ere)
Rs=| O Rs O Apm = Apm | Sin(Ore - 27/3)
0 0 Rs sin(Gre + 27/3)

Lis+L4-Lpcos(26.,)  -0.5Ls-Lpcos(26--27/3) -0.5L4-Lpcos(26.+27/3)
Ls(ere) = '05LA'LBCOS(29r@'27[/3) L[5+LA'LBCOS(2 0}‘@'472’/3) '0. 5LA'LBCOS(H]'€+27Z)
-0.5L4-Lpcos(26.+27m/3) -0.5L4-Lpcos(26.+2m) ListLa-Lpcos(26.+47/3)

where L4 is the magnetizing synchronous inductance and L is the saliency inductance:

Lmd + ng Lmd - ng
La = 3 Lp = 3

The electromagnetic torque expression and the mechanical system equation are
defined in (1.3.3) and (1.3.4), respectively:

la

dA m ] dLs ere .
_ L. pm L (Gre)
Te=pp\liaipic] "o =+ 5 lia b ic] =40 i (1.3.3)
le
d Wrm
Te=T.+J i + Fym
1.3.4
i (13.4)

Equations (1.3.1) - (1.3.4) define the mathematical model of an IPMSM, neglecting
the effects of magnetic saturation, magnetic hysteresis, and cross saturation. In general,
in PMSM, the g-axis inductance is greater than the d-axis inductance, i.e., Ly > Ly (or Lp
< 0) this is due to the high reluctance of the magnetic material in the d-axis.

When a synchronous machine with surface mounted permanent magnets SPMSM is
considered, i.e., an isotropic synchronous machine, the inductances of axis q and axis d



are identical, Ls = L, simplifying the matrix of inductances L, and eliminating the
dependence with the position of rotor:

Li+L4-0.5L4 -0.5L4
Lons Lg=20 Li=| -0.5L4 Lis+L4 -0.5L4
-0.5L4 -0.5L4 Lis+Ly4

2

LA=§

This simplification will have repercussions in (1.3.3) heading to an electromagnetic
torque dependent only on the flux vector of the permanent magnet Apm.

Finally, if we consider a synchronous reluctance machine (SynchRel), there are not
permanent magnets, i.e., 4,» = 0, and d-axis inductance is greater than the g-axis
inductance, Ls > L4, and thus Lz >0. This implies that the equation (1.3.3) of the
electromagnetic torque is depending only on the magnetic saliency of the machine and
therefore on dLs(6.)/d 6., being Apm = 0.

1.4 Back-EMF State Filter

After having defined the mathematical models of the synchronous machines, now it is
possible to refer these models in a synchronous reference frame with the rotor flux
position (gd) to build the back-EMF estimator; suitable reference frame transformation
matrices are required (1.4.1):

2 { coS(Ore) cos(Oe-27/3) cos(i (9re+27r/3)}

3L sin(6he) sin(Ghe-27/3) sin(Ore+27/3)
(1.4.1)
coS(6re) Sin(6re)

[Kea] ' =| cos(0e-27/3) sin(Or-27/3)
coS(Oe+27/3) sin(O.+271/3)

It 1s possible to define the mathematical model of an IPMSM in the synchronous
reference frame with the rotor flux position:

l:Vq:| |:Rs 0] l:lq:| d |:ﬂq:| [a)reﬂd 0 :|

= R +

Vd 0 RS_ ld dt ﬂ,d 0 -a)re/lq

erlo sl
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By appropriate manipulations of (1.4.2) and writing the derivative operator with p =

d/dt, obtain:
[Vq} [RS / J [Zq} + { PLq wreLd} [lq] + [ wreﬂpm} (1.4.3)
Vd 0 Rs1Lia -WreLq pLa |L1d 0

Note that in the mathematical model of PMSM the cross-saturation phenomena has
been neglected and then the gd incremental inductances have been not considered in
(1.4.3) and in the following analysis.

(1.4.2)




In order to compute the back-EMF, (1.4.3) is rewritten as:

|: qu C()reLd:| |:lq:| |:qu +pLd ‘pLd WreLa + a)reLq - a)requ| |:lq:| B
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_ [ pLd a)relij| l:lq:| + |:qu ‘pLd a)reLd - a)reLq:| |:lq:'
-wreLg pLa [Lia 0 0 ld

From the inductance matrix decomposition, the mathematical model of the electrical
machine can be rewritten as:

[Vq}zliRs 0}[1}1}+[ pLa wreLq“:l:q}J{a’re;tpm + (Lq'Ld)(a’reid'Piq)} (14.5)
vd 0 Rs1lia -wreLq pLa |Lia 0

where E.nris the extended back-EMF linked both permanent magnet flux and saliency:

(1.4.4)

Eemf = @redpm + (Lg - La) (reia - pig) (1.4.6)

By applying the reference frame transform matrices Ryi.ap (1.4.7) and (1.4.8), the
previous model can be referred to an orthogonal stationary reference frame (af):
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Then, by rearranging the above set of equations, the mathematical model is rewritten as:

a R5+ L - re L 'L ‘0{ Ea EO{ 9}”6
[v}:[ pLa -re(La q)“:l'}_i_[ } { :|:Eemf|:CO,S( )} (14.9)
vp Wre(La-Lg) RstpLa ip Ep Ep -Sin(G)
Starting from the IPMSM model in a stationary reference frame, it is possible to build

the ai-axis and B-axis block diagrams of the state filter in order to estimate the a-axis and
B-axis back-EMF, as shown in Fig. 1.4.1(a) and 1.4.1(b), respectively:

[Ryd—ap]” = Kap [Kya] " = [



(b) ()
Figure 1.4.1 Back-EMF State Filter: (a) a-axis and (b) [-axis and (c) stationary reference frame ap.

This state filter, allows to compute the back-EMF written in (1.4.5); the state filter
defined in Fig. 1.4.1 is valid for IPMSM motor drive, but can be exploited for SPMSM
or SynchRel motor drives; in those cases, the equivalent models are (1.4.10) and (1.4.11),
respectively:

«| [RetpLs 0 o O-e
va | _| Rstp M’ } a),e@,,m[w,s( )} (1.4.10)
Lvgl L 0 RstpLs]lip -Sin(6)

ve| | RetplLa 'a)re(Ld'Lq):||:ia cos(6Bre)

Lvg) L @r(La-Ly RstpLa iﬂ} t (Lq - La)(@rela - piq) [-Sin(@re)} (1.4.11)

In order to simplify the mathematical expressions, the reference frames models (1.4.5)
and (1.4.9) can be rewritten in complex notation; in fact by placing fx, = f: —jf, (with xy
= gd in synchronous reference frame cases; with xy = aff in stationary reference frame
cases, then the models defined in (1.4.5) can be rewritten as:

Ved = Riga + Lapiga + jwre Ly iga+Eempe”’ (1.4.12)

while the (1.4.9) can be rewritten as:

vap = Rsiap + Lapiap + jre (La - Ly) iap + Eempe 7% (1.4.13)



iaﬁ + X / lop

—_ Pl e 7
A L
Lop | | I/és .

glj \l_‘jasre@d - 2\/q) N

E,;
Figure 1.4.2 Complex Vector Back-EMF State Filter

In this way the complex vector equation system (1.4.13) allow to replicate the block
diagrams shown in Fig. 1.4.1 in an only complex vector block diagram shown in Fig.
1.4.2, where Eap = Eemse 7% is the back-EMF complex vector.

Even the transform matrices defined in (1.4.8) can be rewritten in complex vector
mode:

Ryap=e'%  [Rygap]” = e 7% (1.4.14)

1.5 Saliency-Based Sensorless Control Methods

Sensorless control schemes based on flux position estimation, known as model-based
methods, generally compute the position of the rotor flux through an integration of the
back EMF. Such an approach is very simple, but effective only at a sufficiently high
speed. The back-EMF is, in fact, generally very small under 10% of the rated speed [51],
[79], leading to incorrect estimations of the flux position, due to stator resistance
variations, or simply measurement noises, and preventing continuous stable low, or zero
speed, operations. Moreover, a generally accepted Safety Sensorless Operating Area
(SSOA) has been defined to identify the speed and torque ranges where stable sensorless
operations are guaranteed [51]. Signal injection-based sensorless control is widely
adopted to obtain the position by tracking the saliency at low-speed region for PMSM
drives [51]-[67]. According to the injection reference frame, the mainstream HF signal
injection can be roughly categorized into rotating and pulsating signal injection methods.
And pulsating injection can be further subdivided into pulsating sinusoidal injection and
pulsating square-wave injection schemes. An intuitive comparison of different HF signal
injection schemes is shown in Fig. 1.5.1.
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Figure 1.5.1 Comparison of different HF signal injection behaviour principle: (a) rotating signal
injection method, (b) pulsating sinusoidal injection method, (c) pulsating square-wave injection method.
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Figure 1.5.2 High Frequency current response and its envelope.

Although the high frequency signals injection methods are effective to estimate the
rotor position of IPMSMs, a high frequency signal is injected and extra observers for
signal processing are required to achieve accurate position tracking. Then, Fundamental
PWM Excitation (FPE) based sensorless control methods was introduced to simplify the
sensorless control structure [68] - [77].

The FPE-based sensorless control methods estimate the rotor flux position by
measurement of the current or voltage response of a sequence of test voltage vectors
applied in the PWM inverter and by calculating the leakage inductance which varies due
to the main path and leakage saturation. The main concept is based on modified slightly
the fundamental PWM signals switching by extending the duration of selected inherent
switching vectors.

In this thesis the operating principle of the pulsating sinusoidal signal injection will be
mentioned in the next paragraph.

1.6 High Frequency Pulsating Sinusoidal Signal Injection Method

Starting from the synchronous reference frame model of a IPMSM defined in (1.4.3)
the analytical basis of the HF pulsating sinusoidal signal injection method can be
developed in this paragraph.

Since the injection angular frequency @ is much higher than the operation speed, the
voltage drops on the stator resistance and the term associated with the electrical rotor
speed @, are assumed negligible. Then the HF-model IPMSM at low-speed region can
be obtained in synchronous reference frame (1.6.1) with the rotor position €. and in
stationary reference frame (1.6.2):

10
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where the subscript “%”" indicates HF component.
The HF pulsating sinusoidal injection voltage vector v,q inj, With angular frequency wy,
is injected in qd-axis reference voltages:

Vah_inj

} = Vi cos(on t) [(ﬂ (1.6.3)

Vad_inj = [th inj

where 1}, is the injected HF voltage amplitude. In order to ensure a good shape of the
sinusoidal signal of injected voltages, the injection angular frequency cannot be set to
high (usually lower than one-tenth of the PWM switching frequency).
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Figure 1.6.1 Block Diagram of the demodulation algorithm.

Transforming the injection voltage vector vy inj to the stationary reference frame with
the estimated rotor position 0 re, ODtain:

(1.6.4)

o

By substituting (1.6.4) in (1.6.2), the HF measured currents, in stationary reference
frame, under HF voltage injection can be obtained in (1.6.5):

Voah
Vap inj = L}ﬂh} =V cos(awn t) [

iah ]A COS( @re) - [B COS(Zere - ére)
. |=sin(wnt) (1.6.5)
Lon -1y Sin( 9re) +1Ip sin(2 Ore - 9re)
where the currents amplitudes /4 and /5 are defined as follow expressions:
Vi __La _Vh__Lp
IA = on LZA ~ L2B [,4 = on LZA ~ LZB (166)

Finally, the d-axis component of the high frequency current in synchronous reference
frame with the estimated rotor position is given by:

11



Lan = ian sin( 9re) + i cos( 9r6) = Ip sin(wn t) sin[Z(Hre - 9,@)] (1.6.7)

From (1.6.7) it is possible to extract the rotor position error between the actual rotor
position and estimated rotor position. By using a band-pass digital filter and by
demodulation process will be provided a signal proportional to the position error and then
this error should be processed into an observer in order to estimate the rotor position by
forcing the position error to zero.

Typically, in the HF signal injection methods a Vector Tracking Observer (VTO) is
often used as an observer, in order to guarantee high rotor position estimation reliability
and better dynamic performance.

1.7 Estimation of Rotor Position and Angular Speed

Once the back-EMF estimation has been obtained by means of the state filter of Fig.
1.4.2, it is possible to estimate the rotor position of a rotating vector by considering
different methods [80]:

e By using the function arctangent.
e By using a PLL algorithm .
e By using state observers.

Rotor position estimation by arctangent, Fig.1.7.1, allows to obtain the angular

.. A . . . . A .
position 6, in a very simple way; obviously, the speed estimation @, will have to be
done by an observer or directly by PLL. Therefore, the presence of noise on the measured
signals results in noisy position estimates when using direct calculation methods such as
the arctangent. To reduce the noise problem, filters have been applied to either the
estimated position or the inputs signals, adding lag to the estimate [80].
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Figure 1.7.1 Rotor Position Estimation through Arctangent method.

The accuracy of the position/speed estimation can be improved by considering a state
filter or observer. The position error signal is an input of the algorithm, which could be
extracted through a vector cross product. Therefore, the PI type phase locking loop (PLL),
Fig. 1.7.2, or the PID type Luenberger observer, Fig. 1.7.3, can be used to force the
position error signal to zero and extract the position and speed information [80].
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Figure 1.7.2 Rotor Position Estimation through Phase Locked Loop (PLL)

Compared to the PLL, the Luenberger observer although the moment of inertia is
required, can provide better dynamic performance. One type of state observer used is the
so-called Vector Tracking Observer (VTO), Fig. 1.7.3, which is obtained starting from a
non-linear Luenberger observer structure.
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Figure 1.7.3 Rotor Position Estimation through Vector Tracking Observer (VTO).
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Chapter 2. Rotor Position Estimation
Through Search Coils

2.1 Introduction

Today, the most common sensorless control techniques are those based on measurement
of fundamental component of stator voltages and currents, estimating the rotor flux actual
position through a mathematical model of the machine [1]-[4]. These techniques generally
provide an effective estimation of the rotor position when correct values of motor electrical
parameters are used in the model [5]-[8]. For instance, errors in estimating the winding
resistance may strongly affect the performance of the sensorless control in the low speed
region, especially at high load. Moreover, a similar effect may occur at high speeds due to
errors in setting the inductance values. In order to improve the control performances in motor
drives by reducing the effects of parameter and model uncertainties, different nonlinear
control methods have been adopted, e.g., robust controls, sliding-mode controls (SMC),
adaptive controls, predictive controls, intelligent controls, and so on [9]-[12]. However, the
complexity of these approaches may remarkably increase the computational burden of control
algorithms, making unpractical their implementation.

These techniques however must cope with the effects of magnetic saturation and cross-
coupling, temperature variation and inverter nonlinearities. Indeed, this leads in many cases
to a heavy computational burden, the need of self-commissioning procedures and/or accurate
finite element analysis [1]-[4], [13]-[17].

For this reason, the basic concept, for the development of new sensorless algorithms
is to be able to eliminate the effects related to saturation and non-linearity phenomena.
Search Coils (SC) represent a viable solution to perform a direct measurement of stator flux
amplitude and angular position. SC have been investigated since the “70s as a mean to
improve the performance of direct field-oriented control techniques on sensorless or self-
sensing induction motor drives [18]-[20]. Subsequently, they have been also successfully
exploited on sensorless permanent synchronous motor drives (PMSMs) [21]. Search coils
make possible the estimation of the rotor flux position through a direct evaluation of the stator
flux amplitude and angular position, free from effects of stator resistance voltage drops and
inverter non-linearities [22], [23]. However, SC are actually additional devices, normally not
present on standard machines. Their introduction requires some departures from
conventional AC motor designs, as well as changes in the coil winding process, thus
increasing the drive complexity. Moreover, their introduction is in contrast with a basic goal
of sensorless control techniques, which consists in removing from motor drives as many
components as possible, in order to increase the reliability and reduce the cost [24]. SC
became thus unpopular at the end of ‘80s, and large efforts were instead spent to develop
sensorless control algorithms based on the mathematical model of the electrical machines, or
on the injection of additional high frequency signals [25]-[34], which provide a satisfactory
behavior in a wide operating range, while avoiding any modification of the conventional
machine design.

A key aspect of AC motor drives reliability deals with overheating protection, to prevent
failures and unexpected shutdowns, while extending the machine lifetime [35]-[43].
Temperature monitoring is thus accomplished through Thermistors, which are
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semiconductor-based temperature transducers, normally installed in the end turns of the
motor stator winding. On three phase AC motors a set of three Thermistors (74, 75, T¢) is
generally used, each one allocated in a phase winding and connected to the drive control
system by external cables. Thermistors can be wired either in series, or according to a
common lead circuit, as shown in Fig. 2.1.1.

w TLH g )
(@) ()
Figure 2.1.1 Thermistors connection: (a) series and (b) common lead.

In the first case, only an average stator winding temperature is obtained, while in the
second case the temperature of each phase winding can be individually determined. The
exploitation of Thermistor wirings to build up search coils for rotor position estimation and
existing cables to connect them to the drive control system is investigated in this work. More
precisely, search coils can be obtained by modifying the shape of Thermistor wirings. These
search coils can be connected to the drive control system exploiting only existing cables if
Thermistor are connected according to a common lead configuration. If Thermistors are
instead series connected a single additional cable is required. According to such an approach,
the realization of a set of SC should require a very small extra cost, therefore, a rotor position
tracking technique has been developed exploiting the voltages induced in the obtained search
coils. Such a technique is fully independent from motor parameters and overcomes some
typical drawbacks of sensorless position estimation techniques based on the manipulation of
fundamental components of stator voltages and currents, such as those related to inverter non-
linearities and stator resistance voltage drops. Moreover, effects of magnetic saturation and
cross-coupling effects are quite reduced, as verified by experimental testing.

Although of general use, the proposed technique is applied to a Surface Permanent Magnet
Synchronous Motor (SPMSM) and Synchronous Reluctance Motor (SynchRel) drives. A
theoretical analysis of the technique is first provided, followed by an exhaustive experimental
validation.

2.2 Model of the Synchronous Machine with Search Coils (SCs)

A set of search coils can be obtained by modifying the wiring of three Thermistors
featuring a common lead configuration placed on the stator winding of a three phase
SynchRel, as shown in Fig. 2.2.1.

Figure 2.2.1 Modified common lead thermistor installation.

The Thermistors must be supplied with a DC current to monitor the temperature, by actual
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resistance measurement. On the other hand, the voltage across at least two of the three search
coils must be sampled to detect the rotor flux position. Thus, flux sensing can be easily made
fully unaffected by temperature monitoring and vice-versa, by using in turn one of the three
Thermistors for temperature monitoring, and the search coils connected to the other two
Thermistors to estimate the rotor flux position. When the Thermistors are not supplied, the
current flowing into the search coils is ideally null, due to the very high input impedance of
the acquisition system used to sample the voltage at cabling terminals. Hence, the voltage
drop caused by the Thermistors can be neglected for flux sensing purposes. On the other
hand, AC voltages induced in the search coils can be eliminated through a low-pass filter for
temperature monitoring purposes.

If the three Thermistors are series connected, or if only two Thermistors are used, two
search coils can be obtained, according to Fig. 2.2.2.

Figure 2.2.2 (a) Modified series thermistors installation and (b) two thermistors arrangement.

In this case, if not present, an additional cable is required to independently measure the
voltages induced into the two search coils. Temperature measurement is accomplished at
regular time intervals, whose length is suitably computed as function of the machine thermal
time constant, in order to prevent dangerous overheating. When performing a temperature
measurement, a straightforward procedure can be adopted to sample the voltage induced into
the search coils. More precisely, alternatively the voltage of one of the search coils is turn
sampled while the current flowing through the Thermistor, or the two Thermistors, connected
in series to the other search coil is measured. This makes possible an independent measure
of the temperature and the voltages induced in to the search coils, although the last is
accomplished asynchronously. However, if the voltage sampling time is sufficiently high,
the delay introduced does not affect the rotor position estimation, at least in the low and
medium speed operational range. For the sake of clarity, Fig. 2.2.3 shows the results achieved
by simulating the Thermistors configuration of Fig. 2.2.2a in which a 5V DC supply voltage
is applied to the voltage loops including the Thermistors and the SCs. The voltages v; and v
measuring the connection between SCs and Thermistors are sampled and sequentially
acquired at 20kHz, and then a high pass filter followed by a stationary reference frame
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transformation gd/af are used to extract only the AC components exploited to estimate the
rotor position, as will be discussed in the next paragraphs. Low pass filters are instead used
to isolate the DC voltage components allowing to estimate the Thermistor values.

2.751 =
2.5¢
2.25r

0 005 01 015

0.2 025 03 035 04

[s]

Figure 2.2.3 Voltages at the terminal of the series connection of thermistors and SCs, AC and DC
voltage components.

A modified common lead installation is considered, where the Thermistors wirings are
wound around the stator teeth. The spatial distribution of the main winding
magnetomotive force is unmodified, as shown in Fig. 2.2.4.

A typical thermistor installation An example of modified thermistor installation
o)

Search Coil

Main Winding
Figure 2.2.4 Search coil installation utilized in this study.

Thermistors feature very small size and mass and a medium impedance, hence the
wires connecting the motor and the thermistor can be of inexpensive light gauge.
Thermistors are physically placed inside the machine to sense the temperature of likely
hot spots, whose location depends on the motor design. In some cases, the optimum
location of these sensors may have to be determined from test experience.

In order to introduce the theoretical study on the proposed sensorless algorithms based
on the SCs, it is useful to generalize the mathematical model with an IPMSM where the
additional SC winding, characterized by a very low number of coils, has been included in
the stator cave. In general, under the hypotheses that the SCs are operated at zero current
(in==0), the mathematical model of the machine including the set of search coils is given in
the a,b,c stationary reference frame by the following equations, [44]:
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Va Ia /la /1(1 la

‘| d : "
Vb | = Rs p |+ E ﬂb /’Lb = Ls( ere) |+ Apm ApmSC = ]\}SCApm (22 1)
Ve Ic /Ic ﬂuc i s
Vx d ﬂ«x lx ia
W= A Ay | = My(Ok) | 16 |+ Apmsc (2.2.2)
Vz Az A i

where va, Vb, Ve; ia, @b, ic € Aa, Ab, Ac are the phase voltages, phase currents and phase
fluxes of the main winding, respectively; while vy, vy, vz; ix, iy, i- € Ax, 4, A are the phase
voltages, phase currents and phase fluxes of the SCs winding, respectively. The stator
resistance matrix Ry, inductance matrix Lg(6.) and the permanent magnet flux vector Apm
are identical to those defined in paragraph 1.3, M(6..) is the inductance matrix of the SC
set, which deals only with the magnetic coupling between the SCs and the main stator
winding, as the current flowing through the search coils is supposed null and Apmsc is the
permanent magnet flux linkage vector induced in the Search Coils, depending by the
product between A and the ratio between the number of coils of the main windings N
and the number of coils of the SCs Nysc

For the same reason, the voltage drop across the Thermistors is neglected.

M4-Mpcos(26,) -0.5M4-Mpcos(20.-27/3) -0.5M4-Mpcos(26,.+27/3)
M) =| -0.5Ms;Mpcos(26e-27/3) Ms-Mpcos(26,-47/3)  -0.5M+~Mpcos(6..+27)
-0.5M 4-Mpcos(26.+27/3) -0.5M4-Mpcos(26,.+27m)  Ms-Mpcos(20..+47/3)

where My is the synchronous mutual inductance coefficient and Mp is the saliency
mutual inductance coefficient, between the main windings and the Search Coils:

Ma =5 My =55

where My, and Muq are the qd-axis mutual inductance coefficients, respectively. In
particular, the synchronous and saliency inductances, M4 and Mz respectively, have been
evaluated by considering the measurement system setup presented in [55] (Fig. 1).

Voltages induced in the SCs, defined in (2.2.1) and (2.2.2), encompass a component
which is function of the phase currents and a component related to the anisotropy of the
machine, thus preventing a direct measurement of the rotor position from the last one.

The previous model can be also referred to an orthogonal reference frame qd
synchronous with the electrical rotor position 6. and at electrical speed wr., with d-axis
aligned with the rotor flux vector. By exploiting the transformation matrix defined in
(1.4.8), the equations of the mathematical model (2.2.1) - (2.2.2) can be rewritten:

Va

Vol | B | el d | Aal ]
[Vdj = Kya| Vo | = Kya Rs [Kga] |:id1:| Ky dt ([qu] |:ﬂd1
(2.2.3)
Aa
qu -1 iql
= qu X«b = qu Ls(ere) [qu] .
Aai P idl
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Vx

d p
SR R R )

vz
(2.2.4)
A A '
2 igl
|:Zq }=qu A | = Kga My(6,e) [qu]_j[ ! }
42 idl
Az
where:
. la
[l.q’} = Kya| iv 2.2.5)
ld]

lc
By developing the computation of the above relationships, the model of synchronous
machine with Search Coils is considered in gd-axis:

‘:Vq]:|: |:RS 0 :| |:l:q]:| n |: qu a)reLdj| |:l:q[:| n |:a)reﬂzpm:| (226)
Vdi 0 Rs|Lial -wrelq pLa 1L1a1 0
|:Vq2} |: pMmq a)reMmdj| |:l:q]:| n |:a)reipmSC:| (227)
Va2 a)reMmq pMmd ld] 0
where Aymsc 1s the permanent magnet flux linkage amplitude in the SCs:
Nssc
ﬂupmSC N ﬂ«pm

As already described above, the SCs phase currents are in steady state conditions null;
therefore, the electromagnetic torque will depend by the main winding currents only; by
using the generic expression of the electromagnetic torque defined in paragraph 1.3 and
by applying the synchronous reference frame transformation, the electromagnetic torque
in qd-axis for a generic IPMSM is given by:

3

The equivalent circuit of the IPMSM including SCs in the synchronous reference
frame is shown in Fig. 2.2.5:

R, Wrlar Ly My, a)rl;/l{lz i,y=0

1 dl R a)rejvql Lls rejqu .

L= 0
D Lmd% P/ldz

o
Figure 2.2.5 Equivalent circuit of the IPMSM in the synchronous reference frame.
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2.3 Rotor Flux Position Estimation

After having described the mathematical model of the IPMSM including the SCs, both
in a stationary reference frame (abc), and in orthogonal reference frame synchronous to
the rotor flux position (gd), it is now necessary to find a way to estimate the rotor flux
position through the direct measurement of the induced voltages on the SCs.

Referring to Fig. 2.3.1, it is possible to define several synchronous reference frame
systems:

A

VAN
qu K. qd K. qdy

Figure 2.3.1 Considered Synchronous reference frames

- Synchronous reference frame aligned to rotor flux position G, i.e., gd-axes
reference frame.

AN
- Synchronous reference frame aligned to the estimated rotor flux position &, i.
e., q@l—axes reference frame.

A . A
- Synchronous reference frame aligned to the angular position 8. - 3, i.e., gdy-axes
reference frame.

Where v is the angular phase shift between the stator current vector /s and the estimated

g-axis, 1.e. c? . By defining with &, the rotor position estimation error, it can be written:
A
9}"@ = 9"@ + 89 (2.3.1)

Henceforth the mathematical model of the IPMSM machine, defined in (2.2.6) —
(2.2.7), will be analyzed step by step in order to find the most suitable reference frame
system to estimate the rotor flux position. In any case, the following hypotheses will be
considered:

- First hypothesis: the currents flowing in the stator winding are considered in steady
state condition.
- Second hypothesis: (y = constant).
Furthermore, by supposing that the estimation error g¢1s constant or slowly variable, we

can approximate the estimate electrical rotor speed (e with the real electrical rotor speed @re:

Dre = re (232)
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2.3.1 IPMSM Mathematical Model in qd-axes Reference Frame

When a synchronous reference frame with the real rotor flux position 6. is considered
the transformation matrix K, and its inverse matrix /K,q/”', are already defined in the
paragraph 1.3, are given:

2| cos(6re) cos(Be-27/3) cos(@re+27z/3)}

K — —
a 3[ sin(6he) sin(Oe-21/3) sin(Oe+27/3)
(2.3.3)
cos(6) Sin(6re)

[Kga] ' =| cos(0-27/3) sin(Gr-27/3)
coS(Oet+27/3) sin(6.+21/3)

In fact, the IPMSM mathematical model in qd-axis reference frame is already defined
in (2.2.6) and (2.2.7). By considering the above first hypothesis the currents flowing in
the stator winding can be expressed as:

ia = IS COS(H}’@'}/) lb = ]s COS(@re-}/-Zﬂ/j) ic = ]S COS(Hre'j/'/LZﬂ/j) (23.4)

The expressions (2.3.4) can be rewritten in qd-axis reference frame, as:

la
iql ) cos(y)
|:iZI:|:qu lb :I{Sin(y)} (2.3.5)

c

Geometrically, the current vector can be decomposed along the qd-axis by means the
following Fig. 2.3.2:

Figure 2.3.2 Main Winding Stator Current Vector in qd Synchronous Reference Frame

In these conditions and under the second hypothesis (¥ = constant), the gd-axes
currents and its derivatives can be computed in (2.3.6):

ig1 =I5 cos(y) ia1 = Is sin(y) pigi =0 piar =0 (2.3.6)

By substituting the expressions (2.3.6) in the (2.2.6) and (2.2.7), the IPMSM
mathematical model in gd-axis reference frame can be rewritten as:

{Vql =R I; COS(}/) + @re La I Sll’l(]/) + Wre /1pm

2.3.7)
Vdl — RS ]S Sll’l(]/) - Wyre Lq ]s COS(]/)
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{VqZ = Wre Mma I Sll’l(]/) + Wyre ﬂvpmSC

(2.3.8)
Vd2 = - Wre Mmq I COS(}/)

From the equations systems (2.3.8), the induced voltages in the SCs, expressed in the
synchronous reference frame with the real rotor flux position, are very simple but
impractical for the angular rotor position estimation, because in a generic sensorless
control algorithm the rotor flux position must be estimated and thus the analytical
approach should be change as well as in the next sub-paragraph.

2.3.2 IPMSM Mathematical Model in qd-axis Reference Frame

For this reason, starting from the mathematical model (2.2.1) and (2.2.2) it is necessary
to consider a model of the machine in a synchronous reference frame aligned to the

estimated rotor flux position, i.e. R gqa and its inverse matrix [I? qa] " furthermore, since it
is a sensorless algorithm, the rotor position must be estimated and therefore the
transformation angle used in vector control is precisely the estimated angular rotor position

A
ere.

A 2| cos( 5,6) cos( §r6-272'/3) cos( ére+27z/3)
qd =3 A

sin( é\re) sin(OGre-27m/3) sin( gre+27z/3 )
(2.3.9)

A AN
coS(6re) sin(Gre)
A
[Ked ' =| cos(0e-27/3) sin(Bre-27/3)
cos(Bret27/3) sin(Bret27/3)

The IPMSM mathematical model in q?z’-axis reference frame is obtained by applying the
transformation matrices (2.3.9) in (2.2.1) and (2.2.2):

BRE ket 1)
qu Vb —quRs[qu] +qug [Kqa]

Vdi

Ve
(2.3.10)
Gl s |
{ } qu A | = quLs(ew) [qu] 1|: }
Aai e
A Vx
Vg2 A
{/\ }Zqu Vy qudt([qu] { }}
Vd2 v,
(2.3.11)

A Ax 7
ﬂ,q2 A A A -] Lgl
|: N :|= qu //iy = quMc(ere) [qu] |: N i|
XZ ld]
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A la
1 A
[ Aql} = Kqa| iv (2.3.12)

lc

A N A . . . .
where Vyar, [qa1 and Agq; are the main winding voltages, currents and fluxes in the
. A . . A A
estimated synchronous reference frame gd, respectively; while V442 and A4q2 are the SCs

voltages and currents in the estimated synchronous reference frame q/c\l.
By manipulating the expressions (2.3.11) and (2.3.12), the following results are

obtained:
A A A
|:Vq1:| l:Rs 0}{ qu} [ p a)rej||:lq1:|
N A~ | T N
Vdi 0 Rs id] -Wre P /ldl
(2.3.13)
L +§ 3 2 3. y)
[ﬁql}— wrlagtacost2ed Zhsin(2ey {l’qu} B [sin(se)}
ial A pm
Aar %LBsin(Zgg) Lls+§LA+§LB cos(2&g) 141 cos(&q)
H T
Va2 ~oe p 1| 10
(2.3.14)

{ﬁqz} 3|:MA—MBCOS(2&9) Ms sin(2¢9) Hiﬁ,]}l {sin(gﬂ
= pmSC

Ao 2 Mgsin(2g9)  Ma+Mp cos(2&o) cos(&g)

A
Ldl

By further mathematical manipulations, the final expressions of the main winding
. . AN
voltages and SCs voltages in the estimated synchronous reference frame gd are:

3 3 3 .
[ qu} |:Rs 0 J[ iﬁﬂ} . Lit5L45Ls cos(2¢eq) ZLBszn(Zga) [p?q1:| .
N

val ORI i %Lgsin(Zgg) L/S-%LA-%LB cos(2eq) |LPlai
3 B Sin(2&y) L, +i A+§ B cos(2eq) A (&3.15)
N ok stplatol i g1 N |:cos(€g) }
e 33 3 o T singey)
-L;S-ELA+§LB cos(2&g) —ELBsm(Zga) dl
{ ‘//'\q2:| 3 [MA-MB cos(2e9)  Mpsin(2ey) } p?qz N
Pl 2L Mgsin(2e9) Ma+Mgcos(2&0) p?dz (2.3.16)
+§ { Mpsin(2eg)  My+Mp cos(2&9)} z'qu [cos(s@}
2 @re -My+Mpcos(2eg) -Mpsin(2¢q) A Ore ApmSC -sin(&q)
where, the position error &o is given:
0= O - é\re (2317)
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From the expressions (2.3.15) e (2.3.16) it is evident that the resulting model is quite
complex, and it is difficult to extract any information on the angular position.

. . A o
However, even in the follow estimated synchronous reference frame gd-axes it is
possible to assume that the stator currents, in steady state conditions, are written as:

ia=1Iscos( QAre—jd i»=1Is cos( §r6—7/—27r/3) ic = I cos( é\re—}/+27ﬂ3) (2.3.18)

In this case, the expressions of the stator current (2.3.18) are depending by the estimate
rotor position 0. Even in this case the follow results are given:

; , %
l A CcoS
{qu}qu s zls[ . 7} (2.3.19)
id] ic Sln(}/)

Geometrically, the current vector can be decomposed along the qgl-axes by means the
following Fig. 2.3.3:

C

Figure 2.3.3 Main winding current vector in estimated qd Synchronous Reference Frame

By considering the second hypothesis, y = constant, the q/c\z’-axes currents and its
derivatives can be computed in (2.3.20):

Pa=ILcos(y)  ta=ILsin) pila=0  pla=0 (2.3.20)

By substituting the conditions (2.3.19) and (2.3.20) in the expressions (2.3.15) and
(2.3.16), the equations became:

3
\?qz =R, I cos(y) +§ Wre I [(L;ﬁLA) sin(y)+Lg sin(2&e + ;/)] + e Apm cOS(E0)

3 (2.3.21)
Var =Ry I sin(}/)—} Ore I [(L1S+LA) cos(y)-Lg cos(2go + }/)] ~Wre Apm SIN(E0)
qu = % @re I [M4 sin(y)+Ms sin(2go + )|+ @re Apmsc cos(€o)
(2.3.22)

A

3
Var=-3 ore s [M. cos(y)-Ms cos(2e0 + 1| -@re Apmsc sin(eq)

Considering the expressions (2.3.22) related to the inducted voltages on the SCs, it is

easy to observe that the magnitude of quz depends on the mutual inductance coefficients
M4, Mp and by the permanent magnet flux linkage on the SCs, Apmsc.
Through this estimated synchronous reference frame it is not possible to directly detect

the rotor flux position independently from the parameters My, Mg ed Apmsc, both for
SPMSM and SynchRel motor drives.
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2.3.3 ,IPMSM Mathematical Model in qdy-axis Reference Frame

In order to obtain a direct information on the estimated rotor flux position completely
independent of the motor parameters, it is necessary to consider a further reference frame
/\ . . /\
synchronous to @ ,. - ¥ which is denoted by gdy-axes.

A A
Starting from the transformation matrices K 4y and its inverse matric /K 4ar/” (2.3.23)

A 2| cos( @re- ) cos( @re- y-21/3) cos( ére— y+21/3)

qu7 = A A A
Sin(Gre-y) sin(Ore-y-27/3) sin(Ore-y+27/3)
(2.3.23)
A A
cos(Ore-7) sin( Gre-y)
A
[Kgad " = cos(Ore-y-27/3) sin(Ore-y-27/3)
cos( &‘e— y+27/3) sin( 5,,6_ y+271/3)
it is possible to obtain the following equations:
T A A Lo | A df A ; Aqy
n | = Kgay| Vo |= Kqay Rs [Kqar] ™| +K"‘”Z [Kqar | 4
Vaiy Ve idly Ay
(2.3.24)
2 o ¢
1 A A A /
{ N } = Kyay| 2 |= Kqay Lo(6r) [quy]"[ N 1
ﬂd];/ ﬂc I dly.
A Vx A
Vq2y A A d A A 2y
[ /\q :|:qu7 Vy | = KqWE[[qu] { /\q }J
Vazy V. Adzy
(2.3.25)
2 “ ;
2 A A A 1
{ N 7} = Kyay| & | = Kgay Ms(6re) [quy]'l[ ,Aq 7}
Aazy A Ldly
A la
l A
[ ,AW}Z Kyar| iv (2.3.26)
Ldly. ;

lc

A N N . . .
where Vyary, 1441y and Agary are the main winding voltages, currents and fluxes
. . . A g A A
respectively, in the new estimated reference frame gdy, while v 442y and Aga2y are the

A
voltages and fluxes of the SCs in the new estimated reference frame gdy.
AN A AN
|:Vq1;/:| |:RS‘ 0:||: lq]y:| |: P 0)rei||:/1q]}/:|
AN = AN + A
Vdly 0 Rs I 741y “Wre P | Aaiy
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3 3 3.
[ﬁqu} ) Lis+35La5Lp cos(26+2) SLssin(2eo+2y) [ A :l [sin(ggﬂx)'

Lqly
A A
ﬂd!y

pm
Faty cos(eoty).

%LB sin(2eot2y) Lzﬁ‘%LA +%LB cos(2eot2y)
{ ‘/"\qZJ} _ |: p wrﬂ { ﬁtﬂ}}
Vazyl L-oe p 1| 10,

(2.3.28)

[ ﬁqu} 3 [MA-MB cos(2es+2y)  Mysin(2e5+27) } { fq,y} i [sin(&# » }
=5 A pmsS
1

ffdzy 2| Mpsin(2es+2y) Ma+Mgcos(2se+2y) Caly “Leos(esty

By considering the appropriate substitutions, the final voltages expressions of the main

A
winding and SCs, in the gdy reference frame, are given respectively:

3 3 3
List5La5L5 cos(2eo+2 SLpsin(2es+
|:qu{|:[& 0 :||: ?417:|+ I 2LA > s cos(2eot2y) ZLsszn(de 2y) |:p?q1}/:|+

Valy 0 Rs Ldly %LB sin(2got+2y) Lzﬁ-%LA-%LB cos(2&9+2y) Dpidly
3 3,3 (2.3.29)
PLesinert2y)  LitplatilcosCert2y | o cos(eoty)
+ @re ;3 ; [Aqr:l+ e,,[ ~(+7J
-Lis5Lat5lecos(2e0t2y)  SLpsin(2e0t2y) iaty -sin(eo+)
|: \//\q27:| 3 |:MA-MB cos(2so+2y)  Mpsin(2so+2y) } p/fqu .
Vi) 2L Musineri2y  MtMacos(2e0+2 I ph,, (2.3.30)

3 Mpsin(2eet+2y)  My+Mpcos(2eat2y) iqu cos(eaty)
Wre Wre //meSC

4=
2 -My+Mpcos(2eet2y) -Mpsin(2egot2y) f\cuy -sin(goty)

Also in this case, based on the expressions (2.3.29) and (2.3.30), the mathematical

AN
model obtained in the gdy reference frame is quite complex and it is very difficult to see
the possibility of being able to extract some information on the rotor flux position.

AN
Considering steady state conditions, the qd-axis currents in the new reference frame gdy,
can be written:

) lal g
1 A . s
Lq y}quy Ib =[0} (2.3.31)

Ldly. ic

In this case, from (2.3.31), the decomposition of the current vector along the new
estimated synchronous reference frame qa’ }/WIth the angular position 0. - 7/, provides that

the current vector /s is aligned with the axis ¢ }/, therefore the g-axis current l qly 1s equal to
the current vector amplitude /. Geometrically can be represented by the following Fig.
23.4:
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Figure 2.3.4 Main Winding Stator Current Vector in qdy-estimated Synchronous Reference Frame

By considering the hypotheses on steady state conditions and y = constant, the
equations systems (2.3.30) and (2.3.31) can be rewritten as (2.3.32) and (2.3.33):

3
\//\qzy: R IS+§ Wre Is Lp sin(2e0+2y)+ wre Apm cos(goty)

; (2.3.32)
3
‘//'\qZ}/ = 5 Wre Is MB Sln(289+27/)+a)re /lpmSC COS(89+7/)
(2.3.33)

A

3

The final expressions obtained in (2.3.33) allow to derive the induced voltages on the

SCs through the new reference frame qc?}/. In particular, (2.3.32) and (2.3.33) are valid in
the generic case of an [IPMSM; in this type of synchronous machine is more difficult to extract
the information on the rotor flux position by using the induced voltages on the SCs. Similar
expressions can be obtained for a SPMSM, where the saliency coefficients are null and the
current vector angle is null (¥ = 0) because the d-axis current is null (iz; = 0):

A
{ Vq]}’:Rs Is+a)re ﬂ/pm COS((‘;‘H)

. (2.3.34)
Vdly= - Ore Iy Ls-re Apm Sin(€o)
A
= Wre ﬂf m &
{ T O s cos(a) (2.3.35)
Vd27: = a)re Is Mms'a)re /,meSC Sll’l(:%ﬁ

From the expressions (2.3.35), as will be seen below, it is very easy to extract the
information on the rotor flux position by using the induced voltages on the SCs. It should
be noted that the self-inductive and mutual inductive coefficients have been grouped into
two simple coefficients: Ly=3/2(Lis+L,4) 1s the main winding self-inductive coefficient
and M,,s=3/2M 4 is the SCs mutual inductive coefficient.

Similar simplification can be considered in case of SynchRel, where the permanent
magnet is null:

3
V1= Rs I+ @re Is L sin(2e0+2y)
(2.3.36)
3

Dary =5 e I [(LitLa)-Ls cos(20+27)]
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3
‘/’\qZ}/ =5 Ore Is M sin(2g0+2y)

(2.3.37)

3
Vazy=- 3 Wre I [M4-Mp cos(2e0+2)]

In the following paragraphs the sensorless algorithms will be developed for the last
two synchronous machine types: SPMSM and SynchRel, where the expressions (2.3.35)
and (2.3.37) are suitably manipulated to extract the rotor flux position.

In particular, in this study, new sensorless algorithms implemented for SPMSM and
SynchRel, are carried out on a classic filed-oriented control where the induced voltages
on the SCs are first acquired by an appropriate conditioning circuit and subsequently
processed by the microcontroller for the realization of the aforementioned algorithms.

2.4 Rotor Flux Position Estimation Through SCs for SPMSMs

According to the expression (2.3.35), in a SPMSM motor drive, the estimated rotor

position can be computed by both gd-axis voltage components v gd2y proposed again in
(2.4.1)and (2.4.2):

\//\qZ}/ = Wre /lpmSC COS(SG) (2.4. 1)

\//\dZ}/: - Wre Is Mms - Wre /lpmSC Sll’l(&‘e) (2.4.2)

In general, for a SPMSM motor drive the control structure including the signals
acquisition of the induced voltages on the SCs, is shown in Fig. 2.4.1:

VSI
Speed Loop  Current Loop S |
* . % 4
O gl Sz
peadlive RS
Oy PWM 5 -+ y
> Modulator S4; T %
S N
0 s, f,
A
0.
5 ¥
A _ Va2 Vi
Ore < Tracking | abc|* :
A ] vy Signal
f(\)’e<_ Algorithm A 2 Conditioning
@, <«— based on SCs :vd%’ qd Vo Circuit

Figure 2.4.1 Block diagram of the sensorless SPMSM motor drive including the SCs.

In Fig. 2.4.1 the block named “Tracking Algorithm based on SCs” represents one of
the generic rotor flux position estimation algorithm used for a SPMSM motor drive and
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that they will be described in the following sub-paragraphs. In particular, the estimation
algorithms exploit the two expressions (2.4.1) and (2.4.2) to estimate the rotor position.

The rotor position estimation algorithms have been validated by preliminary
simulations as well. The results are referred to a SPMSM motor drive whose
characteristics are shown in Tab. II. The control algorithm shown in Fig. 2.4.1 has been
implemented in Simulink, where the SPMSM mathematical model and the power
conversion has been executed with a sampling time 75 = 7 us.

The rotor position estimation algorithms have been validated experimentally by steady
state and dynamic tests accomplished on a test rig, which, according to Fig. 2.4.2, consists
of a SMPMSM, whose data are listed in Tab. II, mechanically coupled to a 2.6 kW IPM
synchronous motor drive to emulate the mechanical load. The two IGBT-based three phase
Voltage Source Inverters (VSIs) are operated with a standard space-vector pulse width
modulation (SVPWM) method at 200V DC bus voltage and /0 kHz switching frequency. The
control system schematized in Fig. 2.3.5 is implemented on a dSPACE DS1103 DSP board,
where the execution times of the current loop and speed loop are Ts; = 100us and Tso = 200us
respectively. Technical specifications of the search coils and embedded thermistors are
listed in Tab. III. A torque transducer is placed in the mechanical coupling between the two
electrical machines and two 2048 ppr encoders are exploited to measure the rotor positions of
both motors.

IPM Motor Drive iges DC Power Supply ;. SPM Motor Drive
e — e !
B — I— Vdci
[ W | ‘
U ' ]
|_| I/ vsI Vo
S . \4
Lai e Lape1 ™ .
b1 7., s> Control Unit
Hrml [ ] A
C()r TL
pss
o
Encoder - Encoder

Figure 2.4.2 Experimental Setup: SPM motor under test, IPM mechanical load.

Table II SPMSM Motor Data

Parameter Value

Rated torque 5 Nm

Rated speed 6000 rpm
Inertia 0.0025 kg m?
Pole pairs 3

Rated voltage 565V
Rated current 54

Rs 0.84 Q

Ls 4.7 mH

Table IIl Technical specification of the Search Coils and Thermistors.
Parameter Value

Search Coils Mutual inductance M, 0.2 mH
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Thermistor resistance value at 25 °C R3s 210 kQ

A signal conditioning circuit is used to process the voltage induced on each SC, vy, v,
and v, respectively, in order to remove the PWM high frequency components in each SC,
by using a filtering stage cascaded connected to a buffer and a further filter for level
adaption, vy, vy and vz, respectively. The electric scheme of the signal conditioning
system is shown in Fig. 2.4.3, while an example of the signal waveforms sampled in
different testing points are shown in Fig. 2.4.4. The deviation of the rotor position
estimation from the measured one, due to the signal conditioning circuit, is mitigated by an
off-line generated look-up table.

SW,
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1 +15V GND -15V
A —
SC T v, T E=10V J L
— 60MQ2 |_ .
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20MQ -
INA
e TLO82 BPOA

PWM filter + [ BUFFER ] AAA—] LPiA
Volt Divid STAGE to BPIA
oltage Divider LE 6.8M0 Lo

MAX274

Figure 2.4.3 Signal conditioning circuit used for SCs voltages acquisition and temperature
monitoring. switch SW1: (0) SC is used for rotor position estimation, (1) SC is used for temperature
monitoring.
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Figure 2.4.4 Signal conditioning system waveforms for each SC stage. Test performed at 50 rad/s and
100% of rated torque.

In order to assess the consistence of the proposed sensorless position estimation technique,
some steady state tests have been performed at different rotational speeds and load conditions,
as shown in Figs. 2.4.5 -2.4.7.
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Figure 2.4.5 Steady state tests: q and d axis SCs voltages in estimated synchronous reference frame
measured at @ = 10 rad/s and at different load conditions.
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Figure 2.4.7 Steady state tests: q and d axis SCs voltages in estimated synchronous reference frame
measured at @ = 70 rad/s and at different load conditions.

Obtained results confirm that the rotor flux position error is null when by considering the
equation (2.4.2) we obtain (Gd27+ ®re My 1) is null, and when by considering the equation
Q4.1) v 42y 1s maximum. By tracking these two conditions it is possible to obtain an
estimation of the rotor flux position theoretically independent from motor parameters.

Below are the simulations and experimental results regarding the various tracking
algorithms.

2.4.1 Rotor Position and Speed Estimation via a Maximum Point Tracking Algorithm

A first possible implementation has been tested and shown in Fig. 2.4.8, in which a PI
controller is used to process the error between the reference and measured induced voltage

on the SCs 7,2, along the estimated axis. Integration of the output of the PI controller
provides the estimated rotor position.

A A
a)re/lpmSC 1/pp Wrm
N

b, (M0

PI Controller

Figure 2.4.8 Block Diagram of the SPMSM Rotor Position and Speed Estimation Algorithm
exploiting a PI-based maximum point tracking.

The proposed approach, Fig. 2.4.1, allows to estimate the rotor position and rotor speed
by mathematical manipulation of the V2, defined in (2.4.1):
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\//\qZ}/ = Wre /’i«pmSC = Wre /’i/pmSC [COS(SH)—]] (2.43)

The induced voltage V2, provides a straightforward information about the estimation
error; in fact, &0 can be driven to zero by tracking the maximum value of ¥,,. The voltage

427 has to be forced to zero, by using a PI controller, in order to drive the estimation error
&o to zero. In fact, if the estimation error &£ is force to zero by the PI controller, then the
cosinusoidal term cos(gg) would tend to one.

This first solution is quite easy implementation but is sensitive to the permanent magnet
flux Aymsc variations; in fact, a slight variation of the permanent magnet flux could
compromise the stability of the sensorless control system.

This sensorless control based on Maximum Point Tracking Algorithm has been
validated by Matlab/Simulink environment, according to the schematic of the control
algorithms shown in Fig. 2.4.8. Figs. 2.4.9-2.4.10 deal with the dynamic response of
SPMSM drive to a sequence of torque and speed variations when the drive is current
controlled.

In particular, Figs.2.4.9 and 2.4.10 display the rotational speed @, the

electromagnetic torque 7., the currents i,s, ia1, the rotor position error ggand v,2, for the
sensorless implementation in a SPMSM drive. Note that on the drive the tracking
algorithm shown in Fig. 2.4.8 is able to keep quite low the estimation error, either at
steady state and during transients.

240 6
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120 / 3
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§ igr [A] iar [A] 1'3
4 0.7
3 0.4
2 0.1
1 0.2
%8 1 12 14 16 18 2 22 24 2627
time [s]
(b)

Figure 2.4.9 Simulation Results: torque and speed transients for SPMSM drive, (a) mechanical speed
wmm and electromagnetic torque Te, (b) qd-axes currents iq; and iq;.
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Figure 2.4.10 Simulation Results: torque and speed transients for SPMSM drive, (a) q-axis voltage
induced on SCs in estimated reference frame (b) position error.

In Fig. 2.4.11 an experimental test is shown, where the SPMSM is driven according to
the classical vector control shown in Fig. 2.4.1 while performing a speed transient. A
quite satisfactory dynamic behavior is obtained in sensorless mode, with small estimation

g 360° AN
N 20 rad/s
O
o

AU AU WL R o
SIS 2A 540—’7’1.5;

Figure 2.4.11 SPMSM: speed transient from @ = 30 rad/s to wm = 80 rad/s.

2.4.2 Rotor Position and Speed Estimation Based on Zero Crossing Tracking
Algorithm

A second way to carry out the rotor position information relies on exploiting a zero crossing
tracking algorithm, as the one shown in Fig. 2.4.12, to process the quantity (dey + @y M, L)
which according to (2.4.4), is directly related to the sine of the estimation error &5 Speed

estimation algorithm based on phase locked loop has been used to estimate the electrical rotor
speed [45], [46].

{}\d27+ Wre Is Mins = - @re Apmsc sin( o) 2.4.4)
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Figure 2.4.12 Block Diagram of the SPMSM Rotor Position and Speed Estimation based on Zero
Crossing Algorithm.

This method is insensitive to stator resistance variations and thus giving a robust rotor
position estimation at low speed and high loads. Moreover, satisfactory dynamic performance
is achieved with small computational efforts.

Initially, in order to validate the rotor position estimation algorithm based on the zero-
crossing tracking algorithm, has been implemented in Simulink by considering the control
structure of Fig. 2.4.1.

Figs. 2.4.13a and 2.4.13b deal with the dynamic response of the sensorless SMPMSM
algorithm in which the switch SW has been selected to 0.
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Figure 2.4.13 SW = 0: speed step at 1s and torque step at 2s: (a) reference and estimated rotor speed,
reference and measured torque component of the stator current vector, electromagnetic torque; (b)
control variable, rotor position and speed errors.

In particular, a sequence of torque and speed variations have been applied to the speed
controlled drive. The machine is operated at @,» = 50rad/s and 100% of the rated torque.
You can note limited rotor position estimation error ¢ and rotor speed estimation error &,
during both transient conditions, whose entity is related to the dynamic of the tracking
algorithm. In this test it has been assumed a perfect match between the estimated and motor
parameters.

Fig. 2.4.14 highlights the effect of parameters variations on the rotor position estimation. In
particular, a sequence of parameters variations has been imposed to the motor model and the
estimation errors on the rotor position and speed have been computed. Note that a significant
variation of the magnetizing inductance L, (-50%) yield to a rotor position error of g9 = /0deg,
while the same percentage variation (+50%) on the stator resistance does not produce
estimation errors [35] and [53].
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Figure 2.4.14 Steady state test: at the instant t; a variation of L is imposed to the model (-50%,), at
the instant t; the initial value of L, is restored, and finally at instant t3 R is changed of +50%.

The effectivity of the proposed rotor position estimation method has been evaluated
through experimental tests. In particular, the test shown in Fig. 2.4.15 deals with a step
from no load to rated load. The tested motor drive was torque controlled, while the IPM
motor drive held a constant rotational speed @.» = 50 rad/s. Only negligible estimation
errors were recorded.
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Figure 2.4.15 Torque transient from no-load condition to rated torque at wm
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The test of Fig. 2.4.15 highlights the dynamic behavior of the sensorless control during
a speed variation from @, = 10 rad/s to w-m» = 50 rad/s at rated load. In this case the
tested motor drive was speed controlled while the IPM motor drive set a step load
variation. Also in this test a quite small estimation error was observed.
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Figure 2.4.16 Speed transient from @ = 10 rad/s to @.m = 50 rad/s at rated torque.

2.4.3 Combined Zero Crossing Tracking Sensorless Control Approach with MVPT
Position Error Estimation Tracking Algorithm

However, the rotor position estimation is affected by the variation of the mutual
inductance M,,,. This can be mitigated by tracking the maximum of the voltage V2y, (2.4.1),
which coincides with a zero-estimation error &y = (), independently from motor parameters
variations. Hence, a maximum voltage point tracking (MVPT) based on the perturb and

observe (P&O) algorithm has been integrated into the zero crossing tracking algorithm, [47],
[48].

positive

increment

AN
Vozy ,, o
II P

comparator

negative

increment

if statement

Figure 2.4.17 MVPT based on P&O algorithm for position error estimation.

In Fig. 2.4.17 is shown the MVPT for position error estimation £oused in this study.
The classical two-point P&O block diagram is composed of three stages: the first stage is

A . . .
a comparator between the actual vz, sample and its previous sample, the second stage is
an if statement, and finally the third stage is a counter. Obviously, the estimated position
error go depend on the clock frequency fcrk used for triggered the P&O algorithm.
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In this way the MVPT processes v 42y and provides the estimation of the position error

. /\ . . . .. . .
£obetween the estimated 6y and the its correction by updating the rotor position estimation

0 re.

~ A A
Ore = Ore + B0 (2.4.3)

Also in this case a similar control block diagram has been adopted in Fig.2.4.18 , where
both rotor position estimation algorithms provided from the equations (2.4.1) and (2.4.2)
are combined:
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Vg2 Y AN %1
97 ) MvPT 28 ; 00

re

I-
0 A
a2y
PLLI%re

. VAN
£\ Wy
PI Controller Wre—l/ppr—

Rotor Position & Speed Estimation

Figure 2.4.18 Combined Zero-Crossing Tracking Sensorless Control Approach with MVPT position
error estimation.

The MVPT is of simple implementation, but is characterized by a low dynamic, thus it is
used to compensate the parameters mismatching in the rotor position tracking algorithm of
Fig. 2.4.18. Specifically, the MVPT can be exploited to build suitable compensation maps
(2D —look up tables) with a small set of data, to provide a fast correction of the rotor position
estimation. The MVPT may also continuously performed to update the compensation maps.

Fig. 2.4.19 shows the results achieved by selecting SW=I in the estimation algorithm of
Fig. 2.4.18, where the estimation error carried out by the MPVT algorithm is added to the

estimated angle 0 re. The drive is initially working at @, = 80rad/s and 100% of the rated,
SW=0, and a perfect match between the estimated and motor parameters is assumed. At the
instant #; a step variation of L; is imposed to the motor model yielding to an error go. At the
instant #> the P&O based MVPT sensorless algorithm is active nullifying the estimation error.
A sequence of torque and speed transients is applied at the instants #; and z,, respectively.
Finally, a further step variation of L is imposed in the motor model.
It is worth noting that when both tracking implementations are active the estimation error is
always kept below a few degrees. Alternative technical solutions are under investigations in
order to improve the dynamic of the tracking method.
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Figure 2.4.19 SPMSM motor drive dynamic behaviours during combined zero tracking cross
algorithm sensorless approach with MVTP position error correction at different torque load conditions,
speed conditions and with L steps variation.

A remarkably smaller estimation error is obtained with the proposed approach in sub-
paragraph 2.4.2, even at high load. A quite large variation of the mutual inductance M
with the load has been purposely included in the algorithm of Fig. 2.4.18 to assess the
operation of the additional MVPT tracking loop. In Fig. 2.4.20 a load step is first set with

* . . . A o .
SW=0. At time ¢ the switch SW is set to 1 and the error o is added to 6., driving the
estimation error to zero.
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Figure 2.4.20 Activation of the MVPT algorithm on the estimated rotor position at the instant t*.

2.5 Rotor Flux Position Estimation Through SCs for SynchRel
Drives

The detection of the Search Coils electromotive force related to the PM flux linkage
has been implemented in case of Surface Permanent Magnet Synchronous Motors
(SPMSM) as well explained in the previously paragraph 2.4.

Conversely, in this paragraph will be explained how it will be straightforward to
extract the Search Coils electromotive force associated to the salient magnetic structure
in Synchronous Reluctance motors (SynchRel).

In general, for a SynchRel motor drive the control structure including the signals
acquisition of the induced voltages on the SCs, is shown in Fig. 2.5.1, where also in this
case the block named “Tracking Algorithm based on SCs” represents the generic rotor
flux position estimation algorithm used for SynchRel motor drive.
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Figure 2.5.1 Block diagram of the sensorless SynchRel motor drive with including the SCs.

According to the theoretical studies developed in the sub-paragraph 2.3.3 the estimated
rotor position in SynchRel motor drive with including SCs can be computed by exploit

the gd-axis voltage components v qd2y, equations (2.5.1) and (2.5.2).
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3
Vg2r="5 @re I; My sin(20+27) (2.5.1)

3
Vazy= -5 @re Is [Ma-Mp cos(20+2)] (2.5.2)

Compared to the rotor position estimation algorithm by using SCs for SPMSM in this
case only the g-axis component (2.5.1) will be used to implement the rotor position
estimation algorithm.

Initially, the rotor position estimation algorithms have been validated by preliminary
simulations. The results are referred to a SynchRel motor drive whose characteristics are
shown in Tab. IV. The control algorithm shown in Fig. 2.5.1 has been implemented in
Simulink, where the SynchRel mathematical model and the power conversion has been
executed with a sampling time 7 =  us.

A specific test bench, tailored around a SynchRel motor drive, has been realized to
accomplish a practical evaluation of the proposed approach. The block diagram of the
experimental setup is shown in Fig. 2.5.2.

DC Motor Drive DC Power Supply ;. SyncRel Motor Drive

3 ~v Power Supply
i Vdc [

: ; Vayzf

v - ot

.«_I o <« Voy |+ Signal

Li 9, » Control Unit : éabc ] Cond.

rm
erml L 9
o, TL rm
. Encoder 2
Encoder 1 Torque Meter

Figure 2.5.2 Experimental Setup: SynchRel motor under test. motor mechanical load.

The SynchRel machine is driven according to a quite conventional maximum torque
per ampere (MTPA) strategy, based on setting the ratio of d and q axes components of
the stator current in order to minimize the magnitude of the current required to generate
a given motor torque value. Specifically, a constant y = 55 deg current vector phase angle
has been set for experimental tests. Technical specifications of the SyncRel machine,
search coils and embedded thermistors are listed in Tab. IV, Tab. V and Tab. VI,

respectively.
Table IV SynchRel Motor Technical Specifications

Parameter Value

Rated torque 5 Nm

Rated speed 1500 rpm
Inertia 0.0045 kg m’
Pole pairs 4

Rated voltage 400V
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Rated current 84

Rs 1.4Q
Lg 11 mH
Lq 57 mH

Table V Search Coils Technical Specifications

Parameter Value
M, 2.3 mH
My 11.5 mH
Coil Resistance 0.2 0
Cable diameter 1 mm
Number of turns 5

Table VI Thermistors Technical Specifications

Parameter Value
Max. Power (at 25°C) P35 60 mWw
Temperature tolerance (0...70 °C) AT 0.2
Rated Temperature Tr 25 °C
Heat Capacity Cy, 22.5 mJ/K
Resistance value at 25 °C R»s 30 kQ

The experimental rig includes a three-phase 0.75 kW SyncRel motor, which is supplied
by a two-level PWM inverter connected on the DC side to a 500V/54 power supply. The
current vector control system features a f,» = 10 kHz sampling frequency and is
implemented on a dSPACE DS1104 DSP board. The AD converters used to acquire the
SCs voltages feature a 12 bits resolution with input voltages between -10V and 10V. The
SyncRel motor is mechanically coupled to a DC motor drive used as controllable
mechanical load, whose inertia is 0.021 kg m?.

A 1024 ppr encoder is used to compare the estimated and measured mechanical quantities.
The thermistor wirings have been modified according to Fig. 2.5.3 in order to obtain a set of
three SCs. The search coils have been located before placing the main winding, in the
bottom stator winding. Original external cables were retained for connection to the control
unit. Moreover, a further single SC not connected to any thermistor has been introduced in the
machine for testing purposes, as well as a conventionally wired thermistor.

Each SC voltage is acquired by using the signal conditioning circuit shown in Fig. 2.5.3,
identically to Fig. 2.4.3.
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Figure 2.5.3 Signal conditioning circuit used for SCs voltages acquisition and temperature
monitoring. Switch SW1: (0) SC is used for rotor position estimation, (1) SC is used for temperature

It encompasses a front-end section including a PWM filter, a high impedance voltage divider
and AD converters. The filter suppresses the high frequency components caused by PWM
operation, while the voltage divider suitably reduces the voltages of the SCs. The output
section is composed of a buffer stage and an analog Butterworth low-pass filter with a corner
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monitoring.

frequency of 300Hz to improve the signal to noise ratio.

The rotor position estimation mode, or the temperature monitoring mode, can be
Fig. 2.5.4 displays some signal waveforms
acquired in different points of the conditioning circuit, while Fig. 2.5.5 shows the filtered

selected by acting on the switch SWi.

SCs voltage signals vyyzr.
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Figure 2.5.4 Signal conditioning circuit waveforms with the drive running at @ = 50 rad/s and T;, =

Vi 50V T
: v
o_buffer i 2 V- ]
N ‘ /MHN /m“;\ ///w
N ¢ M/ \‘\_..s// 2o0ms, K\‘w*/

60% of the rated torque.

50




T

Vy

%
E =
~

\
iR i
I

Al M m I
I
i I il H\NWMW L | it

di

N S N .
s Yy f . 1 i -
=t N\ g “":kziy/ ),./ 7

F T ‘ﬂ.,_,g!,pﬂr e
34>f fw“% vZ,f MM ’) V WM

\

Tl M %me/ﬂgO ms

A4

Figure 2.5.5 Voltages induced in the SCs at the search coils terminals of the SynchRel and after the
filtering process, with the drive running at @, = 50 rad/s and T, = 60% of the rated torque.

The consistence of the sensorless position estimation approach has been then assessed
through steady state tests, dealing with different values of the rotational speed and load. Some
results are shown in Figs. 2.5.6, 2.5.7 and 2.5.8, which confirm that the rotor flux position

error is null when 42,18 approaching to zero, independently from operating conditions.
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Figure 2.5.6 Steady state qd axis SCs voltages in estimated reference frame at @y, = 10 rad/s and

different load conditions.
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Figure 2.5.7 Steady state qd axis SCs voltages in estimated reference frame at @y, = 50 rad/s and
different load conditions.

Figure 2.5.8 Steady state qd axis SCs voltages in estimated reference frame at @y, = 100 rad/s and
different load conditions.

Previous experimental tests were accomplished according to the MTPA technique. In
order to assess the effect of magnetic cross-coupling in suboptimal operation some tests
were performed modifying the angle y. According to results shown in Figs. 2.5.9-2.5.11
a constant rotor position estimation error is detected compared to the MTPA operations
of Figs. 2.5.6-2.5.8. Since this error is only related to the current vector orientation, which
is known, it can be easily compensated through a look-up table (LUT).
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Figure 2.5.9 Steady state qd axis SCs voltages in estimated reference frame at @, = 10 rad/s and
different load and current vector orientation conditions.
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Figure 2.5.10 Steady state qd axis SCs voltages in estimated reference frame at ., = 50 rad/s and
different load and current vector orientation conditions.
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Figure 2.5.11 Steady state qd axis SCs voltages in estimated reference frame at @, = 100 rad/s and
different load and current vector orientation conditions.

2.5.1 Rotor Position and Speed Estimation exploiting a Zero Crossing Tracking
Algorithm

According to (2.5.1) the g-axis induced voltage V2, is proportional to sin(2&+2y). This
suggests a straightforward approach to track the actual rotor position, taking into account
that the MTPA angle yis known.

PI Controller

Figure 2.5.12 Block Diagram of the rotor position and speed estimation for SynchRel Motor Drive.

In fact, by assuming /i#0 and @,.#0, when forcing v 42y t0 zero, the estimation error go
becomes equal to the known quantity -y Such an approach can be easily integrated in a
standard current control vector (CVC) algorithm, as illustrated in Fig. 2.5.1. In practice, y1is

first computed from 9,5 and the angular position of the stator current vector in the abc
stationary reference frame. The voltage induced in the search coils are then processed through

AN
the reference frame transformation gdy to obtain v 42 A Plregulator finally forces Vo2, to

q2y
zero by adjusting the estimated rotor position 9m. Such a regulator acts as a digital PLL
system, as those used in some well-known sensorless control strategies [49], [50].

A low pass filter is applied to the estimated speed estimation in order to obtain an
appropriate speed feedback signal for the sensorless drive [51], [52].

54



According to the proposed approach, the rotor position is tracked simply by driving v 2y
to zero, thus no motor parameter estimation is required.

Experimental results shown in Fig. 2.5.13 deal with a test in which the drive operates in
torque control, being the rotational speed held at /0rad/s by the DC drive. The SyncRel
motor is tasked to increase the torque from 60% to 120% of the rated value. A satisfactory
dynamic behavior is observed with a quite small speed estimation error go.
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Figure 2.5.13 Torque step from 60% to 120% of rated torque, at 10 radys.

A direct comparison between the behavior of the proposed approach and that of a well
known back-EMF based sensorless control technique [54], defined in chapter 1, is provided
in Fig. 2.5.14. The drive in the two cases is tasked to perform a speed transient from @»=50
rad/s to wm=10 rad/s at no load. While the control is lost below /0 rad/s using the back-
EMF based solution, the proposed approach stably works even approaching the zero speed,
featuring an almost negligible estimation error
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Figure 2.5.14 Comparisons between back-EMF based (a) and SCs-based (b) sensorless techniques:
Speed variation from 50 rad/s to 10 rad/s, at no load condition.

A speed transient from 20 to 100 rad/s is shown in Fig. 2.5.15, confirming the ability
of the proposed approach to properly operate at high rotational speeds.
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Figure 2.5.15 Speed variation from 20 rad/s to 100 rad/s at 60% of the rated torque.

2.5.2 Combined Back-EMF Sensorless Control Approach with Zero Crossing
Tracking Error Estimation Algorithm

The proposed approach could be also integrated in model-based observers to correct the
rotor position estimation, thus avoiding any kind of on-line motor parameters adjustment. A
combination of the proposed approach and a back EMF based sensorless algorithm is shown
in Fig. 2.5.16:

Vabe —| Back-EMF
Based
. Sensorless
Labc—> Estimation

PI Controller

Figure 2.5.16 Combined sensorless control approach.
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In this case, the estimation provided by the model-based estimator/observer is
continuously corrected till v q2y1s forced to zero.

The effectiveness of such a combined approach is confirmed in Fig. 2.5.17. In this
low-speed test the rotor angular position provided by the back-EMF sensorless technique
is first used. At ¢=t; the load is suddenly increased from 40% to 80% of the rated torque,
resulting in an increment of the rotor position estimation error & At t=¢> the proposed
approach is successfully exploited to correct the rotor position estimation.

|
WWMWNWWWMW
Eo L : 5°

2 [
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Figure 2.5.17 Load transient from 40% to 80% of the rated torque, at @.m = 20 rad/s.

2.6 Temperature Monitoring Experimental Results

Finally, the temperature monitoring by using the Search Coils has been experimentally
developed both for SPMSM and for SynchRel. The signal conditioning circuit described
in paragraphs 2.4 and 2.5 has been used to acquire each SC voltages in order to implement
the rotor position estimation algorithms when the switch SW/1 = 0 and the temperature
monitoring when the switch SW1 = .

The influence of thermistors on the induced voltages on the SCs has been initially
addressed, by evaluating the induced voltage on an additional SCs which is not connected
with the thermistors.

According to Figs. 2.8.1 and 2.8.2, no appreciable variation due to the presence of the
additional resistor or with a thermistor is observed in the amplitude and phase of the voltage
induced in the SCs.
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Figure 2.6.1 Voltage at the terminals of the series of the SC and the additional resistor.
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Figure 2.6.2 Voltage at the terminals of a SCs with and without Thermistor.

In particular, Fig. 2.8.1 shows the voltage measured at the terminals of the series
connection of SCs an additional resistors Raaa; Fig. 2.8.2 shows the voltage measured at
the terminal of the SC without and when a thermistor is connected in series with the SC.
No appreciable variation in the amplitude and phase of the voltage induced in the SCs is
observed in the range of resistance of commercially available thermistors.

Finally, the temperature estimated according to Fig. 2.8.3a has been compared with that
carried out by exploiting the classical Ohm’s law, supplying the thermistor with a constant
DC voltage and measuring both voltage and current, Fig. 2.8.3b.
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Figure 2.6.3 Temperature monitoring in the synchronous motor drive (SPMSM and SynchRel) via: (a)
DC supply of the series connection of the thermistor and SC; (b) typical temperature measurement by
exploiting a DC supply voltage.

In Figs. 2.8.4 - 2.8.5 the comparison has been executed in case of both synchronous motors
(SPMSM or SynchRel) initially operated at no load and @,»=50 rad/s; soon after, a step
torque is applied and the temperature periodically estimated with both methods shown in Fig.
2.8.3.
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Figure 2.6.4 Temperature measurement through a simple Thermistor and an SC embedded
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Figure 2.6.5 Temperature measurement through a simple Thermistor and an SC embedded

Thermistor in SynchRel motor drive, at @ = 50 rad/s and 80% of the rated torque load.

It is worth noting that the measurement error is quite small, lower than /C° at steady state.

After having evaluated the effectiveness of the rotor position estimation algorithm, some
further tests have been performed to investigate possible influence of the voltages induced in
the search coils to temperature monitoring. According to the conventional technique for
temperature measurement through a thermistor, an additional DC voltage E is exploited to
detect the resistance of the thermistor through measurement of the voltage v; at the terminals
of a search coil, as shown in Fig. 2.8.3a. The actual thermistor resistance thus is given by:

_ —Rr
Rr="F . 2.8.1)

gvir

Where g is the gain of the signal conditioning circuit. Since only the DC component
of the voltage should be taken into account, AC components due to the voltage induced
in the SC must be wiped out. This can be accomplished by computing the mean value of
v;. The same signal condition circuit is used to carry out this measure, by selecting the
switch SW;=1. A low pass filter (LPF) is also required to cancel high frequency
components of v; caused by PWM.

Fig. 2.8.6 shows the voltage v;racquired by the control unit during a step torque while the
drive is operating under sensorless control. It is possible to note that the tracking algorithm
is still working properly.
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Figure 2.6.6 g axis SCs voltage in estimated reference frame, v., vy and iy measured according to
Figure 56(a), with the drive operating in sensorless mode.

2.7 Conclusions

The contribution of my research in this topic regard an alternative way to sensorless
estimate the rotor position in AC motors, exploiting the wiring of Thermistor embedded
in the stator winding for temperature monitoring purposes.

Specifically, thermistor wirings embedded in the stator winding are suitably modified
in order to turn them in a set of search coils. Since these coils can be connected to the
drive control system exploiting existing thermistor cablings, only a minimal departure
from a standard machine design is required.

A several suitable rotor position estimation techniques fully independent from motor
parameters have been then developed using the obtained set of search coils. Such a
techniques can be used alone or to improve the performance of conventional Back-EMF
based sensorless techniques. The consistence of the proposed approaches, as well as the
compatibility between rotor position estimation and temperature monitoring have been
assessed by experimental tests.

The proposed techniques have been successfully applied on a Synchronous Reluctance
motor drive and Surface Mounted Permanent Magnet Synchronous Machine motor drive
however, it is of general use being exploitable on any kind of AC motor drive.

On the other hand, the proposed SCs based sensorless methods needs the placement of
some additional coils in the stator winding, which could be an issue for small and very
compact motors.

Moreover, even if the proposed methods requires only low-power and cheap circuitry
to acquire the SCs voltages, in low cost applications the cost of these circuits could
negatively affect the cost of the whole drive. Finally, the proposed approaches cannot be
exploited on already assembled machines.
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Chapter 3. Speed Estimation
Algorithms for AC Motor Drives

3.1 Introduction

AC servo drives require a rotor position feedback transducer to implement field
orientation and thus produce a decoupled torque and flux control, in a manner analogous
to DC machines [1], guaranteeing optimal dynamic performances.

In addition, velocity transducer is both costly and mechanically difficult, most drive
developers prefer to estimate velocity from the position measurement. Hence, one
feedback transducer is enough for both the field-oriented electromagnetic machine
control and for the electro-mechanical velocity and position feedback control loops [1].

The usefulness of this approach is generally limited by the accuracy and quantization
limits of the velocity estimation approach. This occurs because the velocity loop is the
innermost state loop, and its performance must generally be better than outer state loops.
Such performance implies that the state feedback gains for the velocity loop are higher
than for the position and integrated position error loops and that the errors the velocity
loop producers are not generally correctable by the lower performance position and
integrated position error loops [1].

The higher gain requirement for the velocity loop will cause velocity quantization to
appear directly as a larger (and unnecessary) variation (with significant RMS values) in
the torque producing current component command. This is especially critical for ac drives
because of the need for high current loop bandwidths to achieve proper instantaneous
field orientation of the flux and current vectors [1].

This chapter will describe the different rotor position sensors technologies used in
electrical motor drives. In addition, the main metrics of a position sensor are identified
and finally the main techniques for estimating angular speed will be discussed.

3.2 Position Sensor Technologies
Different technologies exist for position measurement, Fig. 3.2.1, e. g. electromagnetic

resolvers, optical encoders, Hall-effect sensors, magnetoresistive sensors, proximity
switches [2].
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Figure 3.2.1 Different Optical Encoder Technologies [3].
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Regardless of the specific technology, the quality of position measurement is fully
assessed by three independent metrics: resolution, absolute accuracy and differential
accuracy, [4]. Resolution is defined as the smallest sensed position increment. It can be
indicated in angular units, in number of pulses per revolution, in number of bits or in the
number of discrete states of the sensor’s interface, Nps.

¥ = Odeal(i) - Odeal(i1) (3.2.1)

Equivalently, it can be defined as the number of different angles the encoder can
distinguish between each other. Fig. 3.2.2 shows an encoder that can distinguish 8
different positions within a complete revolution; the resolution is therefore 45° or 3 bits
(2° =28).

O Gdear ideal angle
® O.q real angle

Figure 3.2.2 Resolution, absolute accuracy and differential accuracy for encoders [3].

Only the resolution is not sufficient to describe the performance of the position sensors
because it gives no information regarding the correctness of the measured angle. For
example, Fig. 3.2.2 shows two cases for the 3-bit encoder; in both cases the ideal rotor
position shown by the encoder is different from the real rotor position, sensed on the
shafted of the rotor. Absolute accuracy is defined as the ratio of the maximum error
between the ideal and real position over the:

. maX|9real(i)r - Odealfi-1)| (32.2)
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According to the above definition the encoder on the left of Fig. 3.2.2 has a good
absolute accuracy compared to the encoder on the right; it is therefore better suited for
commutation or for position feedback in a position loop.

However, this encoder is not useful in a speed control loop because the distance
between the consecutive real angles is much variable in a whole revolution.

Average speed calculation would therefore produce evident errors even when the shaft
is rotating at a constant speed, causing inevitable steady state speed ripple. On the
contrary, the encoder on the right would produce a good average speed measurement
because the variation in the distance between consecutive angles is smaller then as the
left configuration shaft rotates. Differential accuracy is defined as the p.u. maximum
deviation between an actual position increment and the resolution of the encoder:

q' = max|ereal(i) ; 0real(i-1)| -r (323)

All three metrics have an impact on the quality of motion control, on the torque ripple
produced by the motor and on the efficiency of the drive. As recognized in [3], [5], a high
absolute accuracy is the key for precise position control, while a high differential accuracy
is very important for precise speed control. Resolution affects both position and speed
control in VSDs. In other words, the resolution not only does it have an impact on position
controls, for example in terms of maximum position error at zero-speed, but also on speed
control, since it affects the quality of speed estimation.

3.2.1 Optical Encoders

Optical rotary encoders use a glass disk with a pattern of lines deposited on it, a metal
or plastic disk with slots Light from a LED shines through the disk or strip onto one or
more photodetectors as shown in Fig. 3.2.3, which produce the encoder’s output. This is
one of the most common technologies used in electric drives.

Photodetector LED Light source

Stationary mask

r
o
)
_Q,
=

Rotating
Encoder Disk

Figure 3.2.3 Basic Operating Principle of “Geometrical” Angular Optical Encoders

Rotary encoders can be absolute or incremental. The incremental encoder detects
movement relative to a reference point. As a result a reference signal is usually supplied
by the encoder at a fixed position in order to define a reference position. The current
position is then incremented (or decremented) as appropriate. Unfortunately, a loss of
count may not be detected until a reference point is reached. Furthermore, reading errors
may accumulate. On the other hand, absolute encoders produce a set of binary signals
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from which the absolute position can be deduced without the knowledge of the previous
motion history. The current position is known right from powering-on. In the case of
absolute rotary encoders, single and multiturn devices are available.

A fixed LED source is aimed at a rotating transparent disc coupled to the shaft, upon
which opaque areas have been created around it’s circumference. These areas may also
be coded in some particular fashion. The number of variations in transmittance on a
circumferential path is called “the number of lines”. Behind the rotating disc there is a
fixed grating which acts as an magnifier and creates magnified fringe patterns which
move one fringe pitch for every “line” of angular motion. Arc segment planar photodiodes
are placed behind the moiré grating in order to catch the fringe patterns and produce
smooth, almost sinusoidal analog signals in response to the disc’s rotation. Usually these
signals are two and are in quadrature. The grating is important for encoders with a
significant number of lines because without it the photodiodes wouldn’t be able to resolve
the line spacing.

The presence of coding on the rotating disc determines whether the encoder is
incremental or absolute. In the first case the lines on the disc are not disposed in a coded
fashion, but opaque areas are simply alternated with transparent areas, as shown in Fig.
3.2.4; the encoder detects incremental angular motion, but is not able to measure the
absolute angular shaft position. A very common digital interface for the sinusoidal
outputs in incremental encoders is the so-called A quad B interface: the signals are fed to
zero crossing detectors which convert them to square wave type signals, as shown in Fig.
3.2.4. This interface is very cheap but the downside is a greatly reduced resolution. Fig.
3.2.4 shows that by using both A and B signals it is possible to obtain a maximum
resolution equal to 4 times the number of lines of the encoder. Differential accuracy can
often become an issue in average speed calculation due to phase errors between A and B;
when this is the case the entire line period must be used as the angular increment, so the
resolution then equals the number of lines. Direction of rotation is known by checking
whether the A channel signal leads or lags the B channel signal.

Ch. A

BSASAVESES

Ch.B

AquadB output

ARNRSRRARERRNARRERN}

Figure 3.2.4 Incremental Optical Encoder Disk Pattern and Output Signals.

Absolute encoders overcome these problems since the coded lines on the disc, as
shown in Fig. 3.2.5, allow absolute position measurement. The coding is sensed by the
arc segment detectors and additional signal conditioning electronics transform the signal
into a digital word which contains the absolute measurement of the particular angle that
is being crossed by the shatft.
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Figure 3.2.5 Absolute Optical Encoder Disk with Gray Code Pattern.

The Gray code is generally used on the disk: the Gray code notoriously provides the
least uncertainty in case of wrong transmission because only 1 bit changes state for each
line transition; however, it requires a special interface to be read by the microprocessor.
To overcome this problem, most manufacturers include hardware interfaces within the
encoder housing, which transform Gray code into pure binary or decimal binary code
(BCD) signals; in this way the user can choose from a selection of three different types
of encoding, the one that best suits their interface. Analog sine quadrature signals are
sometimes also available as outputs. In this case, the resolution can be significantly
increased.

Another aspect that must be taken into consideration is the relative lack of robustness
of optical encoders. Temperature, humidity and electromagnetic interference can affect
the signal conditioning electronics and mechanical shocks and vibrations can damage the
discs. Many manufacturers offer extra-rugged encoders for operation in harsh
environments.

3.2.2 Electromagnetics Resolver

The resolver is a rotating transformer consisting of a fixed part the stator and a rotating
part the rotor, whose output voltages are related to the rotation angle of the shaft.
Resolvers, in the past available with brushes and rotating collectors, are now of the
brushless type. The stator houses three windings: a coil wound on a lamination, which is
practically the primary winding of the rotating transformer and is used to excite the rotor,
and two other windings fixed at right angles to each other. The rotor can have two or three
windings: one is the secondary coil of the rotating transformer, also wound on a sheet,
and the others are coupled to the two-phase windings on the stator. The basic resolvers
have two poles, so the angular information is the mechanical angle of the rotor; these
resolvers can reach an accuracy of up to 5 arc minutes. Multipole resolvers are also
available that can provide better accuracy for mechanical angle measurement or be used
for commutation purposes with multipolar brushless motors [5].

There are two main ways to obtain information on the position of the shafted rotor from
resolvers. The first way, shown in Fig. 3.2.7, consists in energizing the two-phase stator
windings (S1-S3 and S2-S4) with sinusoidal voltages in phase quadrature in order to
obtain an induced voltage at the primary winding of the rotating transformer (R1 -R2)
whose phase varies with the angle of the shaft. In this case, the following equations are
valid where K is the transformation ratio of the rotating transformer:

Vsi-s3 =V sin(wet) (3.2.4)
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Vs2.s4 =V cos(et) (3.2.5)

Vri-rs = K Vsi.s3 cos(6) - K Vsa.sq sin(Q) = K V sin(cet - 6) (3.2.6)
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Figure 3.2.6 Stator Winding Excited Resolver.

Rotating

‘—\ Tr ansformer

A variant of resolver with excited stator winding is the one shown in Fig. 3.2.8 in
which the secondary winding is not on the rotor but is also placed on the stator. The rotor
is shaped in such a way that spatial information is conveyed to the secondary winding
thanks to the variation of the reluctance of the magnetic circuit. The equations describing
this variant are identical to those described in (3.2.4) -(3.2.6).
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Excited Vr.ss 82 Winding

Figure 3.2.7 Stator Windings Excited Resolver Variant.

The second way, shown in Figure 3.2.9, consists in energizing the primary winding of
the rotating transformer (R1-R2) with a sinusoidal voltage in order to obtain two voltages
from the two-phase windings (S1-S3 and S2-S4) whose amplitudes vary with the angle
of the tree. In this case, the following equations hold, with K previously defined:

VRi-r2 =V sin(wet) (3.2.7)
Vsi-s3 =K Vri-r2 cos(6) (3.2.8)
Vso.s4=K Vri-r2 sin(6) (3.2.9)
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Figure 3.2.8 Rotor Winding Excited Resolver.

Having obtained voltages that contain position information in the phase or amplitude,
it is necessary to extract this information and convert it from the analog domain to the
digital one using ADC (Analog Digital Converter) converters which are now widespread
in the market.

The main advantage of choosing resolvers as position sensors is that the position
measurement is absolute and is readily available at start-up: this is the main reason for its
widespread use in electric traction applications. Another reason is that the mechanical
structure of the resolvers is relatively robust and immune to environmental contamination.
Many ADCs offer high immunity to disturbances thanks to the double integration of the
error signal; noise rejection is further enhanced by the detector rejection of any signal not
at the excitation frequency such as wideband noise.

Important disadvantages are both technical and economic. The performance of the
ADC:s is limited by the sampling frequency of the demodulator which must be sampled
at the excitation frequency of the rotor; this means that the dynamic content must be below
half the excitation frequency. Also, the different excitation mode is not synchronized with
the speed control sample rate. The resolver is a complex structure and therefore is destined
to be more expensive than other technologies.

3.2.3 Hall Effect Sensors

Hall-effect sensors are among the most widely used kinds of sensors: they are cheap,
rugged, practically maintenance free and easily integrated into virtually any kind of
application design [6]. Typical examples of Hall-effect sensing applications can be found
in crankshaft position or speed sensors, proximity sensors, office machine (copiers, fax
machines, printers) sensors, anti-skid sensors, door interlock sensors, etc. Hall-effect
plays an important role also in the electric drive industry: it is found as the sensing
principle in high bandwidth linear current sensors and both in binary (digital) and linear
position sensors.

It is known that when a current-carrying conductor is placed into a magnetic field, a
voltage will be generated perpendicular to both the current and the field. This principle is
known as the Hall effect. Fig. 3.2.9 illustrates the basic principle of the Hall effect. It
shows a thin sheet of semiconducting material (Hall element) through which a current is
passed.
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Figure 3.2.9 Hall effect principle, no magnetic field.
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Figure 3.2.10 Hall effect principle, magnetic field present.

The output connections are perpendicular to the direction of current. When no
magnetic field is present, Fig. 3.2.10, current distribution is uniform and the potential
difference across the output is not observed. When a perpendicular magnetic field is
present, as shown in Fig. 3.2.11, a Lorentz force is exerted on the current. This force
disturbs the current distribution, resulting in a potential difference (voltage) across the
output. This voltage is the Hall voltage V4.

Hall effect sensors can be applied in many types of sensing devices. If the quantity
(parameter) to be sensed incorporates or can incorporate a magnetic field, a Hall sensor
will perform the task. The Hall voltage is proportional to the vector cross product of the
current i and the flux density B.

The Hall voltage is a low-level signal on the order of Vy = 30 ¢V in the presence of a
flux density B = 100uT. This low-level output requires an amplifier with low noise, high
input impedance and moderate gain. A differential amplifier is used to amplify the Hall
voltage in order to make the output usable for most applications. In order to manage both
positive and negative flux densities without requiring two power supplies, the amplifier
is biased positively. The Hall voltage is also proportional to the input current, so a
regulator is needed to maintain this current constant and maintain the output voltage only
proportional to the external magnetic field. A basic analog sensor is shown in Fig. 3.2.12.
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Figure 3.2.11 Analog output Hall-effect sensor with internal regulator.

Digital or binary output Hall-effect sensors have an output that is just one of two states:
ON or OFF. An example of a binary Hall sensor configuration is shown in Fig. 3.2.13,
where a Schmidt trigger compares the output of the differential amplifier to a set reference
voltage in order to produce the binary output: when the amplifier output is greater than
the reference, the trigger turns on, on the contrary it turns off. Furthermore, most general
purpose digital Hall-effect ICs have an internal regulator. Hysteresis, of the Schmidt
trigger, is used to avoid false triggering caused by noise in the input. As any digital circuit,
the binary Hall-effect sensor has a large immunity to noise. The trade off is quite heavy
and consists in having a 1 bit resolution, as the name “binary” implies.
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Regulator '
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|7 Element TVH D
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Figure 3.2.12 Binary output Hall-effect sensor.

Position encoders can be obtained by using Hall-effect sensors. A typical example of
a binary sensor position encoder for a PM machine is shown in Fig. 3.2.14. This low
resolution encoder is classically used to provide commutation for BLDC drives.
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Figure 3.2.13 Binary Hall-effect sensor shaft position encoder.

Three sensors are placed around the periphery of the stator, 120° electrical degrees
from each other, so that an encoder with a resolution equal to 6 is achieved. The sensors
are typically glued onto the stator with epoxy resin or mounted on external supports. In
general, the position encoder will be displaced by an angle 46 with respect to the a-axis
reference; this angle must be compensated for in the control software. The accuracy of
this encoder is dependent on many factors: the way the sensors are mounted, the type of
PM machine that is being used, the number of pole pairs, the type of magnets etc. For
example, it is more difficult to space sensors correctly on slotless machines than it is on
slotted machines because there are no teeth that can help as an angular reference. Another
difficulty arises in high pole number machines because the mechanical angle at which the
sensors must be spaced decreases proportionally to the number of pole pairs. Even if the
sensors are correctly spaced there is no guarantee on the accuracy of the measurements:
variations in magnet flux levels between adjacent magnets or due to temperature effects
or variations in hysteresis levels between sensors will decrease the accuracy of the
encoder. In addition, the armature reaction can be strong enough to cause an error in the
measurement that is dependent on the current density that is circulating in the stator
windings.

3.2.4 Capacitive Encoders

A capacitive encoder uses the change in capacitance value of a capacitor as a means
to measure displacement [7]. Typically, the capacitive sensor’s principal elements are
arranged so that the capacitance changes as a moving elements displace relative to the
stationary plates of the capacitor. Capacitive encoders is a relatively new introduction,
there are only a handful of vendors for capacitive encoders, but their suitability for
applications requiring high precision and durability make them a good choice.

Transmitter Disk Reciver

Figure 3.2.14 Capacitive Encoder.
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Capacitive encoders work by transmitting a high-frequency signal through a rotor that
is etched with a sinusoidal pattern [8]. As the rotor moves, this pattern modulates the
signal in a predictable way. The receiver reads the modulations, and on-board electronics
translate them into increments of rotary motion.

Optical Capacitive
Figure 3.2.15 Optical and Capacitive discs.

Optical encoders cannot work in harsh environments like those with dust, moisture,
frequent mechanical vibrations, and high temperature, because the optical disc inside the
encoder is easily affected and damaged by ambient factors [9]. Furthermore, optical
encoders have only a light beam focused at a certain point on optical disc, instead the
whole area of a capacitive encoder board contributes to the output signal. This makes
capacitive versions more robust, less susceptible to contamination and less influenced by
temperature variations than optical encoders are. And with no LED to burn out, capacitive
encoders can achieve a much longer life than optical versions. They are also more
efficient, with current consumption typically less than /0 mA as compared to the 20 mA
or higher consumption of an optical encoder.

3.2.5 Magnetic Encoders

Magnetic encoders are inherently rugged and operate reliably under shock and
vibration and high temperature. Magnetic pollution can degrade rotary magnetic encoder
performance, but other contaminants do not. Therefore, rotary magnetic encoders are
often used instead of optical encoders [10]. Passive variable reluctance or magnetized
strips on a rotating code rotor, wheel, or band are sensed by either a Hall-effect or
magnetoresistive sensor. Motor speed and position accuracy dictate which of the two is
better suited for an application.

Among magnetic encoders we can distinguish several technologies which are using
this principle to convert magnetic field into a physical quantity useful in electronic
devices (typically current or tension). The most common are inductive encoder, magneto-
resistive encoder and Hall effect encoder [11].

Based on the geometrical aspect of the magnetic encoder, it is possible to distinguish
two kinds of encoders:

1. On-axis encoders: an encoder that is located on the rotation axis of a generic rotor.

2. Off-axis encoder: an encoder that is located outside of the rotation axis of the
rotor.

When the motor shaft rotates, the magnetic field created by the ring magnet rotates. A
Hall element placed next to the ring magnet receives a magnetic field whose strength and
direction change simultaneously [12]. The Hall element detects this change in magnetic
field distribution and converts it into an electrical signal. The Hall element is a magnetic
sensor that can only detect the strength of a magnetic field in a single direction. Therefore,
in order to detect the rotational position, Hall elements are required to detect the magnetic
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field strengths of the X-axis component (Bx) and the Y-axis component (By) of the
rotating surface.
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Figure 3.2.16 On axis configuration magnetic encoder and magnetic flux density strength detected by
Hall element [12].
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Figure 3.2.17 Magnetic density field input to Hall element in Off-Axis configuration [12].

3.3 Mathematical Formulations of the Quantized Rotor Position
and Angular Speed

Recently, particular interest has arisen for low-cost position sensors. For example,
magneto-resistive and linear Hall-effect sensors have been investigated in [13]-[16]. The
main concern of these technologies is their limited accuracy and ways to improve it have
been proposed in [15]. Other contributions have focused on low-resolution binary Hall-
effect sensors, [17]-[22]. In these contributions the main concern is the quantization noise
present in the measurement and ways to reduce it have been investigated.

Although it is known that as the sensor resolution decreases speed estimation
deteriorates, [23]-[24], a complete understanding of the effects of position sensor
resolution in VSDs has yet to be obtained. One fundamental, yet open issue is: how does
a specific sensor resolution impact the performance of the drive under periodic torque
disturbances? Such knowledge would be of great help to an engineer when selecting the
resolution of the position sensor, in order to minimize the cost and achieve the required
disturbance rejection at the same time. Some studies have analyzed the torque ripple
induced by the resolution of the rotor position sensor, [25]-[28]. However, the main
limitation in these papers is that the effect of finite resolution is modeled as an error in
the rotor position measurement; this approach doesn’t allow to distinguish accuracy from
resolution and therefore gives limited insight into the effects of resolution alone.
Conversely, a much more insightful way to model resolution is via spatial Fourier analysis
of the rotor position space vector, [17] and [29]. Although it is known that these so-called
spatial quantization harmonics generate ripple in the speed estimation, no direct
theoretical connection has ever been derived.
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These contribution intends to complete the spatial Fourier approach by deriving the
missing link between the spatial quantization harmonics in the measured rotor position
and the time harmonic ripple in the estimated speed. It is shown that this link resides in
a new concept, i.e. the instantaneous quantized speed, which constitutes the effective
input to any speed estimation algorithm. Time harmonic expressions for both quantized
position and instantaneous quantized speed that are valid under periodic torque
disturbances are also derived. Numerically verified analytic expressions are provided for
a well-known observer structure to quantify its filtering action on the instantaneous
quantized speed.

The measured, spatially quantized rotor electrical angle 6. can be interpreted as a
quasi-rotating space vector @5%(6..) in the stationary reference plane, where 6. is the
instantaneous rotor electrical angle. Its locus corresponds to the vertices of a regular
polygon with Nps sides. As an example, Fig. 3.3.1 depicts the @ag®(8..) loci for two
different resolutions.

~

ﬂ A
@aﬂ(q) —_— @aﬁ(q)

NDS=6 NDs=32
Figure 3.3.1 @49(0,.) loci for Nps = 6 and Nps = 32.

Such a spatial representation is valid for any Nps and its analytical formulation, in
terms of a spatial Fourier series, was derived in [29] and is reported in (3.3.1), where G
is the instantaneous rotor position. In addition to the fundamental space vector, which
would be the only vector present for an infinitely high resolution, there are positively and
negatively rotating quantization harmonic vectors produced by the finite resolution of the
position sensor interface. The harmonic order and amplitude of these vectors both depend
on Nps.

+oo

@aﬂ(q)(ere) _ ej(ﬁ,.@.ﬁ) N Z |:_ 1 e-_i((ank-l)ﬁwﬁ) N 1 e_i((NmkH)m.Nim):' (3.3.1)

Nps k-1 Npsk+1

k=1

3.3.1 Formulations Under Constant Speed

In general, any temporal formulation of (3.3.1) is obtained by specifying how 6.
depends on time. The simplest case is for a constant electrical angular frequency
Wre0=27fre0, 1.€. @ constant speed of rotation. The mathematical formulation of @xg(r)
in this case is given by (3.3.2), by substituting G.=wreot.
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Though straightforward, this models an ideal scenario since it implies the absence of
any torque disturbance on the shatft.

Fig. 2 shows the harmonic spectrum of @ug?(f) for Nps= 6 and @0 =2710 rad/s. The
only physically meaningful harmonic containing the sought-after position information is
the fundamental, shown in red. All the other harmonics are an undesired effect of the
finite resolution of the position sensor interface. In Fig. 3.3.2 the first order quantization
harmonic vectors (k = 1) are the negatively rotating fifth and positively rotating seventh.
Each harmonic vector is separated by Nps times the fundamental frequency, i.e. six times
in this case.
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Figure 3.3.2 Harmonic spectra of @aﬂ(q)for wre0 = 275 rad/s and Nps = 6.

As an alternative to the space vector formulation, the quantized electrical rotor angle
0..(t), i.e. the phase angle of @@ (1), is equal to:
+00

2 .

k=1

It should be noted that (3.3.3) is not a Fourier series representation of 6. since the
term @0t 1s not periodic, [30].

While the rotor rotates continuously at a constant speed, @ag? rotates discontinuously
around its locus in the complex plane, like the ticking of a clock hand. Its speed,
henceforth named instantaneous quantized speed w,.'?(?), is defined as the time derivative
of 6.(t):

(9),
6 "(1) (3.3.4)

@) =
o) ="y,

-9(t) is highly discontinuous and jumps between zero and infinity at each variation
in the position measurement. For the case of constant speed of rotation, @.'?(f) is
obtained by differentiating (3.3.3):

+00
() = @0+ Y, 2re0 cOS(Npskwreot) (3.3.5)
k=1

The above is a Fourier series, indicating that @,.?(¢) is a periodic waveform in these
operating conditions. An example, a reconstructed @, Y(f) waveform with kuax = 100 is
shown in Fig. 3.3.3a, for the same resolution and operating conditions of Fig. 3.3.2; @0
is also shown as a dashed line. As expected, w.?(¢) features significant impulses every
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time the position measurement changes. Fig. 3.3.3b shows its harmonic spectrum, which
has an infinite number of equally spaced quantization harmonics at kNpswrep, With
amplitude 2w.0; the only physically meaningful harmonic, i.e. the dc component, is
shown in red.

Due to the speed dependent nature of the harmonic frequencies, the quantization
harmonics are spaced further apart from each other as speed increases.
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Figure 3.3.3 Instantaneous quantized speed @ for Nps = 6 and w0 = 2710 rad/s. (a)
reconstructed waveform for kma = 100. (b) corresponding harmonic spectrum.

3.3.2 Formulations Under Single Sinusoidal Disturbance

So as to model a more realistic condition, it is now assumed that a single sinusoidal
torque disturbance 7, acts on the shaft, while it is spinning at an average speed
corresponding to an electrical angular frequency @,. In this case, the instantaneous
electrical speed includes a co-sinusoidal oscillation with an amplitude Aw;., a frequency
wa=2nfa, and a phase @u:

Wre(t) = Wren + AreCOS(@at+@a) (3.3.6)
Its integral provides the instantaneous rotor position:
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t
Ore(t) = fa)re(/l)dxl = Wreot + %sin(a)dﬁ(od) (3.3.7)
0

By substituting (3.3.7) into (3.3.1), a novel expression for @ag@(f) is obtained, (3.3.8),
in which a sinusoidal term is present in the phase angle of each harmonic space vector:
Ouf? undergoes a process of phase modulation for each harmonic space vector, just like
in the renowned telecommunications technique, [31]. Applying the Jacobi-Anger
expansion to each harmonic space vector in (3.3.8) leads to the Fourier series in (3.3.9),
where J, is the n-th order Bessel function of the first kind and its argument

(Npsk+1)Awyre/wa 1s the k-th order modulation index.

+00
Nps k-1
P (3.3.8)
L1 ej((Nmkﬂ)(w,-mz#‘T“’;“sin(wdzw))N—”m)}
Npsk+1
+o0 |: T +oo too
Ay ] (wreo+nwd)t-_+n¢7d} { 1 Awy,
)(f) = e Nps R .
Ouf (1) E Jn( a)d)e B +Z ok E A
_ k=1 n=-00
= (3.3.9)
+o0
E {[(Nus k-1)@re +nm;]t+NLDS+nm,} 1 Awye) i {[(ijﬁ Daro +"“’”]"NLD;+’“/"’}
¢ +NDSk+I Sn\ (Nosk+1) Wy ¢

To gain more insight into this phenomenon, Fig. 3.3.4 shows the harmonic spectrum
of @u? for Nps = 6, assuming that the rotor is rotating at @0 = 210 rad/s and is
subjected to a single sinusoidal torque disturbance at f; = 11 Hz, which induces a speed
oscillation with amplitude Aw,. = 27 rad/s.
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Figure 3.3.4 Harmonic spectrum of @ag? for wreo = 2710 rad/s, Awye = 27 rad/s, s = 0 rad and wq
= 27xll rad/s. (a) Nps = 6.

Compared to Fig. 3.3.1, additional harmonics are visible at fr.o £ fa, -(Nps-1) freo % fa,
(Npst1) freo £ fa, etc. All of these can be explained by a term-by-term examination of
(3.3.9), as done in the following.

The Jacobi-Anger expansion of the fundamental space vector produces an infinite
number of harmonics at frequencies f-.o+nfs, with n varying in the range {-00, +o0t. Each
harmonic has an amplitude J,, which depends on the order n of the Bessel function and
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on Awr./w4, 1.¢. the modulation index for k= 0. In the event of a torque disturbance with
a small amplitude and/or a high frequency, Aw./ws << 1, the only significant harmonics
produced by the modulation of the fundamental space vector are at f-.o and at fr.o £ fa,
with amplitudes Jo(Awr/was) and Ji(Awre/wq), respectively. This effect is known as
narrow-band modulation. The modulation index for £ = 0 is equal to 0.0833 for the
spectrum in Fig. 3, confirming narrow-band modulation; this explains the presence of
harmonics at f.o and at f..o £+ f7 in both spectra. Conversely, whenever Aw,./ws >> 1, i.e.
in the event of a torque disturbance with a large amplitude and/or a low frequency, upper
and lower sidebands will appear around f..o, giving rise to wide-band modulation. By
extending this analysis to the higher order space vectors, narrow-band and wide-band
modulation will occur depending on whether the respective modulation indices,
(kNpst1)Awre/@q, are much smaller or much greater than unity. In Fig. 3.3.4, the two
modulation indices for k£ = 1 are still small, thereby explaining the presence of harmonics
at -(Nps-1) freo = fa and at (Npst+1) freo £ fa. For higher order harmonic space vectors, the
modulation becomes wide-band and the harmonics spread out.

For the same operating conditions, the scalar form of the quantized electrical rotor
angle is given in (3.3.10) and its Bessel function equivalent representation is provided in
(3.3.11). The resulting @.“(¢) is reported in (3.3.12) and is obtained by differentiating
(3.3.11) with respect to time.

+o0
0-LD(E) = Wreot + %sin(a)dt-ﬁ-@d) + Z ﬁsin(NDsk(a)wot + %sin(a)dt-ﬁ-q)d))) (3.3.10)
=1
+o0 +0o0
0.(t) = @ret + %sin(wdﬁgodﬁZﬁZJn(%j%) sin((Npsk wreotnwa)t+n @a) (3.3.11)
=1 n=-c0
+o0 +o0

2 NpskAwye
@ dN(t) = Orev + Awrecos(wat+qa) + Z Nosk E Jn (DSwa) (Npskarertnmd) cos(Npskaorotnaoat+npy — (3.3.12)

k=1 Hmot
Fig. 3.3.5 shows the spectrum of @.?. Compared to the case of constant speed, a
significant number of additional harmonics appear, featuring amplitudes comparable to
the average speed weo. For instance, significant harmonics are now found at frequencies
Nbpsfreo-fa and Npsfreotfa. In such a case it would be practically impossible to estimate the
actual speed alone, i.e. the red harmonics, without introducing a non-negligible amount of
quantization harmonics into the estimate.
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Figure 3.3.5 Harmonic spectrum of @n'?, using kmax = 100 and nya = 28, for

Wreo = 2710 rad/s, Awe = 27w rad/s, fa = 11 Hz, ga = 0 rad and Nps = 6

Resolution plays a key role in the spectral distribution of @,?: by increasing Nps, all
the quantization harmonics move to higher frequencies, facilitating their filtering by
means of a speed estimation algorithm. This is confirmed in the harmonic spectra of @9
shown in Fig. 3.3.6, which have been calculated for values of Nps ranging from 32 to 1024,
under the same torque disturbance as in Fig. 3.3.5. Carson’s rule, [32], can be used to
predict the approximate bandwidth occupied by each harmonic sideband, BW;:

NpskAw
Bmzm(” m+0

T o (3.3.13)

Applying (3.3.13) for k=1 gives By = 86 Hz for the bandwidth of the sideband shown
in Fig. 3.3.6a, Bw; = 534 Hz for Fig. 3.3.6b and By; = 2070 Hz for Fig. 3.3.6¢c. Good
agreement between the predicted and actual bandwidths can be observed.
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Figure 3.3.6 Harmonic spectra of 'V, for o = 2710 rad/s, Awve = 27 rad/s,

fu=11Hz, 4= 0rad. (@) Nps = 32. (b) Nps = 256. (c) Nps = 1024.

3.3.3 Formulations Under Periodic Disturbance

The previous case can be extended to the case of a generic periodic torque disturbance
composed of & harmonic components. Analytical expressions for @ug?(f) and w-"!(?)
are obtained by following the same procedure as above, i.e. by integrating the
instantaneous electrical frequency @y.(f) to obtain (). Substitution of the resulting
6.(t) into (3.3.1) and application of Jacobi-Anger expansions leads to (3.3.14).
Differentiating (3.3.14) with respect to time results in the expression for @.?(f) shown

in (3.3.15).
+00 +00 B B
Awre Are, il (@0 +2ni0a)+ Y i ,—%
oo Sfa) S 2],
@dl Wdh
nj=-0 np=-0
+o0 +o0 +oo [ I ] h
Z i Z Al Z Awver) { Wosk- vt Enans |+ Lnus;
+ “Nos k1 Jni ((NDSk—]) o ) Jnh ((NDS k-1 o ) € i= = (3 3. 14)
k=1 nj=-0 Njp=-0
+00
+00 [ i ] i T
] Awrel Awren) 1 { (Noxk+1)m,cu+7 i i t+7 "’W"N_Ds}
+ Nosk+1 ZJn/ ((NDS k+1Y ol ) E Jnh ((NDS k+1 )_C!)dh )e i i-
ny=-0 np=-0
f +o0 +o0 +o0
2 NpskAa) 1 NpskAa)r h
Core(q)(t) = Wreo + zAa)reicos(wdit+(odi)+ é Npsk E Jnl( a1 = |- E Juh O =

i=1
k=1 nj=-0

i i i =0 (3.3.15)
+ (NDSk w)‘e()""zniwdljcos((NDSk w)‘e()+zniwdl)t +Zn[¢dlj

i=1 i=1 i=1

As an example, Fig. 3.3.7 displays the harmonic spectrum of @.'? for @.o = 210
rad/s and Nps = 6, with the shaft subjected to a periodic disturbance consisting of two
harmonic components, leading to speed oscillations having Awr.; = 2w rad/s, far = 7 Hz,
oa1 = 0 rad, and Awye>= 2w rad/s, fa2 = 12 Hz, @2 = 0 rad. Compared to Fig.3.3.5, a
significant increase in the number of harmonics is clearly visible, as result of the
interaction between the two disturbance harmonics and the spatial quantization
harmonics.
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Figure 3.3.7 Harmonic spectrum of @Y, for wyep = 2710 rad/s, Awye; = 2 rad/s, far = 7 Hz, g =

rad, Awye> = 27w rad/s, fa = 12 Hz, @i = 0 rad and Nps = 6.

3.3.4 Extension to Non-Peri

odic Disturbance

0

As demonstrated above, analytical expressions of @ ?(f) can be obtained by
differentiation of 6./ (¢) with respect to time, provided that the quantized position can be
expressed in closed form. When this is not possible, for example in the event of

nonperiodic torque disturbances,

@9(f) can still be calculated via numerical

differentiation if 6.(f) is available from measurement or from simulation. Fig.3.3.8
shows this for the case of two successive torque disturbance pulses which cause the rotor
speed to increase and then decrease linearly. The instantaneous quantized speed is
calculated using the forward Euler method:

O V[ (k+ ) T.]-0V[kT,]

ol (f) = T (3.3.16)
with T equal to the sampling period of &.%(?).
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Figure 3.3.8 w.(t), 6.V (t) and w,.V(t) for the case of a nonperiodic torque disturbance with Nps = 6
and T = 1 us.

3.4 Speed Estimation Techniques

In an electric drive, rotor position measurement is required to ensure high dynamic
performances. In many applications, where the speed feedback is required, such as in
VSDs (Variable Speed Drives) widespread in many industries: manufacturing industry,
automotive, naval, aerospace, etc. wherever speed control is required for energy saving
or for process control.

The position transducer is considered the best compromise in terms of preference and
costs for speed controlled drives. The position transducer is sufficient both to realize the
vector control of the electric machine and to realize the speed and position control loops.

Different techniques can be exploited to estimate the angular speed, starting from the
measurement of the rotor position; the choice of one technique rather than another may
depend on various factors, such as the position sensor technology, position sensor
resolution, minimum and maximum speed, etc.

Regardless of the factors of choice the estimation techniques can be classified into
model-based and non-model-based methods, [33].

3.5 Model Based Speed Estimation Techniques

Among the former group, which require knowledge of the mechanical model of the
load, one can mention vector tracking observers and Kalman filters, [1], [34]-[35]. The
main advantages of model-based methods are their performance and design flexibility.
Disadvantages arise for particular applications in which the mechanical proprieties of the
load are unknown. For these, it is quite common to use non-model-based methods, which
don’t require any additional information other than the position measurement.
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3.5.1 Luenberger Observer

Knowledge of the system's state is necessary to solve several control systems
problems; in the most feedback control systems is not possible to measure the system's
state directly, for instance the rotor speed estimation in electric drives; or even when,
although it is possible to measure the system's state the measurement errors is greater than
the errors computed by system's state estimation, for instance when the rotor angular
position measurement is carried out by low resolution sensors.

If the system's state estimation to be possible, it is necessary that the system must be
observable. In this way it is possible to reconstruct the system's state from the system's
output observation. The observer characterization depends on its convergence velocity.

In control theory, the so-called Luenberger observer, is a dynamic system that allows
to estimate the state evolution of the observable system.

Typically, when the characterization depends on the convergence velocity a
deterministic observer, such as Luenberger observer, is defined; when the
characterization depends on the uncertainty of measurement, a non-deterministic
observer, such as the Kalman filter, is defined.

Fig. 3.5.1 shows a typical control structure that uses a state observer:

) 3 p

Controller —@—>{ Process y(t)

x(1) :
v
Luenberger
Observer

Figure 3.5.1 Typical control system structure with an observer.

Given a linear time invariant dynamic system (LTI), it is characterized by the
following equations of state:

{x(r) — Ax(0) + Bu(t (3.5.1)

y®) =Cx@®) +Du()
In Fig. 3.5.2 a general Luenberger observer structure is presented:

%(t) ()

Luenberger Observer

+

Figure 3.5.2 Luenberger Observer: Typical Structure.

From Fig. 3.5.2 it is possible to compute the derivative of the estimate state x(2):

)AC(I) =A%® +Bu@® + L (@ -5@1) (3.5.2)
Starting from the definition (3.5.3) of the asymptotic observability of the system’s state:

lim fe(t) - (1)l = 0 (3:53)
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This limit (3.5.3) is also valid for the derivative of the estimated state:

lim (0 - £(0) = 0 (3:54)

Therefore:

) -2 =4-1) (b -H) (3.5.5)

A necessary and sufficient condition for (3.5.3) is that all eigenvalues of the matrix 4o
= (A — L C) have a negative real part. This matrix is called the state matrix of the dynamic
system of the (3.5.1) with included Luenberger observer. The Luenberger gains matrix L
exits if and only if the system is completely observable. A necessary and sufficient
condition for an LTI dynamic system to be completely observable is that the observability
matrix O has maximum rank.

CA
o= . (3.5.6)

C A™!
Since it is necessary to estimate the rotor speed of an electric motor, the mechanical
system to be considered is:

. da)rm
Te—TL_J dt +Fa)rm

3.5.7
_ derm ( )
Orm =" g
By rewriting the (3.5.7) in matrix form:
F 1
d| @m 70| Om N
E{ }: J [ }r J (T - Ty) (3.5.8)
Hrm Hrm
10 0
In (3.5.9) can be summarize the matrices related to the above model (3.5.8).
F 1
=0 =
A= J B=|J| c=[01] D=0 (3.5.9)
10 0
The observability condition is computed and verified in (3.5.10):
C 01
O:[CA}:[IO} det(O) # 0 (3.5.10)

Starting from (3.5.10) the state matrix of the dynamic system with included the
Luenberger observer is given:

F
AOA-LC['J'I’] (3.5.11)
1 -

/1]‘2:-(12 +9¢V(12;92-4(12§+hj (3.5.12)

From (3.5.12) it is possible to choosing appropriately the desired eigenvalues desired

A1,2 from choosing the Luenberger matrix L gains /; e .
Finally, the control speed structure with estimated speed by Luenberger observer is

shown in Fig.3.5.3:
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Figure 3.5.3 Control System with the Luenberger Observer

3.5.2 Vector Tracking Observer

The Vector Tracking Observer (VTO) is a non-linear adaptation of a Luenberger
observer, in which vector cross-product phase detection is used, similar to that used in a
PLL (phase locked loop). Typically, this observer is used in several areas concerning the
position sensorless control of AC machines.

Fig. 3.5.4 shows the continuous-time block diagram of a VTO: the observer is
estimating a generic rotating vector @gp and produces estimates of the angular position,
or phase, and of the input speed. Four constructive parts of the VTO are highlighted: the
phase detector of the vector cross product, a controller, a physical system model and a
vector model.

Vector Cross- Controller Mechanical System Model
Product
1 > k; A A
S 1 Tcﬁf —> W/
A
Oup +|| A %+ p 1 1| Ou
> ksa ¥ = Lg- —_ » — » — >
= X ¢l 7 s s
A AN
Oup s > b,

Unit Vector

A
Jb |
<

e

Figure 3.5.4 Non-Linear Vector Tracking Observer (VTO) block diagram.

The vector cross-product is responsible for the observer's non-linearity and its nature
of vector tracking, which makes it extremely similar to a PLL. The controller is essentially
a proportional, integral and derivative regulator (PID) and is present to force the
convergence of the estimated vector towards the input vector; the estimated vector is
formed using the estimate of the outermost state in combination with an appropriate
vector model: in Fig. 3.5.4 the vector model was formed by assuming an input vector in
continuous rotation. Finally, a physical system model must also be present because an
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adequately trained observer should produce consistent estimates of the physical states: in
Fig. 3.5.4 the physical system is assumed to be a rigidly coupled mechanical system, with

zero damping, where pp is the number of polar pairs of the machine and J is the
estimated total inertia of the system. A feedforward input can also be recognized in the
physical system: a correct feedforward helps to maintain good tracking properties above
the observer's bandwidth. In addition, the controller output can be used as a limited
bandwidth noise estimate, as shown in Fig 3.5.4. The quality of the noise estimate
depends on many factors, including the quality of the feedforward signal, the bandwidth
of the observer and also the feedback vector model. If the feedforward input is not present,
the structure becomes that of a state filter and will have reduced tracking properties above
the filter bandwidth.

An alternative structure which avoids the unrealizable derivative present in Fig. 3.5.4
is shown for this particular physical system model in Fig. 3.5.5.

Vector Cross- Controller Mechanical System Model
Product 1 asel_unenh
A A A
> ; » kza l Tcﬁ‘ a)e]_enh
A
0, +[|_ P & 6.1
5% S I v SN SN 1l
g J s s
A M,
Oy N | PP
b, > JT
Unit Vector
enge/ <

Figure 3.5.5 Alternative Structure of a VTO.

The general input/output characteristics remain unchanged, however there are two
important internal changes. The first is that, since the derivative action is shifted to the
speed state, the output of the PI controller cannot be considered a coherent disturbance
estimate. Secondly, two speed estimates are now available, one that comes directly from
the state integrator and is referred to as the "unenhanced" estimate, the other that also
contains the term of the derivative action and is therefore an "enhanced" estimate ". Both
estimates can be used, although the “unenhanced” version is not consistent with the
estimated position and the two signals have different dynamic properties. In particular,
since the enhanced signal is the same as the speed estimated in Fig 3.5.5, it has the same
properties in terms of noise rejection; the “unenhanced” signal instead has reduced noise
rejection properties because it is formed without the contribution of the derivative action
of the controller.

The analysis of the operating point of the VTO was performed for the first time in [38].
The operating point model is obtained using a first order Taylor series approximation
around a specific equilibrium point; this requires taking the partial derivative of each state
with respect to all the states and inputs of the system.

Assuming the both input vector and the estimated vector have unit amplitude, and
defining &o as:

AN
gezgre' ere (3513)
the result of the vector cross-product at the VTO input is:
|@aﬁ X @aﬂl = Sin(ere X é\re) = Sil’l(é‘&) (35 14)

The open loop transfer function is:
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ksa kia
¢+ —

ba b(l b(l
Cls) = Jpp 5 (3.5.15)
So the estimated position, i. e. phase of the estimated vector, ) re 1S Obtained as:
s+ %S %
= (C(s) sin(&y) = app P sin(&v) (3.5.16)
J

By considering the position error defined in (3.5.13) the expression (3.5.16) can be
rewritten as:

ksa oy kia
ba ba ba .
1/?\7]? a $in(£0) = G- &0 (3.5.17)
J S
By applying the derivative in (3.5.17) and rearranging this equation obtain:
ba ksa  kia
&3 89+_BB(S +b s+b)s1n(€9)—s Ore (3.5.18)
J a

If the acceleration is assumed constant, the right part of (3.5.18) is zero and by
transforming the equation (3.5.19) into the time domain yields:

d36'6’ ba 280 ba . deo\2 ks deo ki .
22t _fg cos(&0) 72 df _gﬂ sm(ge)(zj + _gg COS(EQ)E - _fﬂ sin(e0)  (3.5.19)

This is the global non-linear differential equation for the VTO as a function of the
position estimation error &.

The only partial derivatives that differ from the observer's actual gains are those
relating to the result of the vector product (3.5.14). These partial derivatives are:

&’si
TS 1 b = 050~ D (3.5.20)

Psi
%@meo, brer = - c08(Gur - Ore0) (3.5.21)

where 6.0 and 0 re0 are the rotor position and estimated rotor position values in an operating
point condition, respectively.

In Fig. 3.5.6 shows the resulting small signal model, formed using the equations
(3.5.20) and (3.5.21):
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Figure 3.5.6 Small Signal Model of VTO.
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Starting from the small signal model of VTO it is possible to define the closed loop

AN
transfer function, defined as a ratio between the estimated rotor position &, and input
measured rotor position Gro:

Oro(s) ks’ +hos ths
ere()(S) - 53 + k] SZ + kZ s + k3

Wyro(s) = (3.5.21)

However, as the estimated speed, carried out of the VTO, is required in closed loop
speed control it is possible to rewrite the VTO closed loop transfer function as:

é\reO(S) . 0/51"60(3) . ki S2 +hkrs + ks
HreO(S) a a)reO(S) B 53 + ki SZ +kys + ks

Wyro(s) = (3.5.22)

Since the VTO provides two different estimated speed it is necessary to write two
different closed loop transfer function. By considering the transfer function (3.5.22) it

would be noted that the estimate speed @0 coincides with the enhanced estimated speed

/\ .
Wre_enh0:

A
Wre enhO(S) _ ki 52+ kos + ks
oreo(s) S T kis?+Hkas ks

Wyroenn(s) = (3.5.23)

while the transfer function related to the unenhanced estimated speed is given by:

a/}re unenhO(S) _ kos + ks
Wreo(S) sk s? +kos + ks

WVTOunenh(S) = (3 S 24)

In Fig. 3.5.7 the step time responses are shown of the both enhanced and un enhanced
closed loop transfer functions of the VTO.
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Figure 3.5.7 Step Time Response of the VTO closed loop transfer functions.

It can be noted that the enhanced estimated speed has a better dynamic transient then
the unenhanced estimated speed considering the same VTO model parameters and
controller gains.
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By exploiting the small signal model of the VTO, it is possible to tune the observer
and choose its dynamic performance and position estimation, speed enhanced and
unenhanced. The tuning procedure of the VTO will be fully described in the next chapter.

3.6 Non-Model Based Speed Estimation Techniques

When the mechanical load is unknown, it is often convenient to use non-model based
methods. In general, in these models, the signals coming from the position sensor are
processed to estimate the speed.

Several algorithms have been presented in literature, based on the Taylor series
expansion [24], [33], [37]-[41], the backward difference expansion [33], [42] and the
least-squares fit [1], [33], [41].

Non-model-based algorithms can be classified into two broad types of velocity
estimators, according to how time and position information is acquired.

An encoder typically produces two square waves in quadrature. Each transition of both
waves is detected as an encoder line, so it is possible to count the number of encoder lines
in a given period or the to measure the time between two lines of the encoder. In both
cases, only one variable is measured and the other variable is assumed to be constant,
which leads to a class definition of the speed estimator. Speed estimators implementing a
"fixed time method" (FTM), those in which the time between successive samples is
known (at least approximately) and the distance traveled in this fixed time interval is
measured by counting the encoder lines. In case of “fixed position method” (FPM) speed
estimators, the estimate is based on measuring the time required to travel two fixed lines
of the encoder.
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Figure 3.6.1 Speed Estimation from Encoder Pulses and with FTM.
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Figure 3.6.2 Speed Estimation from Encoder Pulses and with FPM.

Any numerical method that calculates a derivative from discrete position data as a
function of time can be used for a velocity estimator.

The simplest speed estimator is based on the first order approximation, i.e.,
incremental ratio [33]; in fact, by considering with A6, = G.(k) - G..(k-1) the different
between two rotor position instant counted in time interval At = t(k)-t(k-1), the speed
estimate for the k-th interval is @r.(k)= A6/ At. The speed estimators with FTM and with
FPM are mathematically equivalent, although (at first glance) these estimators appear to
be different. The speed estimates are A6,../At for both methods, with constant A6, for the
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FPM and constant Az for the FTM. Assuming accurate data measurements, both of these
methods provide an estimate of the rate for the current sample that corresponds to the
average rate in the sampling interval. During a speed transient, the "true" speed at the
sampling instant will be different from the average speed; this speed difference is
equivalent to a time delay that can degrade the performance of a control system and can
lead to instability. In general, the addition of higher-order terms should improve the
transient response [33]. For velocity estimators, higher-order approximations than the
derivative are obtained by combining the present and previous velocity estimates.

3.6.1 Taylor Series Expansion (TSE) Speed Estimator Method

Speed estimation methods introduced previously (FPM and FTM) are based on the
first order approximation of an extensive formulation that will be described below. It is
possible to estimate the velocity using Taylor series expansion of velocity [43]. The

estimated speed @(k) at the instant time # can be estimated by the TSE from the

estimated average speed @0, during the most recently measured sampling interval, at the
instant time Z:

+o00
]d(j)é\)re '
Brek) = Breo + E i (- 10) (3.6.1)
j=0

The estimated average speed @0 is estimated to occur at the center of the sampling
interval then:

N Ak
Wre) = At(k) (tx - to) = > (3.6.2)

If the TSE is truncated after the first term, the estimated speed (k) is given:
a)re(k) ~ At(k) (3‘6'3)

Note that the estimated speed in (3.6.3) is the same as the reciprocal-time estimator for
fixed position method data and is the same as the lines-per-period estimator for fixed time
method data. A comparison between the rotor shaft measured speed and the estimated
speed with first order approximation of the TSE is shown in Fig. 3.6.3:
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Figure 3.6.3 First order approximation of the TSE speed estimation with Nps = 32.
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When @y(k) is estimated from the k-th period as (3.6.3) and @.(k-1) is estimated from
(k-1)-th period as AB..(k-1)/At(k-1), the first derivative of the velocity at the middle of the
k-th period can be approximated by:

ddveo(k) Adye reok) - Breo(k-1)
a = A " At(k)

Higher order derivatives of @.o(k) are also approximated in a similar expression of the

(3.6.4) by:

(3.6.4)

d 9 &reolk)  Ad""  Dres" (k) - BreoV (k-1)
a? T AT At(k)
Some simple examples of the different TSE order approximation are presented below.
The first order approximation is already presented in (3.6.3), then the second order TSE
approximation is computed in (3.6.6):

(3.6.5)

A A 1 dc/l\)reO
a)reﬂc) = Wrep + 7 dt (tk - tO) (366)

Starting from the approximations defined in (3.6.2) it is possible to define the second order
TSE approximation of the estimated speed at the instant #(k):
A _AGre(k)  At(k) (AGre(k) Abre(k-1)
Ore(l) =400 T2 ( Ak) " A1) j
The estimated speed in (3.6.7) when the fixed position method data are considered, i.
e. the rotor position is constant during the position sensor signal acquisition AG..(k) =
A6y, = constant, is given:

Ore(k) = AGre [f(k) + é (f(k) - Am]c-l)ﬂ (3.6.8)

The estimated speed in (3.6.7) when the fixed time method data are considered, i.e.,
the time period is constant A¢(k) = T\, = constant, is given by:

A 1 1
bty = | 2000+ £ (4000 - 20.00-1) | (3.69)

In Fig. 3.6.4 1s shown the estimated speed with second order approximation of the TSE
compared with rotor shaft measured speed:

(3.6.7)
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Figure 3.6.4 Second order approximation of the TSE speed estimation Nps = 32.

The third order TSE approximation of the estimated speed is computed at the instant
t(k); in particular, the third order approximation with FPM is presented in (3.6.10) is
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presented the third order approximation when FPM is considered, while the third order
approximation with FTM is considered in (3.6.11):

1 i i IR
A 111 1 Atk) | Auk) ~ Au(k-1)  At(k-1) ~ At(k-2)
”Mbwﬁalamg+2&mw'm&4)+ 8 [ o e )] GO0
Brek) ~ Ti [Ae,e(k) + é (AOe(k) - ABre(k-1)) + é (AO(k) - 2A0.(k-1) + Aerg(k—Z))_ (3.6.11)

In Fig. 3.6.5 is shown the comparisons between the rotor shaft measured speed and the
third order TSE approximation speed estimation:
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Figure 3.6.5 Third order approximation of the TSE speed estimation Nps = 32.

Finally, a comparison between the average speed value and the estimated speeds with
the three different TSE approximations defined above is shown in Fig. 3.6.6. Although
the higher order of the TSE approximation slightly increases the dynamic performance of
the estimated speed, such as shown in Figs. 3.6.3-3.6.5, the speed ripples increase with
the TSE order approximation increasement.
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Figure 3.6.6 TSE speed estimator comparisons
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3.6.2 Backward Difference Expansion (BSE) Speed Estimator Method [44]

The BDE method for obtaining the derivative of the function #(Ge(k)) or G.(t(k)) is
developed by assuming that the actual function can be replaced by an interpolating
polynomial that exactly fits the data points. The first and higher order derivatives of the
function are obtained in terms of the appropriate finite difference approximations for the
derivatives of the approximating polynomial. For fixed position method data, the backward
difference equation is obtained by expanding the function #(k-1) in Taylor series around #(k)
and then solving for dt(k)/d B

+00
i)/ d(l)t (s
t(k-j) = t(k) + '(-JfL We((kf (3.6.12)
j=1

The first order BDE for is obtained by expanding t(k-1) using (3.6.12) and then truncating

the expansion after the first term on the right-hand side, as shown in (3.6.13):

+o0
di(k) ()’ dPt(k)
= () - (kD)) + Z ERT (3.6.13)
j=2
Then the estimated speed can be computed by the following expression:
dere 1
Wre(k) = k) — (3.6.14)
-j)’ a’%@{
(t(k) - t(k-1)) + Z 71% 469
j=2

The first order BDE is identical to the first order TSE, then the FPM and FTM
approximation are the same:

N AGul)  ABu(k)
Ore®) = et - (k1)) Aty

(3.6.15)

The second order BDE is obtained when both #(k-1) and #(k-2) are expanded in the Taylor
series of (3.6.12), and the resulting two equations are solved for both dt(k-1)/d6.. and dt* (k-
1)/d6 with third order derivative terms neglected. Then, the second order BDE
approximation for FPM and FTM are presented in (3.6.16) and (3.6.17) respectively:

Orelk) = 7 A (3.6.16)
At(k) + 5 (At(k) - At(k-1))
1
Abre(k) + 5 (A6re(k) - Abre(k))
Ore(k) = T (3.6.17)

In Fig. 3.6.7 is shown the estimated speed with second order approximation of the
BDE compared with rotor shaft measured speed:
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Figure 3.6.7 Second order approximation of the BDE speed estimation Nps = 32.

This procedure is continued to include terms containing #(k-3). Then the third order BDE
approximation for FPM and FTM are (3.6.18) and (3.6.19) respectively:

VAN AHre
Ore(k) = (3.6.18)

At(k) + é (At(k) - At(k-1)) + é (At(k) - 24t(k-1) + At(k-2))

AOe(k) + é (Abre(k) - Abre(k)) + é (A0re(k) - 2A6,e(k-1) + Abre(k-2))
Ore(k) = T (3.6.19)

In Fig. 3.6.8 is shown the comparisons between the rotor shaft measured speed and the
third order BDE approximation speed estimation:
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Figure 3.6.8 Third order approximation of the BDE speed estimation Nps = 32.

Although when the BDE order approximation increase the dynamic performance slightly
increases, as well as for TSE approximations. The speed ripples increase with the BDE order
approximation increasement, but they are bigger then the respective speed ripples obtained
with the TSE approximations.

98



s6\[rad/s] ---‘...“;Ife*g ¢ __"BpE —2™ BDE— 3" BDE,

541 |

507t
4871 I I i I i

461

44+ -

0.99 0.995 1
Time [s]

Figure 3.6.9 BDE speed estimator comparisons

3.7 Conclusions

In this chapter the contributions of my research regard the paragraph 3.3 relating on
the Mathematical Formulations of the Quantized Rotor Position and Angular Speed. The
theory developed in this paragraph completes the spatial Fourier approach to the modeling
of position sensor resolution by connecting the spatial quantization harmonics to the time
harmonic ripple in speed estimation. At the heart of the theory lies the concept of
instantaneous quantized speed, defined as the time derivative of the quantized electrical
rotor angle. This quantity plays a key role in the performance of any position-
measurement-based speed estimation algorithm since it constitutes its effective speed
input.

In particular, at a constant speed of rotation, the instantaneous quantized speed
contains quantization time harmonics at multiples of NDSfre0; while, when the drive is
subjected to periodic torque disturbances, the interaction between these and the
quantization space harmonics produces additional time harmonics in both the measured
position and in the instantaneous quantized speed, the amplitude of which can be obtained
from phase modulation theory.
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Chapter 4. Selection of Rotor Position
Sensor Resolution in AC Motor Drives

Variable Speed Drives (VSDs) are popular in many industries applications, wherever
speed control is required for energy saving or process control. Closed loop speed control
requires speed feedback, although position feedback is also mandatory for field
orientation in AC inverters and for switching in BLDC drives. Due to cost, reliability and
space constraints, the only motion sensor used in VSDs is the position sensor, so the speed
must be estimated from the position measurement, [1]-[2]. Although speed estimation is
known to deteriorate as sensor resolution decreases, [3]-[4], there is a lack of methods in
the literature for correct selection of position sensor resolution. These should allow the
designer to choose the position sensor based on the drive performance specifications, with
the aim of minimizing the cost. The following research intends to fill this gap. The idea
is to approach allows to identify the minimum rotor position sensor resolution Nps starting
from the analysis of the filtering action provided by any speed estimation algorithm on
the quantized instantaneous speed input. Appropriate system modeling is derived to link
the minimum rotor position sensor resolution with the required performance of the drive
which could be expressed in terms of maximum allowed speed ripple at minimum
operating speed, speed control bandwidth and robustness of the drive expressed by means
of the phase margin.

The procedure adopted to select the resolution of the rotor position sensor will be
applied for two types of speed estimation algorithms: the first is a model-based algorithm,
the VTO; the second concerns a non-model-based method, the FPM.

This chapter is composed as follows: a first paragraph defines the desired dynamic
performances for a VSD; then the selection of the bandwidth and the robustness by means
of phase margin; second, third and fourth paragraphs will introduces the tuning of the
current loop (the innermost), the speed loop (the outermost) and the speed estimator,
respectively; a fifth paragraph will introduce the impact of the resolution on the quantized
position measurement and in the speed estimation algorithms, for a model-based speed
estimation algorithm; finally sixth and seventh paragraphs will show the selection
procedures of the minimum rotor position resolution that guarantees the desired designed
performance.

4.1 Desired Performance in a Variable Speed Drive

In control system design it is necessary to define some desired specifications, these
can be expressed in terms of time domain specifications or through frequency domain
specifications, or by means the roots locus specifications [5]-[6]. Whatever is the type of
specification they considered guarantee specific dynamic performances in terms of
command tracking and robustness; for example, the rise time (time domain specific) is
related to the bandwidth (frequency domain specific) which is also related to the natural
pulsation (roots locus specific), while the overshoot (time domain specific) is related to
the phase margin (frequency domain specific) which is also related to the damping (roots
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locus specific). A summary the three ways to define the desired specifications for the
control systems design.

4.1.1 Time-Domain Specifications

The closed loop control system design specifications for the design often involve
certain requirements associated with the response time of the system. The requirements
for a step response are expressed in terms of standard quantities shown in Fig. 4.1.1:
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Figure 4.1.1 Generic time response of a closed loop control system.

where, the rise time ¢ is the time required for the output to pass from 10% to 90% of the
final value; the overshoot M, is the maximum amount that the system overshoots its final
value divided by its final value (and often expressed in percentage); the settling time ¢ is
the time required for the output to remain within +1% of the final value.

4.1.2 Frequency-Domain Specifications

Generally, the time domain specifications defined in sub-paragraph 4.1.1 can be
referred to frequency domain specifications and used for closed loop control systems
design and for stability and robustness analysis.

A natural specification for system performance in terms of frequency response is the
bandwidth fpw, defined as the maximum frequency at which the output of a system will
track an input sinusoid in a satisfactory manner [5]. By convention, for the system shown
in Fig. 4.1.2 with sinusoidal input 7(z), the bandwidth is the frequency of (z) at which the
output y(?) is attenuated by a factor 1/\/5 ~0.707 times the input (or -3dB). Fig. 4.1.3
graphically illustrates the idea for the frequency response of the closed-loop transfer
function defined by equation (4.1.1):

F
W(s) =1—+(1% 4.1.1)
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Figure 4.1.2 A graphical representation of a Closed Loop System.
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Figure 4.1.3 Definitions of bandwidth fpw.

In addition to the bandwidth, another specification to be defined in the frequency
domain concerns the concept of stability. In general, referring to Fig. 4.1.2, if the closed-
loop transfer function W(s) is known, the stability of the system can be determined simply
by inspecting the poles of the closed loop transfer function: if the closed loop poles values
are all with negative real part the system W(s) is stable (Rooth- Hurwitz Criterion).
However, a rigorous way to evaluate the stability condition of the closed loop function is
the evaluation of the frequency response of the open loop transfer function based on the
Nyquist Criterion which it is possible to measure the stability margins directly from two
quantities defined as gain margin M, and phase margin m.

In general, the frequency domain specifications of a control system are the closed loop
bandwidth and the gain and phase stability margins; in particular, these stability margins
can be defined by means of a single vector stability margin.

4.1.3 Robustness

The robustness indicates the ability of a control system to guarantee stability and
precision even in the presence of unknown variations of system model parameters []-[].
The unknow variations are usually divided into two groups:

* Structured uncertainties

* Unstructured uncertainties

The structured uncertainties are due to parameters well-defined within the model, an
example, for an electric motor, are the stator resistance and the magnetizing inductance.

Unstructured uncertainties are perturbations due to non-modeled phenomena; in case
of an electric motor, saturation, cross-saturation, non-linearity can be included among
these types of phenomena that are often not modeled to simplify the dynamic analysis of
the system.
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Therefore, the robust stability of the closed-loop system provides both the stability of
the system under normal conditions and the stability when perturbations are present in
the open-loop function also.

There are several methods to provide an indication on the stability margins and
robustness, but techniques of a graphic nature such as the Nyquist criterion or the roots
locus provide some simple relationships.

4.1.4 Robustness by Nyquist Theory

A robustness metric is defined by the so-called vector stability margin (4.1.2) which
represent the distance between the curve represented in Fig. 4.1.4, relative to the system
of Fig. 4.1.2, and the critical point of coordinates (-1, j0):

d = min|l+F(jw)| (4.1.2)

— _ IHFja)|

—
—_—
—
—_—

Imaginary Axis

"-‘2 -1 0 1 2 3 4 5

Real Axis
Figure 4.1.4 Vector Margin Stability Condition.

The vector stability margin gives a numerical value 0 <d <I, where 0 is an unstable
system. Engineers familiar with the classic stability margin, gain margin and phase
margin metrics can be easily derived from the Nyquist diagram, Fig. 4.1.5:
2 T T

[F(as)|

Imaginary Axis

"-‘2 -1 0 1 2 3 4 5

Real Axis
Figure 4.1.5 Gain Margin and Phase Margin Definitions.
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e Gain Margin, M,: is the maximum tolerable perturbation on the magnitude of
the open loop transfer function before the closed loop system becomes

unstable:
1
|E( )|
e Phase Margin, my: is the maximum tolerable perturbation on the phase of the
open-loop transfer function before the closed-loop system becomes unstable:
me=ZLF(jo)+180° 4)
where @ is the angular frequency at the point £LF(jwz) = 180°;, while @, is the angular
crossover frequency, when the magnitude of the open loop function is unity |[F(jaw.)| = 1.

Once these quantities have been defined, it is possible to write the stability margins in
terms of gain margin and phase margin.

When the gain margin is considered:

o If M, > I the closed loop system is stable.
o If M, < I the closed loop system is unstable.

When the phase margin is considered:

e Ifmy > 0 the closed loop system is stable.
e Ifmyp < 0 the closed loop system is unstable.

The same stability condition provided above can be evaluated by means of the Bode
plot.

The conditions provided by the phase and gain margins are of a point nature, i.e. they
concern the behavior of F(jw) only in two points of its frequency response (@ e @.). The
fulfillment of the requirements on the phase and gain margins does not generally
guarantee that the Nyquist plot of F(jw) remains between the frequencies w- and @
"sufficiently far" from the critical point (-1, j0); for this reason is necessary to define the
safety margins.

Considering the closed loop transfer function of the system model Fi,(s) and suppose
that it is affected by uncertainty AF(s), such that the effective open loop function F(s),
defined in Fig. 4.1.2, is written:

F(s) = Fu(s) + AF(s) (4.1.5)

£(s)
AF(s)
En(s)

Figure 4.1.6 Uncertainty on the open loop transfer function.

Mg (4.1.3)

Generally, the uncertainty function AF(s) is unknown but from some identification
procedures it’s possibly know its nature:
AF(s): |[Fu(jo)| S Wjw) <y (4.1.6)
Since the information on the phase of the AF'(s) is not generally available, the generic
point in the Nyquist plot of F(jw'), at the frequency ", is transformed into a circle
centered in Fu(jo’) and with radius yjw’), Fig. 4.1.7:
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Figure 4.1.7 Generic frequency point in Nyquist plot and uncertain circle.

The corresponding point to F(jo') can lie in any points inside on the circle with center
Fu(j@") and radius yj@"). In this way the Nyquist plot is transformed into an circles
envelope:

Imaginary Axis

"-‘2 -1 0 1 2 3 4 5

Real Axis
Figure 4.1.8 Uncertain in Nyquist plot.

The system is robust when the condition on the vector stability margin is:
1+ Fu(jo’)| > Wjo*) (4.1.7)
Therefore, it’s possible to define the so-called sensitivity function Su(s) whose
magnitude is:
S it = 1 - 1
SN TH Fatia)] = Wjeo)
By defining with S, the resonance peak of the sensitivity function Su(j@"), then the
resonance peak S, represent a measure of the robust stability of the system. A low
resonance peak S, value, corresponding to a higher uncertainty rejection capability of the
system:

(4.1.8)
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1
S, =< 7/ (4.1.9)
However, the uncertainty is located in the transfer function of the plant system P(s),
Fig. 4.1.9, since the controller C(s) chosen and implemented by the designer is assumed

to be free of uncertainties.

r(t) +

Figure 4.1.9 Closed Loop Block Diagram: Controller and Plant.

There are two rapresentation of uncertainty on plant P(s): additive uncertainty and
multiplicative uncertainty. In both cases, a transfer function of the plant model Py (s) is
represented, while the uncertainty effects are represented by the function AP(s).

e Additive Uncertainty Model
The additive uncertainty, Fig. 11, is represented by means the follow expression:

P(s) = Pu(s) + AP(s)  with  |AP(jo)| < (i) < i (4.1.10)

AP(s)
Limé)%*

Figure 4.1.10 Additive uncertainty model.

In this way the open loop transfer function become:
F(s) = C(s)P(s) =C(s)[Pm(s) + AP(s)] (4.1.11)
The robust stability is given by the following expression:
1+ Fu(jo’)| > Wjo") (4.1.12)
1+ Fu(jo)| > |Cjo") | yaj) (4.1.13)
Where the sensitivity function is given:

. * _ ] 1
SO ) =15 Fuio)] < [CGa) 7t @)

(4.1.14)

Also in this case, with a low resonance peak, of the sensitivity function magnitude,
wider stability margins are obtained.
e  Multiplicative Uncertainty Model
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The multiplicative uncertainty, Fig. 4.1.11, is represented by means the follow
expression:

P(s) = Pu(s)[1+AP(s)]  with  |AP(j@)| < m(i®) < yu (4.1.15)

AP(s)

Figure 4.1.11 Multiplicative Uncertainty Model.

F(s) = C(s)P(s) =C(s)Pm(s)[1+AP(s)] (4.1.16)

The robust stability is given by the following expression:
1+ Fu(jo’)| > njo?) 4.1.17)
11+ Fu(jo)| > [CGo)Pu(j") | (@) = |Fn(j ")y @) (4.1.18)

From (4.1.18) the transfer function obtained is coincident with the closed loop function
relating to the Fu(j@’):

Fui)] 1
T+ Faio)] ~ i)

(Wi = (4.1.19)

Also 1n this case, the resonance peak W), of the closed loop transfer function W (jw),
is a measure of the robust stability of the system. A low resonance peak W, value,
corresponding to a higher rejection capability to multiplicative uncertainty from control
system

e Safety Stability Margins

Starting from the vector stability margin it is possible to define the relationships of the
gain margin and phase margin, [7].

For additive uncertainty the stability margins (4.1.21) are linked to resonance peak of
the sensitivity function S (s):

! : 4 _
Si(s) = m with  §, < o Smax (4.1.20)
Smax ]
My > S -1 My > 2arcsin(2Sma) (4.1.21)

While, for multiplicative uncertainty the stability margins (4.1.23) are linked to
resonance peak of the closed loop function W(s):

) g
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1
me > 2arcsin(—) (4.1.23)

Mg>1+ W

Wmax

From these conditions, (4.1.22) and (4.1.23), it is possible to define a general condition
on the robust stability margins in terms of gain margin and phase margin, in order to take
into account simultaneously the additive and multiplicative uncertainty requirements:

Smax ]
Mg > max( D 1+ Wmax) (4.1.24)

1 1
Mo > max(Zarcsin(T); Zarcsin(WD (4.1.25)

4.1.5 Robustness by Root Locus

The roots locus is a particularly effective tool in the controller design when the
specifications of the control system can be expressed directly by means the position of
the closed-loop poles. The constraints of the poles position are:

e Damping Constraint £= £

It allows to impose the closed loop poles in a particular region of the complex plane
Fig. 4.1.12:
Ima

arcsin(€)

A\ 4

Figure 4.1.12 Damping constraint in complex plane.

The step time response of a stable continuous-time system can have oscillations
depending on the damping value of the dominant poles. Furthermore, in a closed loop
system, the damping value of the dominant poles is strongly related to the phase margin
and therefore to the robust stability of the system. In fact, if the poles move along the
negative real axis, i.e. £ = I or arcsin(&) = 0, higher robustness of the system is achieved,
1.e. higher phase margin and less oscillations are presented in the step response time [5].
By requiring that the damping value & be higher than a certain value &, is equivalent to
requiring that the transients of the system do not persist excessive oscillations before
reaching the steady state condition.

Therefore, it is a constraint on the robustness and dynamic precision of the system. A
typical damping value that guarantees robustness and dynamic precision is & = (.6 which
corresponds, for a second order system, at phase margin of about my = 60°.
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e Natural Angular Frequency Constraint @, = ®n

The constraint on the natural angular frequency corresponds to impose the closed loop

poles outside of the circle of radius @, and center of the origin, Fig. 4.1.13:
Ima

f jan
o, g

Figure 4.1.13 Natural Angular Frequency Constraint in complex plane.

In a closed loop system, the natural angular frequency of the dominant poles is
approximately equal to the crossover angular frequency of the open loop system [5]-[6].
It is therefore strictly connected to the fzw closed loop system bandwidth [5]-[6]. By
requiring that the natural angular frequency value @, be higher than an assigned value @,
, is equivalent to requiring that the bandwidth of the system has an upper limit.

Therefore, it is a constraint on the response speed of the system and is linked to the
rise time and the bandwidth

e  Maximum Settling Time Constraint -0< -0

This constraint allow to imposing the real part of the absolute value of the closed loop
poles is higher then an assigned value of the negative real axis o. This constraint

corresponds to place the poles in the follow plane s < - &, Fig. 15.
Im a

\4

Q
=

Figure 4.1.14 Maximum Settling Time Constraint in complex plane.

This condition is strictly linked to the settling time of the system and therefore to the
steady-state error. Also, in this case it is a constraint on the speed of the system to reach
the steady state condition.

4.1.6 Performances and Specifications of a Variable Speed Drive

Regarding an electric drive, in order to guarantees specific dynamic performances, by
means of a vector control, the controllers used in the current, speed and position control
loops must be properly designed [7].
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Two of the main concerns when designing the controllers used in the various control
loops of an electric drive are the dynamics and robustness of the closed loop systems
which depend on the kind of application and operating point conditions. Generally, the
controllers used in most motor drive applications are proportional-integral (PI)
controllers, as their versatility and simplicity of design allows them to be used in the most
motor drive applications.

In the speed controlled drives the only control loops to be designs are the current loop
and the speed loop Fig. 4.1.15.

Control Side

= T: .
rm C(l)
G (s) £

A
Wrm | Speed Loop Control

Electromagnetic System |T;  Mechanical System

L_’ljl’_’@ 1| Om

v

A A
Current Loop
Control

A
Wy ﬁ Decoupling of
.

Cross-Coupling

> pp

Speed
Estimator

Electromechanical System Model Side

Figure 4.1.15 Typical nested control structure: speed loop and current loop of a generic motor drive.

As the current loop is intrinsically related to a faster dynamic due to the simplified
ohmic-inductive equivalent circuit of a generic electric motor [8]-[9], Fig. 4.1.15, a higher
current loop bandwidth is selected, generally ten times larger than the speed loop which
is instead correlated to a slower dynamic related to the friction-inertial mechanical
system, Fig. 4.1.15.

4.2 Current Control Loop Design

The torque control loop is the innermost loop of the electric drives. This control loop
allows the motor to produce an electromagnetic torque that closely follows the torque
reference that comes from the outermost motion control loops. In most drives, torque
control is obtained indirectly from the current control. This paragraph will describe the
calibration of the current loop using the zero-pole cancellation method and will be
described in both continuous time domain and discrete time domain; in addition, it will
be necessary to dedicate a sub-paragraph to the so-called decoupling of cross-coupling,
which plays a key role in the calibration of the current loop using the zero-pole
cancellation method.

Before introducing the current control loop design methodologies, it is necessary to
define the mathematical model in gd-axes regarding the current loop for a generic [IPM
synchronous motor (4.2.1), from the block diagram of Fig.4.2.1.

[vq}:[m 0}[1},}{ pL, w@d}[{q}[a}mzpm} @21
vd 0 Ry 1lia -wrelq pLa |L1d 0
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Control System IPM Motor Drive

Decoupling of
Cross-Coupling

Figure 4.2.1 Current Control Loop Block Diagram for an IPM Motor Drive.

4.2.1 Decoupling of the Cross-Coupling

The so-called decoupling of cross-coupling is often performed in order to make the
action of the current loop PI controllers more efficient in a synchronous reference frame,
Cig(s) and Cia(s) for the gd-axes currents respectively. The decoupling action of cross-
coupling is carried out starting from the knowledge of the terms of cross-coupling related

to the fluxes of gd-axes:
A Ly 0|]i 0
BIRPpA bEPE a2
//Ld 0 Ld ld ﬂ/pm

As it is difficult and very expensive to carried out a direct measurement of the stator

fluxes, often the voltage cross-coupling are computed as: aA)re(ﬁd iat ﬁpm) and (f)riq ig, for
g-axis and d-axis respectively; therefore it is necessary to know the inductive coefficients and
the permanent magnet flux, which in general must be estimated. Applying the decoupling of
the cross-coupling, as shown in Fig. 4.2.1, at the equation system (4.2.1) and by assuming

that the estimated speed is approximately equal to the real speed @re = Wre, the mathematical
model of a [IPM with the decoupling of the cross-coupling is given by:

[vq}{RSOM{q}[ pL, wre(Ld-id)][iq}{a)re(zp,g- ﬁpm)} 42.3)

val LORIG | o lLy-L)  pLa |HH

Based on the equation system (4.2.3), obtained by decoupling the cross-coupling, it

shows that if the estimate of the parameters ﬁq, ﬁd, //1\pm are very similar to the actual values
(4.2.4):

N

Ly=Ly La=Li  Aom= pm (4.2.4)

Then it can be considered that the cross-coupling terms are canceled by the decoupling
terms, and therefore the equations system (4.2.3) becomes:
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The equation system (4.2.5) shows that whenever the decoupling of the cross-coupling
is carried out correctly, it is possible to consider a simple ohmic-inductive circuit for gd-
axes, this allows to simplify the design of the current loop.

4.2.2 Continuous Time Current Control Loop Design

Starting from the equation system (4.2.5) referred to the block diagram of Fig. 4.2.1,
it is possible to easily compute the Laplace transformation by replacing the derivative
coefficient p = d/dt with the Laplace coefficient s:

[ Vq(s)J _ |:Rs 0 } [lq(s)J . [qu 0 } [lq(s)} (4.2.6)
Va(s) 0 Rs1L1a(s) 0 sLallla(s)
From (4.2.6) it is possible to write the transfer functions of the current plant for each

qd axes separately, as the effects of cross-coupling have been neglected as explained in
sub-paragraph 4.2.1:

L) _da(s) 1
P =Yy "3t R PO TV TSI R,

4.2.7)

Since the current plant transfer functions have the same shape for both axes, then in
the subsequent analysis a generic ohmic-inductive circuit will be used as an example
(4.2.8):

I I
B@:é%:@+R (4.2.8)

One of the most used methods for the PI controller design for the current loop control
of an electric drive is the zero-pole cancellation method [8]-[9]. Although the zero-pole
cancellation method simplify the closed-loop transfer function to a first order system,
practically the position of the pole to be cancelled is not exactly known and furthermore,
even assuming to know this pole precisely, it is not assured that the zero of the controller
designs is exactly in the same position of the plant pole. In both cases, therefore, the zero-
pole cancellation is not exactly perfect. If the zero-pole cancellation, as often happens,
does not occur perfectly, ways are introduced in the time response of the closed-loop
system that can worse the dynamic behavior of the system.

Fig. 4.2.2 shows the block diagram of a current control loop with a generic plant
defined in (4.2.8)
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Figure 4.2.2 Current Closed Loop Control.

where Ci(s) is the PI controller transfer function and k;, ki; are the proportional and
integral gains of the PI controller respectively:

kyis + kii
Cifs) =2 4.2.9)
@s +/

kpis + ki 1 ki kii
Fifs) = Cil9)Pi(s) = T T R=SR L

RS

(4.2.10)
+ ]

Starting from the open loop transfer function Fi(s) and rewritten in Bode forms (4.2.10)
and (4.2.11) it is possible to cancel the pole of the plant P;(s) by means the controller zero
Ci(s):

kpi L
fpi _ L
ki "R (4.2.11)
In this way the open loop transfer function can be rewritten as:
ki[
Fi(s) = Ci(s)Pi(s) = R (4.2.12)

By computing the closed loop transfer function (4.2.13) it is possible to note that the
zero-pole cancellation method allow to simplify the closed loop transfer function Wi(s) at
a first order system, where the current loop bandwidth is selected in (4.2.14).

kii
__Fi(s) R
W) =T 1 = & 4.2.13)
STR
kii
& 2t (4.2.14)

In conclusion, by imposing the current loop bandwidth in (4.2.14) and exploiting the
zero-pole cancellation condition of (4.2.11), the PI controller gains are:

ki = 2nfgwiR  kpi = 27fpwil (4.2.15)
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The step response of the closed-loop transfer function Wi(s) is shown in Fig. 4.2.3,
where 500Hz current loop bandwidth is selected with the corresponded ohmic-inductive
circuit parameters R = 0.842 and L = 4.7mH. If during the current loop calibration, a
correct decoupling of the cross-coupling phenomena is guaranteed and if the zero-pole
cancellation method is performed correctly the closed loop step-time response coincides
with a step-time response of a first order system, Fig. 4.2.3.
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Figure 4.2.3 Step Response of the current closed loop transfer function.

The zero-pole map of the open and closed loop transfer functions is shown in Fig.
4.2.4, where it is possible to noted that the pole of the open loop function is well cancelled
from the zero of the controller, i.e., the zero of the open loop function.

In fact, the closed loop function (4.2.13) is characterized by one pole associated to the

desired closed loop bandwidth.
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Figure 4.2.4 Zero-Pole Map of the Current Loop.

4.2.3 Discrete Time Current Control Loop Design

Fig. 4.2.5 shows the discrete time implementation of the current loop control. Inside
the PI regulator, the continuous time integrator has been replaced by a simple
accumulator. A latched voltage interface is present to model the effect of the digital
control system on the motor voltage supply.
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Figure 4.2.5 Discrete Time Current Loop Control Block Diagram.

As shown in Fig. 4.2.5 the plant P;(s) is a continuous time system but its information
is acquired by the microcontroller, therefore it is necessary to transform the transfer
function P;(s) in discrete time domain with a sampling time 7§ by using the Z-transform.
The unilateral Z-transform is the Laplace transform of an ideally sampled signal with the
following substitution:

z=e"F (4.2.16)

where T is the acquisition time of the microcontroller.
There are several ways to approximate the Z-transform defined in (4.2.16): such as the
Euler Forward, Euler Backward and the Tustin or Bilinear approximations [6], but when
a physical signal is acquired by means of an ADC (analog digital converter), generally
the continuous time information is sampled every 7y and is acquired by the
microcontroller. Since the sample is acquired at each step, this type of acquisition is called
Zero Order Hold (ZOH) and the impulse response transfer function is defined:
]-eT J-z1
N - N

£ (ZOH) = (4.2.17)

where z 7 = T is defined as delay.
A generic transfer function H(s) that include the ZOH is given:

Hz) = (1-z7) z[@} (4.2.18)

Applying the (4.2.18) in (4.2.8) and placing 7 = R/L obtain:

(1-e77)z! (1-e77)

Piz) =% 1-e™z)"R@z-e179 (4.2.19)
While the transfer function of the PI controller can be rewritten as:
ki T, £ kp_fpk—T -5 (4.2.20)
Ci(Z)ka,--l-ﬁ:(kpi-i-kﬁTs) ~ ] :Kiz-]
where the controller gains are defined as:
Ki= (kpi + ki Ty) o= #h (4.2.21)
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Now, it is possible to compute the open loop transfer function Fi(z):

Ki(l-e™¥9) z-4
Rz-1) z-er

Fi(z) = Ciz) Pi(z) = (4.2.22)

By cancelling the pole of the plant system P;(z) through the zero of the controller Ci(z)
this equation (4.2.23) is obtained:

5 =elr (4.2.23)

Starting from the zero-pole cancellation condition (4.2.23) the open loop transfer
function can be semplified in (4.2.24):

. _ Tt
Fi(z) = Ci(z) Pi(z) = %Z (4.2.24)

Then, the closed loop transfer function Wi(z) is given:

Fi(z) Ki(l-eT7
Wiz) = 1 + Fi(z) :R(I 2+ Ki (1 - e'TS/’) (4.2.25)

Starting from the first order closed loop transfer function (4.2.25) it is possible to
impose the bandwidth:

(] _ oIt
]- Iﬂ%l = o -2afswiTy (4.2.26)
Finally, in according to the zero-pole cancellation condition (4.2.23) and the
bandwidth condition (4.2.26), the PI controller gains are obtained:

e T/t

] _ e'Ts/‘['

y R .
kpi =R (1 _ e-Z/ZfBWsz) k”. = ?s (] - e'deW’TS) (4227)

Generally, both the continuous time and discrete time designing, a rule of thumb is to
select the current loop bandwidth between 100 Hz e 1000 Hz [10]-[11].
In Figs. 4.2.6 and 4.2.7 the step time response of the current closed loop transfer
function W;(z) and its discrete time zero-pole map.
1.2 ‘
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Figure 4.2.6 Step Time Response Comparison between the Continuous Time and Discrete Time closed

loop transfer function.
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Figure 4.2.7 Discrete Time Zero-Pole Map.

4.3 Speed Control Loop Design

In those electric drives where speed control is required a speed control loop is present
outermost than the current loop, that allow to maintain the reference speed value whatever
the load torque. The electric drives that provide speed control are called Variable Speed
Drives (VSD) or Variable Frequency Drives (VFD), where the Maximum-Torque-per-
Ampere (MTPA) and Flux Weakening (FW) algorithms are typically implemented.
However, both in MTPA (until rated speed) and in FW (until allowed maximum speed)
a good dynamic performance and allowed torque load rejection must be provided by the
speed control loop [12]-[13].

This paragraph will describe the speed control loop tuning using two methods: the
pole-placement method and the Nyquist stability theory. In particular, the pole-placement
method will be defined in both continuous and discrete time domain, while the tuning
according to Nyquist theory will be done only in continuous time domain.

In Fig. 4.1.15 a generic speed control loop structure is shown, where the nested current
control loop can be neglected by assuming the follow “mechatronic assumption”: the
current loop bandwidth fzw; is much larger with respect to the speed loop bandwidth fzi«,
generally fawi = 10 fawe; therefore, it is possible to neglect the dynamics of the current
loop as it is much faster than the dynamic of the speed loop, Fig. 4.3.1:

Control (17,
w;;n + T: ,_ T. e 37N ] () 1 arm
—> Cu(s) > =] — > >
K J s

Wrm | Speed Loop Control Curreng Loop Mechanical System

Speed

Estimat .
stimator Electromechanical System Model

Figure 4.3.1 Speed Closed Loop Control

In this analysis it is assumed that the physical system is a rigidly coupled mechanical
system, thus zero damping.
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dm

Te'TL:J dt (431)
_derm o
Wrm = dt

Another aspect that cannot be neglected in Fig. 4.3.1 is that the control system includes
the speed estimator. Generally, the presence of the estimator, as we will see in the
following paragraphs, modified the speed closed loop control transfer function and
introduces a delay on the estimated speed that leads to a worsen dynamic performance of
the speed loop. The effects due to the presence of the speed estimator will be analyzed in
the following paragraph.

4.3.1 Continuous Time Speed Control Loop Design with Pole Placement

Based on the above hypotheses, the speed control loop block diagram, with includes
the speed controller Co(s) and the mechanical system Pu(s), as shown in Fig. 4.3.2:

Co(s) § Ti(s) Py
I 1A
> — P — >
J S 5

Figure 4.3.2 Continuous Time Speed Control Loop

i
Pofs) =35 (4.3.2)

k [9) + kia)
Cofs) = 22> (4.3.3)

where kyo and ki are the proportional and integral gains of the speed controller
respectively. The open loop and closed loop transfer functions Fs(s) are given:

Fufs) = Cofs)Pofs) = 22500 (434)
Wa)(s) _ Fw(S) _ kpr + ki (435)

1+ Fofs) $°J+kyos + kio

Starting from the denominator of (4.3.5), the poles can be placed in order to all have a
real negative part. In particular, as it is a second-degree polynomial, two poles will be
positioned. The poles placement must be done, as seen in sub-paragraph 4.1.5, trying to
avoid unwanted oscillations during the step response, to avoid this it is good practice to
position the poles directly on the real negative axis (therefore with unitary damping) in
order to obtain a step response as overdamped as possible [5]-[6]; moreover, if the farthest
pole piw, which is related to fast dynamics, is ten times larger than the closest pole pza,
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which is related to slow dynamics, an excellent command tracking performance and
stability margin, with a phase margin roughly equal to 85 ° [5]-[6].

As the frequency of the farthest pole is approximately equal to the closed loop
bandwidth, then we can define:

pro=2fiwo pro=57 (4.3.6)
2 ko ke
st st = (Pio+ p20) S + Piopro (4.3.7)

Starting from (3.4.7) is very easy to extract the speed controller gains.
kpa) = (pm +p2w) J ki :prPZa)J (438)

In Fig. 4.3.3 is shown the step time response of the closed speed loop transfer function
Wa(s), where 20Hz speed loop bandwidth is selected with the corresponded mechanical
inertia J = 0.0021kgm?. It can be noted that from the conditions defined in (4.3.6), a step
response equivalent to that of an overdamped second order system is obtained,
characterized by a response time that depends on the chosen bandwidth and by a limited
overshoot.

1.2

1 s

0.8" 1
0.6 1
0.4 7
0.2 i

%9 0.05 0.1 0.15 0.2 025 03
Time [s]
Figure 4.3.3 Speed Loop Step Response.

In Fig. 4.2.4 is shown the zero-pole map of the open and closed speed loop transfer
functions, where the closed loop fastest pole is roughly near to the closed loop bandwidth
while the closed loop slower pole is a quite near to the zero, in fact, the step-time response
of the Fig. 4.3.3 it is similar to a first order step-time response.
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Figure 4.3.4 Continuous Time Zero-Pole Map

4.3.2 Continuous Time Speed Control Loop Design with Nyquist Theory

Another way to tune the control speed closed loop is based on the Nyquist stability
theory, defined in the sub-paragraph 4.14.

Starting from the control speed closed loop system of Fig. 4.3.2 it is possible to define
the specifications on the open loop transfer function Fu(s) in order to guarantee stability
and robustness on the closed loop transfer function Wu(s).

As already defined in sub-paragraph 4.1.6, the dynamic performances of a closed loop
system are provided by the follow specifications: the closed loop bandwidth, which is
linked to the quick response of the closed loop system, and the phase margin, which
represents one of the many robustness metrics of the system.

Generally, the bandwidth of the speed control loop f3w» can be selected from 10 to 100
Hz [10]-[11]; the phase margin will be chosen by means on the desired dynamic
performance of the closed loop time step response, in terms of overshoot and transient
oscillations [5]-[6]; typically, a good robustness performance is guaranteed by a phase
margin me > 60° in order to obtain excellent robustness and to cancel the transient
oscillations, it is good practice to place the closed loop poles of Wu(s) on the negative real
axis, that is equivalent to impose the phase margin my > 75° [5]-[6].

According to the Nyquist's theory, the stability conditions of the closed-loop function
Wa(s) with unitary feedback can be done by studying the open-loop function Fu(s) [5]-
[6]; therefore, after defining the desired speed loop specifications, it is possible to write
the relationships (4.3.9) that allow to determine the PI speed controller gains [5]-[6], [14].

|Fo(jo)| =1 LFo(jw) =mep- 180° (4.3.9)
where . is the crossover frequency of the open loop function Fu(s). It is shown that for
a second order system the crossover frequency is approximately equivalent to the closed
loop bandwidth frequency [5]-[6]:

Jew = fe (4.3.10)

therefore, by setting the speed closed loop bandwidth fzw» and the phase margin my:
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o swok2po + ko

\Fo(joc)| = 2 1
k“’ BwoJ 4.3.11)
WBWa Kpaw
ZLFofj) = atan (%”—) - 180° = my- 180°

Starting from the previously expressions (4.3.11), the PI speed controller gains are
given:

@ pweoJ tan (my)
kio= > £ > kpa} = kio Tio Tio = £ (43 12)
\/a) BWo T o+ 1 OBWw

where 7o 1s the integral constant time of the PI speed controller.

In Fig. 28 the time step response of the closed-loop transfer function Wu(s) is shown
with the same closed loop bandwidth and mechanical inertia used in sub-paragraph 4.3.1.
A comparison between the closed loop function obtained by pole-placement method and

by choosing a phase margin of 85 © is equivalent to choosing the two poles of Wa(s) one
decade distant from each other (4.3.6).
1.2 ‘ :

1
0.8 1
0.6 1
0.4 :
0.2 :

0 0.05 0.1 0.15 0.2 025 03
Time [s]
Figure 4.3.5 Time Step Response of the Closed Speed Loop Transfer Function
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4.3.3 Discrete Time Speed Control Loop Design with Pole Placement

The block diagram of the speed control loop is shown in Fig. 4.3.7, where the speed
controller is modeled in discrete time domain and the mechanical plant in continuous time
domain. In order to model the effect of the digital control on the mechanical system, the
speed controller will be connected to the mechanical system through a "latched" torque
interface.

Co(2) Ty(s) P
) s)
zom L% %} > % ) 1
S i

Figure 4.3.7 Discrete Time Speed Loop Control Block Diagram.

The discrete time domain transfer function of the mechanical system is given by
(4.3.13):

Ty 1
Po(z) = T2 (4.3.13)

while, the integral part of the PI controller is modeled as a discrete accumulator:

kioTsz  z-0w

Co(z) = kpo + 7 Ko ] (4.3.14)
where:
kpo
_ _ _— Mpo
Ko= (kpo + kio Ty) Ow loo + ki T, (4.3.15)

The discrete time domain open loop Fo(z) and closed loop Ww(z) transfer functions are
given by:

EKa) (Z- 550) _K’a) (Z— 5(0)

Fa)(Z) = Ca)(Z) Pa)(Z) = J (Z— 1)2 = (Z— 1)2 (4316)
Wlth K’ :§Kw
Wolz) = —22_ _ Ko (z- ) (4.3.17)

1 +Fa)(Z) _22 + (K’w-Z)Z"‘ (1 -K’w§w)
According to the pole-placement method it is possible to place the closed loop poles

by fixing the fastest pole p;» as the closest to the closed loop bandwidth and the slowest
pole p2o with a frequency ten times smaller than the frequency of p;e:

pilo=e -2 zfwo T Dro=e -2 zfBwe T/10 (4.3.18)

In this way the Co(z) speed controller gains are obtained:
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J J kpo
kpo =7 (1-prop0) ki =77 (2-pio-pro) - J}— (4.3.19)

In Figs. 4.3.8-4.3.9 the time step responses of the continuous time and discrete time
closed loop transfer function and the zero-pole map are shown, respectively.
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Figure 4.3.8 Step Time Response Comparison between the Continuous Time and Discrete Time closed
loop transfer function.
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Figure 4.3.9 Discrete Time Domain Zero-Pole Map.
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4.4 VTO Speed Estimator Tuning
In this sub-paragraph the tuning of the VTO will be introduces which is considered a

model-based speed estimator and thus its calibration is easy and also useful in the
following studies.

4.4.1 Continuous Time Design of Vector Tracking Observer

Fig. 4.4.1 displays the linearized model of the VTO:

N
—> Qunenh(s)
1 o K A
ol L e Bo(s)
A
@—}(S) Ny » ksu _i- N 3 Y % > 1 ;— 1 @(S)
= J S + S
A
o pp
» b, »
J

Figure 4.4.1 Linearized VTO block diagram.

In order to simplify the VTO tuning procedure, the term pp/ J can be included into
parameters kiq, ksa, bo and in the feed-forward term:

pp bp pp bp
ki = ba ko = ksa k3 = kia kefr = 441
1 j 2 j 3 j 7/ j ( )

To simplify the mathematical analysis, the feed-forward input of the command torque
Ty s set to zero, i.e. the observer VTO becomes a vector tracking state filter (VTSF).

A
1 —> Qunenh(sg\
s L Qoi(s)
A
) o & 0. 1 e 1186
A S + S
As)
> k

Figure 4.4.2 Block diagram of the Vector Tracking State Filter.

The open loop Fryrsr(s) and closed loop Wyrsr(s) transfer function of the linearized
VTSF are respectively:

kis’+kys + ks

Fyrse(s) = J; (4.4.2)

ki s’ + ks + ks
S+kis?+kos+ks (4.4.3)

Wyrse(s) =

The tuning of the VTSF can be accomplished by exploiting the pole-placement method
on the closed-loop transfer function. Since the characteristic polynomial is a third order
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expression (4.4.5), three poles must be positioned (4.4.4): the faster pole p; has a
frequency approximately equal to the close bandwidth of the VTSF, the pole p> which is
ten time smaller then the pole p; and the pole p3 chosen time smaller then the pole p2:

p1 = 2afsmn =5 p=t (44.4)
Stk +ks+ks=(s+p1)(s+p)(s+ps3) (4.4.5)

The VTSF gains are:
ki =(p1+p2+p3) ki=(piptp2pstpsp)  ki=pip2ps (4.4.6)

In this way, by setting the closed loop bandwidth fzww of the VTO it is possible to
exploit the relationship (4.4.4) in order to compute the VTO gains (4.4.6).
The step-time response of the closed-loop transfer function Wyrsr(s) is shown in Fig,

4.4.3 where fpwvio = 300Hz and J =0.0021 kgm? are considered.

1.2
1
0.8 .
0.6- .
0.4 ]
0.2 |

0

0 2 4 6 8 10 12 14 16 18 20
Time [ms]
Figure 4.4.3 Time Step Response of the VISF Closed Loop Transfer Function.

In Fig. 4.4.4, the zero-pole map of the VTO open and closed loop transfer functions
highlights the one tenth distance between the closed loop poles; furthermore, it would be
noted that the step-time response of the closed loop transfer function of the VTSF is a
overdamped second order system, in fact each zeros of the closed loop function is
respectively near with the closed loop pole while the fastest pole is alone.
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Figure 4.4.4 Zero-Pole Map of the VTSF.
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4.4.2 Discrete Time Design of the Vector Tracking Observer

Fig. 4.4.5 shows the discrete time model of the operating point of the VTO,
topologically equivalent to that shown in Fig. 4.4.1:

JAN
—> 'Qun enh (Z)

N >k A
z—1 ' T cﬁ‘(Z) Qenh(z)
JAN
» km +:+ +%+ K/\p N TS ;— EZ-F 1 @(Z)
J z—1 + 2z—1
» b, > %7 :’Il
J Lz |

Figure 4.4.5 Discrete Time Linearized VTO Block Diagram.

In order to simplify the mathematical computation, it is possible to define, as done for
the continuous time case, the following parameters which this time also depend on the
sampling time:

_Lopp I’ pp I opp _I’pp
k] = 2 j ba kZ = 2 j ksa k3 = 2 j kia kcff_ 2 j (447)

However, since the feedforward term has no influence on the closed-loop observer
pole-placement, it can be neglected in the small signal model used, Fig. 4.4.6:

JAN
7 —» Qun enh (Z)

A
] z—1 = & Oon(2)
JAN
Oz) + b LY+ 211 ) z+1 Oz)
O— _ 7 —

Vi

A\ 4

&)

z

Figure 4.4.6 Discrete Time VTSF without the Feed-Forward term.

The open loop Fyrsr(z) and closed loop Wyrsr(z) transfer function of the discrete time
VTSF are, respectively:

(k/+k2+k3)23+(k3—k1)22—(k1+k2)Z+k1

Fyrsi(z) = #-372+37-2 (4.4.8)
W 3 ki+thko+k)Z2 +hs-k)22- (ki + k) z + ki 449
ISHE) = T Gy ko + k- 3) 2 ks ki + 32k~ ho+ Dz k(D)

It can be to note that the VTSF's gains are relative to three separate parallel paths in
the VTSF; this topological feature helps to simplify the tuning, if the poles of the closed-
loop transfer function are chosen sufficiently spaced, usually a tenth from each other. Fig.
4.4.7 helps to explain why: it shows an equivalent block diagram in which the parallel
paths of Fig. 4.4.6 have been algebraically manipulated to explicitly show the nature of
the three cascaded loops of the VTO.
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integral loop proportional loop derivative loop

az) T + 771 A
_»

Figure 4.4.7 Equivalent Operating Point Model with Derivative, Proportional and Integral Loops
Explicitly Shown.

A simple procedure for the VTO observer tuning will now be presented. If the
derivative loop is calibrated to be the fastest of the three, it can be analyzed separately
from the two outermost loops: proportional loop and integral loop respectively. The
transfer function of the derivative loop is:

Z+z

Z+(ki-1)z+ki

(4.4.10)

Considering the characteristic polynomial of (4.4.10), to set the coefficient k;, the
smaller of the zeros of the characteristic polynomial (4.4.11) (i.e. the faster of the two
closed-loop polynomials) is free to vary, while the other is set to z;, as defined:

Zrtki-1)z+k=0 (4.4.11)

By setting the desired passband of the VTO fzww0, as the frequency of the fastest pole,
i.e. that of the derivative loop:

1 - .
k=275 z1 = e 2T, (4.4.12)

After the derivative loop tuning it is now possible to proceed with the tuning of the
proportional loop. The transfer function which combines the two loops, derivative and
proportional, holds:

Z+z

PAtki+thk-2)2+(e+1)z-k

(4.4.13)

Starting from the characteristic polynomial of the (4.4.13), defined in the following
expression (4.4.14):

PAtki+thk-2)2+(e+1)z-k=0 (4.4.14)
It is possible to set the proportional loop pole, z2, with a frequency ten times lower

than the frequency of the derivative loop pole. Thus, known the coefficient k; and set the
pole z>:
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3 2

-+ (2-ky) -2+ ky _MfB%WOT

2= Z2=e s
z2(z2+ 1)

(4.4.15)

Finally, the integral loop can be designed. In this case it is necessary to consider the
entire transfer function (4.4.16) which incorporates the three loops: derivative,
proportional and integral:

2+ 2
itk tki-3)2 ¥hks-ki+3) 2 - (ki ko + Dz + ki

(4.4.16)

It would be noted in (4.4.16) that the characteristic polynomial (4.4.17) is identical to
the characteristic polynomial of the closed-loop transfer function Wyrsr(z) defined in
(4.4.9). Also in this case, from the VTSF gains k;, k> and from the previous tuning and
setting of the integral loop pole frequency, i.e., the slowest pole, as ten times smaller than
the proportional loop pole, the gain k3 can be determined.

ki +tho+ks-3)2 +thks-ki+3)2-(ki+hk+1D)z+k =0 4.4.17)
. ekt ki-3) 7+ (ki-3) 23+ (ki + ko +1) z5 - ki
3= 3, 2
z3+ 25 (4.4.18)
[BWvto
z3 = 27 100 T
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Figure 4.4.8 Step Time Response Comparison between the Continuous Time and Discrete Time closed
loop transfer function of the VISF.

4.5 Impact of the Rotor Position Sensor Resolution in AC drive
using Speed Estimation Algorithm based on Vector Tracking
Observer

Starting from the measurement of the rotor position sensor, the use of the speed
estimators is used in those applications where knowledge of the rotor speed is required
[15]-[16]. As already introduced in paragraph 3.2, the use of a position sensor involves
the presence of some phenomena that affect the performance of an electric drive.

In particular, among the various properties that characterize a position sensor, the
resolution is the one that among all the other properties has an important impact on the
speed control since it affects the quality of the speed estimation. Furthermore, based on
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the paragraph 3.3, the use of an intuitive and effective mathematical model of the
resolution of a position sensor allows to analytically determine the effects that the
resolution has in the estimation of the rotor speed and in its control.

In essence, w7 is the instantaneous speed of the sensed position space vector; as
such, it plays a key role in any position-measurement-based speed estimation algorithm.
Ideally, speed estimated with an infinitely high estimation accuracy bandwidth would
coincide with @.?, but such an estimate would contain unacceptably large harmonic
content which would be detrimental to the operation of any speed controlled electrical
drive. Filtering is therefore unavoidable, especially in low-speed operation, when a
significant number of harmonics are concentrated in the low frequency range of @.?’s
spectrum.

In this paragraph, the impact of the speed estimators on the filtering action and
therefore reduction of quantization harmonics is dealt with in an analytical way. In
particular, the whole analysis will be conducted using the VTO as a speed estimator;
moreover, the study conducted here, for simplicity of analysis, will be done in continuous
time.

4.5.1 Filtering Properties of the VTO

In order to keep the following mathematical analysis simple, the torque command
feedforward input is set to zero, i.e. the VTO becomes a vector-tracking state filter (VTSF)
Fig. 4.5.1. This is done to avoid quantization harmonics propagating into the observer
from the current control loop via the feedforward term.

A
1 —> Qmenh(s)
> = > k3 O
s l enh(s)
JAN
) & >k —>(+ +)—> 1 Ny 1 )
- S + S
ors)
> k;

Figure 4.5.1 Block Diagram of the Operating Point Model of the VTSF

The closed loop transfer function of the VTSF, as already defined in paragraph 4.4, is
given by:

ki s’ +kys+ ks
S ks’ +hkos+ ks

Wyrsr(s) = (4.5.1)

In order to simplify the mathematical computation, it is possible to decompose (4.5.1)
into simple fractions; in fact the numerator of (4.5.1) is a second order equation and it is
composed by two zeros, while the denominator is a third order equation, as already shown
in paragraph 4.4, it is composed by three poles:

sk ks
SR Tk (s +z1) (s + 2) (4.5.2)

‘his?vhkos+ ks "(s +p1) (s +p2) (s + p3)

Wyrsr(s) = ki =

The function (4.5.2) can be rewritten as:
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B (s +2z1) (s +z2) B ( A B C )
WVTSF(S) —kl (S+p1) (S+p2) (S+p3)_ 1 S+p1+S+p2+S+p3 (453)

where A4, B and C are the coefficients of the simple fractions:

(A+B+C)s’[A(p>+p3) +B(pi+ps) + C(pr+p)] +5(Ap2ps + Bpips + Cpipy) (4.5.4)
(s tp1)(s+tp2)(s+p3) e

Wrrsr(s) = ki

By comparing the (4.5.2) and (4.5.4), it is possible to obtain the following algebraic
linear system:

1 1 1 A ]
(p2+p3) (p1 +p3) (p1 T p2) || B|=|z1 + 22 (4.5.5)
p2ps pPi1p3 pip2 C Z122

The solution of the algebraic linear system (4.5.5) provides the following coefficients:

(p1-p2) (p1-p3)
_ (p2-z1) (p2-25)
~ (p1-p2) (p2-p3) (4.5.6)
_(p3-z) (p3-22)
N (p1-p3) (p2-p3)

fA _(pi-z1) (p1-2)

N

According to the tuning of the VTO in continuous time domain, sub-paragraph 4.4.1,
the VTO gains are selected in (4.4.4) and can be rewritten as:

111
ki = (p1 + p2+ p3) =700P!

i,
\ k2 =pip2tpipstp2ps =00 P (4.5.7)
3

fo = _ P
L 3TPIPIPI = 1000

From the relationship defined in (4.5.2) it is possible to compute the zeros of the (4.5.1)
as function of the poles:

_kg+\/k§-4k1k3_ﬂ(]+ 7_1)N2ﬂ
2= 2k ~20 100)~ 100
kz—\/k§-4k1k3_m(] 7_1) pI

2= 2k =20 100)~ 100

(4.5.8)

From (4.5.7) and (4.5.8) the coefficients 4, B and C can be approximately rewritten as:
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From (4.5.9) it can be noted that the main contribution of the VTSF closed loop transfer
function (4.5.3) is given by the coefficient 4; in fact, by computing the impulse response
of (4.5.3) three impulse responses are obtaining, where each component is linked to
coefficients A, Be C:

wyse(t) = L [Wyrse(s)] = ki [A eP" + B eP? + C P (4.5.10)
while the transfer functions of each impulsive response defined in (4.5.10) are given by:

kiB ki C
m Wyrsrs(s) = 5+ p3

k
Wyrsri(s) = S+1— Wyrsra(s) = 4.5.11)

P

From the approximations obtained in (4.5.9) it is possible to neglect the terms related
to the coefficients B and C.
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Figure 4.5.2 Impulse Response of the VISF and the decompose fractions components with two
different VTO bandwidth values, respectively: (a) fawwo=300 Hz, (b) fzmwn=30 Hz.

It is possible to noted that both impulsive responses Fig. 4.5.2a and Fig. 4.5.2b have a
similar behavior, also with different poles-placement selected values: p;=300 Hz, p>=30
Hz, p3=3 Hz, and p;=30 Hz, p>=3 Hz, p;=0.3 Hz, for Fig. 4.5.2a and Fig. 4.5.2b,
respectively, and by considering the same estimated inertia of the mechanical system
model.

According to the approximations in (4.5.9) and from the impulse responses of Fig.
4.5.2, it is possible to approximate the overall transfer function of the VTSF as that
associated only with the pole py, i.e., the fastest pole and with the frequency closest to the
bandwidth of the VTO.

k1A
S+ pi

Wyrsr(s) = fVVTSF(S) = Wyrsri(s) = (4.5.12)

The gain provided by the VTSF at a generic frequency w is approximately given by:

~ ki A
\Wrisr(j)| = lipzl—%af (4.5.13)

In the following sub-paragraphs, comparisons between analytical results obtained
using (4.5.13) and numerical simulations using the actual VTSF are provided. Fig. 4.5.3a
shows a block diagram detailing how the analytical results are achieved, while Fig. 4.5.3b
shows how the simulations using the actual VTSF are implemented.

d(t)

| Wyrse (S) |a)r(g) ~ a/\)re_enh

+ re ~
I Dre —> WVTSF( S ) —>
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Figure 4.5.3 Block Diagram of the VISF based speed estimation.

wre 1s the reference speed on which a sinusoidal disturbance is superimposed (4.5.14),
while d(?) is the disturbance related to the quantization phenomena (15):

Wre(t) = Oreo + ArecOS(@at+@a) (4.5.14)
+oo +00
2 NpskAwy.
d(t) = Z Nosk ZJ”(—DSa)d j (Npskreotnwa) cos((Npskwreotnwa)tinga) (4.5.15)
k=1 n=-00

In particular, will be shown the filtering capability of the VTSF based on the
mathematical formulations of the quantized rotor position and angular speed described in
paragraph 3.3; in fact, will be taken into consideration the several cases of the quantized
rotor position and speed analyzed in paragraph 3.3: with constant case, with a single
sinusoidal disturbance, with a periodic disturbance and finally with non-periodic
disturbance.

The approximated expression of the VTSF magnitude (4.5.13) will be used in the next
sub-paragraphs in order to simplify this mathematical analysis.

4.5.2 Case with Constant Speed

Starting from (4.3.13) the amplitude of the quantization harmonic at the angular
frequency @ = kNiswreo can be expressed as:
kiA

2 Wre
\/ 1P+ (kNpsreo) ’

The above equation provides a clear relationship between the fastest closed loop pole

of the VTSF and the amplitude of any quantization harmonic in @e ens. Thus, it can be
used to tune the VTSF to satisfy specifications on the allowable quantization harmonic

amplitudes. Fig. 4.5.4a shows the waveform of @ ens for wyeo = 2110 rad/s, p;/=300Hz,

p2=30Hz, ps=3Hz and Nps = 6. @ onn features significant impulses at each position
measurement update, making it practically unusable for speed feedback. Fig. 4.5.4b,

é\)reienh(kN DS C()re()) = 2Wreo | I7VV TSF (kN DS a)re()) | = (4 5.1 6)

shows the magnitude frequency response plots |Wyrsr(jw)| and |I7VVTSF(ja))|. The two
responses differ in the low frequency range, with |I7VVTSF(fa))| overestimating the dc

component by about 12%. Nonetheless, |I7VVTSF(]'a))| is a good approximation of
|W vrsr(jw)| starting from the first quantization harmonic frequency, i.e. 60 Hz. Fig. 4.5.4c

shows the FFTs of @@, &ve enn and |Wyzse(j@)|@r'?. 1t is verified that the harmonics of
Ore enn are filtered versions of those of @w'?, i.e. Ore enn(®) = |Wirse(j®) r? (@).
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Furthermore, apart from the dc component, very good agreement can be seen between the

harmonic amplitudes in @ e and |V~VVTSF(/a))|a)e1(‘1), corroborating the validity and
usefulness of (4.5.16). Fig. 4.5.4c also confirms that the amplitudes of the quantization

harmonics contained in @ ens are still quite significant compared to those of @./?.
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(c)
Figure 4.5.4 Instantaneous quantized speed, estimated enhanced speed and estimated VISF
amplitude, for w0 = 2710 rad/s, Nps = 6 and p;=300 Hz, p»=30 Hz, p3=3 Hz. (a) waveform of estimated
enhanced speed (b) frequency responses of VISF magnitude and estimated VTSF magnitude (c) FFTs.

One well known way to reduce the impact of the quantization harmonics is to increase
the filtering of the speed estimation algorithm, [17]. This is shown in Fig. 4.5.5, in which
the closed loop poles of VTSF are lowered by a decade each to p;=30 Hz, p>=3 Hz, p3=0.3
Hz. A significant increase in quantization harmonic attenuation is visible, at the expense
of deteriorating the estimation accuracy bandwidth of the VTSF.

1200 d) ‘

1000 - [Tad/s] .
800 .
600 - 2
400 - .
RN AN AR AR AR

O L N

_200 L | 1 1 1 1 | 1 1 1 |

0 0.05 0.1 0.15 02 025 03 035 04 045 05
[s]
(a)
— |WVTSF(70))| - \WVTSFO'CU)\

1.2

0 | | | | | | |
0 50 100 150 200 250 300 350 400
[Hz]
(b)
— a)req (CO) I é)\reienh (Cl)) -0 | I/T/VTSF (/a)) ‘ a)rcq (C())
150 f T T T T
[rad/s]  [25.7 1257 125.7
125- o< ® ¢ ® ® o
>, .. “"u
]0' ] ] . N, f o VZN - 3N - A8 4N, 3 m5NDSﬁL0 5N ﬁ
100 /62 o3 A R Gl I (MY Ly Py o
7 5 v 2
sob @ 155 71 22,93 -
62.37 ' 23.05 |“Ft
2 PN 11.64{ 1123
()
0 50 100 150 200 250 300 350 400

[Hz]

138



(c)
Figure 4.5.5 instantaneous quantized speed, estimated enhanced speed and estimated VTSF
amplitude for oo = 2710 rad/s, Nps = 6 and p;=30 Hz, p»=3 Hz, p3=0.3 Hz. (a) waveform of estimated
enhanced speed (b) frequency responses of VISF magnitude and estimated VTSF magnitude (c) FFTs.

4.5.3 Case with a Single Sinusoidal Disturbance

The same analysis is now performed for a single sinusoidal disturbance. By virtue of

(4.5.13), the amplitude of the quantization harmonics in @re enn at kNus@reo £ nwg can be
expressed as:

kiA
2 Wrel) B )
\ pr+(kNpso,eitnay)

Ore enn(kNDsOrEN O1) = 2 Ore ;VVTSF( kNpsreotnwg)| = 4.5.17)

Fig. 4.5.6 shows the related waveforms for w0 = 2n10 rad/s with a sinusoidal
disturbance having Awy. = 2w rad/s, ws =2n11 rad/s and ¢q =0 rad. The VTSF is tuned
with the follow bandwidth fzww = 30Hz. Once again, it is confirmed that @ enn(®) =

\W visi(j )| r'P(@) and Gre enn( @) =~ |I7VVTSF(/' o)| oY (w), even under a single sinusoidal
disturbance. As expected, an increased number of quantization harmonics appear in the

/\
spectrum of @re en.
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Figure 4.5.6 instantaneous quantized speed, estimated enhanced speed and estimated VTSF
amplitude for o = 2710 rad/s, Awye = 2 rad/s, w; = 271l rad/s, s = 0 rad, Nps = 6 and p;=30 Hz,
p>=3 Hz, p3=0.3 Hz. (a) waveform of estimated enhanced speed (b) FFTs.

The VTSF has an impact on the estimation of the disturbance harmonic as well:
compared to the actual value, its magnitude is amplified by 3.6 % and its phase is shifted
by -18.8 deg. Consequently, a speed control loop wouldn’t be able to fully compensate
the disturbance. In addition, it can also be expected that the speed loop will try to

counteract the quantization harmonics in @e e, thereby inducing additional ripple on the
shaft.

4.5.4 Case with a Periodic Disturbance

In case of a periodic disturbance the amplitude of the quantization harmonic should be
h

defined with the follow generic angular frequency @ = kNuswreo+ D niwa; in fact,
i=1

considering the expression (4.5.13) it is possible to write the following generic

expression:

h
WVTS{kNds Wre0 + Znia)dij

i=1

h
a/)reenh(kN dsWre0 + Zni C!Jdij = 2 Wre0

i=1
(4.5.18)
k1A

= 2Wre0 P 5
\/pl 2+(kN dsWre) T Zni a)dl)
i=1
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The mathematical formulation of the quantization harmonic amplitude with a periodic
disturbance (4.5.18) is quite complex; in fact, in order to simplify this study two
sinusoidal disturbances has been considered.

Fig. 4.5.7 shows the related waveforms for w0 = 2n10 rad/s with two sinusoidal
disturbances having Awye; = 2 rad/s, wa = 277 rad/s, a1 = 0 rad and Awy.> = 27w rad/s,
wq1 = 2712 rad/s, pa1 = 0 rad. The VTSF is tuned with the follow closed loop bandwidth

fawwo = 30Hz. Also with a periodic disturbance, it is confirmed that @re enn(®) =

\W vrsi(j )| wr'(@) and Gre enn( @) = |W vrse(jo)| or'Y(w), even under multiple sinusoidal
disturbances. Once again, as expected, an increased number of quantization harmonics
appear in the spectrum of dre enn.
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Figure 4.5.7 Instantaneous quantized speed, estimated enhanced speed and estimated VISF
amplitude for o = 2710 rad/s, Awer = 27 rad/s, far = 7 Hz, @a1 = 0 vad, Az = 27 radss, fa2 = 12 Hz,
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@a2 = 0 rad, Nps = 6 and p;=30 Hz, p»=3 Hz, ps=0.3 Hz. (a) waveform of estimated enhanced speed (b)
FFTs.

Also in this case it is possible to note the VTSF impact on the estimation of the
disturbances harmonics; in fact, compared to the actual values of the first sinusoidal
disturbance, its magnitude is amplified by 6.5 % and its phase is shifted by -11 deg, while
on the second sinusoidal disturbance, its magnitude is amplified by 2.5 % and its phase is
shifted by -20.4 deg.

4.5.5 Case with a Nonperiodic Disturbance

Fig. 4.5.8 illustrates the waveforms for the example of nonperiodic torque disturbance
pulses shown in Fig. 4.5.8. In this case, . (f) is obtained numerically by using (3.3.16)
defined in sub-section 3.3.4. The quantization harmonics are spread continuously
throughout the spectrum, as can be expected for a nonperiodic waveform. The FFTs
reported in Fig. 4.5.8b indicate that (4.5.1) - (4.5.13) are applicable to nonperiodic
disturbances as well.
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Figure 4.5.8 instantaneous quantized speed, estimated enhanced speed and estimated VTSF
amplitude for non-periodic disturbance and p;=30 Hz, p>=3 Hz, p3=0.3 Hz. (a) waveform of estimated
enhanced speed (b) FFTs

The above results show that @,.'? is the effective input to the VTSF in any operating
condition, both periodic and nonperiodic. Since the VTSF has been represented with its
operating point closed loop transfer function, the previous analyses also suggest that is
possible to determine the speed estimate for any estimation algorithm by applying its own
operating point closed loop transfer function to @.?.

4.5.6 Experimental Validation

To further validate the above modelling, this section is devoted to experimental tests
on a 400 W servo-drive test bench. The setup shown in Fig. 4.5.9 comprises two
permanent magnets synchronous motors (PMSM): an Estun EMJ-04APB22 surface PM
servo-motor (SPM) and a Golden Age GK6025-8AF31 interior PM servo-motor (IPM);
these are coupled together via bellow couplings to a HBM T22 torque-meter. The PMSM
machines are supplied by two Texas Instruments High Voltage Motor Control Kits which
use T1 F28335 microcontrollers and Powerex IGBT three-phase inverters, operating from
a common 310V dc bus at 10kHz switching frequency and 1ps dead time. Both machines
can be operated as motor or generator interchangeably; in fact, both inverters share a
common DC bus, ensuring regenerative power flow. Low-side resistive shunts are used
to measure the three phase currents of both drives.
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Figure 4.5.9 Experimental servo-drive test bench. (a) photograph, (b) schematic.

Standard field-oriented control with synchronous reference frame cross-coupling
decoupling current regulators is implemented in the microcontrollers, as shown in Fig.
4.5.10. 10000 pulse per mechanical revolution optical encoders are mounted on each
motor and tests are performed for different position sensor resolutions by down-sampling
the encoder position measurement. The sampling frequency of the current control loop
of both FOC algorithms is 10kHz, coinciding with the switching frequency. The
sampling frequency of the speed control loop is 5 kHz. The bandwidth of the current
control loop of both drives is 500 Hz, while two different bandwidths (50 Hz or 30 Hz)
have been used for the speed control loop depending on the position sensor resolution, as
indicated in the following. Two Analog Devices AD7568 digital to analog converters are
used to visualize real time variables from both drives.
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Figure 4.5.10 Block diagram of the implemented field-oriented control.

The main data of the two PM machines is reported in Tab. VII and Tab. VIII, while
Tab. IX reports the moments of inertia of the various rotating elements of the test bench.
Tab. X lists the settings of the motor control parameters.

Table VII Data of SPM Servomotor ESTUN EMJ-04APB22

Rated power 400 W g/d inductances 14/14 mH

Rated speed 3000 rpm Pole pairs 4

Rated current 2.7 A EMF constant 0.0617 Vs/rad
Phase resistance 4.7 Q Torque constant 0.3702 Nm/A

Table VIII Data of IPM Servomotor GOLDEN AGE GK6025-84F31

Rated power 400 W g/d inductances 7.52/5.6 mH

Rated speed 3000 rpm Pole pairs 4

Rated current 28 A EMF constant 0.0598 Vs/rad
Phase resistance 244 Q Torque constant 0.45 Nm/A

Table IX Moments of Inertia of the Test Bench Components

SPM machine

3.510° kg m?

IPM machine

4.510° kg m?

Torque meter

1.3410° kg m?

Bellows coupling (each)

1.03 10° kg m?
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Table X Main Control Parameters

VTSF Controller Tuning
Closed Loop Poles 300Hz, K,=6.198, Ki= 103.8,
30Hz, 3Hz Kq4=37.61e-3 Ts = 200 us
Closed Loop Poles 30Hz, 3Hz, Kp=90.44e-3, Ki= 151.7e-3,
0.3Hz Kq=5.342e-3 Ts = 200 us
Kpo=35.23e-3, Kio= 443.2e-3
Speed Regulator T, = 200 s
Kpe=37.11, Kic=12.67e3
Current Regulator T = 100 s

For the experimental tests reported here, the torque command feedforward input is set
to zero, to be consistent with the previous section. The VTSF is executed at the same
sample rate as the speed loop. The three closed-loop poles of the VTSF are equal to 300
Hz, 30 Hz and 3 Hz. This choice results in an estimation accuracy bandwidth equal to
320 Hz, which is about an order of magnitude less than the 2.5 kHz Nyquist frequency.

4.5.7 Experimental Results: Effects on VTSF-Based Speed Estimation

An initial set of tests is performed to evaluate the effects of position measurement
resolution on the VTSF speed estimates. The SPM machine is speed controlled using the
full resolution of its encoder, i.e. Nps = 2500, a closed loop speed control bandwidth equal
to 50 Hz and @e enr used as speed feedback; the IPM machine’s winding is disconnected
from its supply.

The first test consists in commanding a constant speed reference equal to 2.5 Hz
mechanical, i.e. 10 Hz electrical, and analyzing the resulting speed estimates coming from
the IPM drive’s VTSF, when its encoder’s resolution is varied. Fig. 4.5.11 shows the
waveform and the FFT of &re ess When Nps = 2500. Aside from the average value of the
electrical frequency which is consistent with the speed command, low order harmonics at
10 and 20 Hz are also present: these may be ascribed to a slightly dynamically unbalanced
shaft. No other substantial harmonics are visible in the spectrum.
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Figure 4.5.11 VTSF-based speed estimate enhanced speed for w0 = 2710 rad/s and Nps = 2500. (a)
waveform (b) FFT.

Fig. 4.5.12 shows the waveform and FFT of &e ess When Nps = 6. The impulsive
nature of @.Y(), as shown in Fig. 4.5.12a, is also visible in this waveform. The FFT of
&re enn computed according to the approach described in sub-section 4.5.1 (including the

disturbances at 10 Hz and 20 Hz) has been superimposed to the experimental FFT in Fig.
4.5.12b.
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Figure 4.5.12 VISF-based speed estimate enhanced speed for w..o = 2710 rad/s and Nps = 6. (a)
waveform (b) FFT.
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The expected harmonic amplitudes are in good agreement with the experimental data.

Quantization harmonics appear at multiples of 6f.0 as predicted in section 3.3; their
amplitudes fall off as the frequency increases due to the filtering properties of the VTSF.
Furthermore, sideband harmonics appear at £10 Hz from the main quantization harmonics
due to modulation caused by the disturbances at 10 Hz and 20 Hz: this is an initial
experimental proof of the results obtained in section 3.3.
The second test consists in superimposing a sinusoidal speed ripple with an amplitude of
Awre = 2m rad/s and an 11 Hz frequency fu, thus emulating the effect of a sinusoidal torque
disturbance acting on the shaft. Fig. 4.5.13 shows the resulting waveform and FFT for Nps
=2500. 1 Hz beats are visible in the waveform due to the interaction between the 10 Hz
disturbance and the 11 Hz commanded speed ripple. As expected, no quantization
harmonics appear in the spectrum.
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Figure 4.5.13 VISF-based speed estimate enhanced speed for wyeo = 2710 rad/s, Aw.. = 27w rad/s, wq
= 27nl1 rad/s, s = 0 rad and Nps = 2500. (a) waveform (b) FFT.

On the other hand, Fig. 4.5.14 shows the FFT when Nps = 6. All the expected
quantization harmonics are present in the spectrum. Narrow-band modulation is visible
for the first and second harmonics orders Nps and 2Nps for both cases, while wide-band
modulation is visible around the higher quantization harmonic orders.
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Figure 4.5.14 Theoretical vs experimental VTSF-based speed estimate enhanced speed for wy.o =
2710 rad/s, Aoy = 2xrad/s, wa = 27l rad/s, ga = 0 rad. FFT for Nps = 6.

It was shown in Fig. 4.5.5 that the amplitudes of the quantization harmonics are lowered
by reducing the estimation bandwidth of the VTSF. This is shown experimentally in Fig.
4.5.15 with the VTSF closed loop poles lowered to 30 Hz, 3 Hz and 0.3 Hz, i.e. an
estimation bandwidth equal to 33 Hz. Even in this case a good agreement between the
experimental data and theory can be seen.
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Figure 4.5.15 Theoretical vs VISF-based speed estimate enhanced speed (with the VISF tuned for 30
Hz, 3 Hz and 0.3 Hz closed loop eigenvalues) for w0 = 2710 rad/s, Awy = 27w rad/s, w; =271l rad/s, u
=0vrad. (a) FFT for Nps = 6.

4.5.8 Experimental Results: Effects on Closed-Loop Speed Control

The last set of tests is performed to evaluate the impact of position sensor resolution
on speed control. For this, the SPM machine is speed-controlled using Nps = 6, while the
IPM machine is torque-controlled using the full resolution of its encoder. From the above
open-loop tests, it is evident that when using low resolution encoders, @e ems is not
suitable to be used for closed loop feedback, due to the significant presence of
quantization harmonics throughout the entire spectrum. One way to reduce the harmonic
content is to Use @re unens; another way is to reduce the estimation bandwidth of the VTSF,
i.e. to increase the filtering. For these reasons and to guarantee stable operation during
this test, the SPM drive’s speed control bandwidth is reduced to 30 Hz and asrejmenh is
used as speed feedback. The VTSF’s closed loop eigenvalues are kept equal to 300 Hz,
30 Hz and 3 Hz. The test is performed by commanding the SPM machine with a constant
speed of 2.5 Hz mechanical and by commanding the [IPM machine to produce a sinusoidal
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torque disturbance with A7; =45 mNm at f; = 11 Hz. Fig. 4.5.16 shows the waveform
and FFT of the electrical frequency measured by the IPM drive (i.e. @re enn with maximum
encoder resolution). Major oscillations are visible in the waveform, indicating a
significant difficulty of the SPM drive in controlling the speed of rotation.
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Figure 4.5.16 Measured electrical frequency for o = 2710 rad/s, ATy = 45 mNm, w; = 27xl1 rad/s,
@4 = 0 rad and Nps = 6. (a) waveform (b) FFT.

Moreover, the FFT shows that narrow band modulation of low order quantization
harmonics is also present, as predicted in section 3.3. These effects are confirmed in the
measured torque shown in Fig. 4.5.17. The time harmonics produced by the phase
modulation of the quantization space harmonics that were present in the estimate in Fig.
4.5.16b, are now induced on the rotor shaft by the speed-controlled drive, in addition to
the load torque disturbance. This formerly unreported phenomenon is now fully
explained.
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Figure 4.5.17 Measured torque for wy.o = 2ml0 rad/s, ATy =45 mNm, wq = 27l rad/s, ps = 0 rad
and Nps = 6. (a) waveform (b) FFT.

4.6 Selection of the Rotor Position Sensor Resolution in Variable
Speed Drives involving a Vector Tracking Observer in the
Speed Loop

In this paragraph is presented a new approach, allowing to identify the minimum Nps
resolution of a position sensor starting from the analysis of the filtering action (section
4.5.1) of VTO, obtained by exploiting the theory of the spatial distribution of quantization
harmonics, by means of Fourier series, of the rotor position measurement obtained by a
finite resolution position sensor (paragraph 3.3).

A procedure has been developed to link the minimum sensor resolution Nps with the
required drive performance expressed in terms of speed control bandwidth and maximum
speed ripple allowed at the minimum operating speed. Although the procedure adopted
to select the rotor position sensor resolution has been applied to VFDs using a specific
model-based estimation algorithm (i.e., VTO), it can be extended even to other estimation
algorithms.

4.6.1 Estimated Speed Ripple Computation with Constant Speed of Rotation

The simplest scenario to consider in the estimation of the speed ripple is that for a
constant electrical angular frequency wr0=27fr0, 1.€. a constant speed of rotation. By
considering the expressions defined in section 3.3:

+o0

2
ere(q)(t) = Wreot + Z m Sll’l(NDSkO)re()t) (46 1)

k=1
while, the instantaneous quantized speed w.?(¢), is defined as the time derivative of
a,e(q)(t);

d 6, (¢ +oo
oV (t) = % = Wre0 + ), 2Wre0 cOS(Npskwyeot) (4.6.2)
k=1

By exploiting the decomposition of the VTSF transfer function done in sub-paragraph
4.5.1 it is possible to rewrite the function as:
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kiA N kB N kC
s+tpr s+tp2 s+tps

Wyrse(s) = (4.6.3)

By applying the inverse Laplace transform, the impulse response of (4.6.3) can be
obtained:

wirse(t) = £ [Wirse(s)] = ki [A eP" + B eP* + C e?¥] (4.6.4)

In order to compute the estimated speed ripple in case of constant speed of rotation the
block diagram shown in Fig. 4.6.1 has been considered.

C()r(eq) | Wyrsk (S) |a)r(eQ) = a/sre_enh

—> Wyrss(s) I
m N
R

Figure 4.6.1 VTSF Estimation from Instantaneous Quantized Speed.

The analytical expression of the estimated speed @ emi(?) is obtained by computing
the convolution product between the instantaneous quantized speed @..(f) and the
impulse response of the VTSF wyrsr(t).

Applying the convolution product allow to merge the temporal expression of the
instantaneous quantized speed @y.'!(f) with the VTSF transfer function Wyrse(s).
Generally, the convolution product between @y(f) and wyzsr(¢) can be written as:

+o0

Ore ennlt) = @ D(Oyxwyrse(t) = [ @0 P(2D) wyrse(t - 7) dr (4.6.5)

=00

By substituting the expressions (4.6.2) and (4.6.4) in (4.6.5) three components can be
written, each of which is linked to each pole of the Wyrss(s), @re enn a(t) to pole pi,
/\ A\ .
(re enh_B(t) to pole p2 and @re enn c(t) to polo ps3, respectively.

t
+o0

Ore enh A(1) = | | @re0 + 2re0 D, cOS(Npskareo?) | [k1 A eP- 7] dr (4.6.6)
k=1

00
a/}re_enh_B(t) = Wre) T 2 Wren z COS(NDSkwreOT) [kl B Pt T)] dr (467)
k=1

400
asreﬁenhﬁC(t) = Wre) T 2 Oren Z COS(NDSk(Ure() T) [kl C e—pz(t— ﬁ] dr (468)
k=1
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By exploiting the known properties of integration, the expressions (4.6.6) - (4.6.8) can be
decomposed into two terms, the constant term linked to the reference speed @..0, which
we will indicate for the three components with (4, (5, {c respectively, and the term
linked to the quantization phenomena of the harmonics, which will be indicated for the
three components with €2, (2, {2c respectively.

y 1-e?!
Q4= wreoki A [PV dr= wrep ki A Py (4.6.9)
0
y 1 -eP!
Qo = wreo ki B [P dr= ye0 k1 B o (4.6.10)
0
g 1 -e?d
Qe = w0 ki C "7 dr= @e0 ki C 3 (4.6.11)
0
+00
t
Q=20 k1 A E f cos(Npskawreo?) e~ 7 drt (4.6.12)
0
k=1
+o0
t
Q5 =20 ki B E J cos(Npskareo?) e 7 dr (4.6.13)
0
k=1
400
t
Qc =20 ki C E S cos(Npskareo?) €77 dr (4.6.14)
0
k=1

From the expressions (4.6.12) - (4.6.14) it is possible to define with k), (2s(k),
(k) the following integrations:

t

k) = f cos(Npskareo?) P 7 dr (4.6.15)
0
t

(k) = | cos(Npskareor) €7 dt (4.6.16)
0

Qc(k) = | cos(Npskareo?) e?~? dr (4.6.17)
0

where:
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Al-p1 e?" + p; cos(Npskwyeot) + Npskwreo SIn(Npsk wreot
(k) = [ P oS 2 ) > ( ) (4.6.18)
pit (NDSka)reO)
Bl-p2 eP? + ps cos(Npskwreot) + Npsk wreo sSin(Npskwyeot
(k) = L 222 00X 2 ) > ( ) (4.6.19)
p>t (NDSka)reO)
el - C[-ps e + p3 cos(Npskareot) + Npskreo sin(Npskreot) ] (4.620)

it (Npskcre)’

Finally, by grouping the results obtained, the complete expression of the estimated speed
by VTSF can be written, in case of constant input speed:

+o00
Ore enh(t) = 0+ 20ne0 ki D [Qu(k) + (k) + Q2c(k)] (4.6.21)
k=1
with &) = Qps + g + Opc.
In Fig. 4.6.2 are shown each expression of the estimated speed components @e enn(?)

obtained by means of the convolution product:
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Figure 4.6.2 Each Computed Components of the estimated speed enhanced speed: (a) related to
constant reference speed @y, (b) related to the quantization harmonics phenomena.

The complete expression of the estimated speed ripple Adye enn(t) on the estimated speed
&re enn(t) can be written by considering the impact of the VTSF in the estimated speed.
Since the VTSF transfer function has been decomposed in three parts (4.6.3) and from
the convolution product computed in (4.6.5)-(4.6.20), the expression of the estimated
speed ripple will be composed of three components defined above in (4.6.12)-(4.6.14):
+00
Aa/)reienh(t) = 2re0 ki Z[QA(k) + (k) + QC(k)]
k=1
As already described in sub-section 4.5.1 and as shown in Fig. 4.6.2, from this study

it is possible to neglect the terms linked to the poles p> and p3 and to consider only the
fastest pole, i.e. p;.

The block diagram considered in this study is shown in Fig. 4.6.3:

(4.6.22)

C()r(eq) ~ | Wyrse (S) |a)1{g) ~ a/}re_enh
—> WVTSF( S ) —)A
ARRRAARAARR AN
>

Figure 4.6.3 Approximated VISF Estimation from Instantaneous Quantized Speed.

Therefore, the approximated speed ripple expression Adye enn(?) is given:
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+o0

Abbve () = 20700 k AE :-pJ e?" + p; cosS(Npsk@reot) + Npsk reo sin(Npsk w,eot)
re_enh ~ re() K1

p1+ (Npskare)’ (4.6.22)

k=1
By considering the approximation of the (4.6.22) in steady state condition, i.e. for t —
+00, the exponential part of (4.6.22) became to zero, thus:

+o0
p1 cos(Npskwreot) + Npskyeo Sin(Npskwyreot)
A/\reen =2 re kiA
Ore_enh(t) = 2 @re ki E 2+ (Noskeno)? (4.6.23)
k=1

Finally, the expression (4.6.23) can be rewritten as:

+00
2a)re0 k]A Nj DSka)reO
Aldye_enn(t) = COS|:NDSkCOre()t - atan(—ﬂ
) \/]95 + (Npskwre)’ pi (4.6.24)
k=1

4.6.2 Estimated Speed Ripple Computation with Single Sinusoidal Disturbance

The computation of the estimated speed ripple can also be extended in case of a
constant speed with superimposed a periodic disturbance. By referring the block diagram
shown in Fig. 4.6.4 and considering the instantaneous quantized speed @.?)(f) with a
periodic disturbance, already defined in section 3.3:

+00 +00
2 NpskAaw:
W D(t) = rep + Awrecos(wat+pa) + Z Nosk ZJn( Dsa)da) e) (Npskareo+n wa) cos((Npskreotn wa)t+n gq)
k=1 N=-00

(4.6.25)

r(eq) | WVTSF (S) |0);»(Z) = a/}reienh

—>» Wyrse(s) —>

T, A

Figure 4.6.4 VISF Estimation from Instantaneous Quantized Speed with superimposed a periodic
disturbance.

By applying the convolution product of (4.6.5), the components of the final expression
of the estimated speed are:

e The first components are exclusively linked to the constant speed value @y and,
as already defined in sub-section 4.6.1, are indicated with: {4, {9 € ¢

] - -pit ] - -pat ] -ePs
C i p——1 == } (4.6.26)

= + + = Wre
)=y + Qo + e = Wreo ki [A i D2 .
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e The second components are linked to a sinusoidal disturbance Awy.cos(wat + @)
superimposed to wrp and are indicated with €24, up € yc

_ AwaA[-p1 eP" + pi cos(at) + wa sin(wat)]

QdA - 2 2 (4627)
Pt wy
AwaB|-p2 e + p; cos(wat) + wa sin(wat
= [-r P (2 ) (@at)] (4.628)
P>t wy
AwiCl-p3 eP" + p3 cos(wat) + wa sin( wat
o = A [-ps p3 cos(wat) + wa sin(wat)] (4.6.29)

2, 2
p3t wy

where (2= Q4+ Qup+ Lc is the sum of the three components (4.6.27) — (4.6.29) linked
to a sinusoidal disturbance.

¢ Finally, the components related to the quantization harmonics phenomena of the
@9 can be considered for a generic pair of harmonics k e sub-harmonics #, are
indicated with y(k,n), OQp(k,n) e Qc(k,n)

kiA[-p1 e?" + p1 cos((Npskreo + naa)t + ngd) + (Npskwreo + nawa) sin((Npskwreo + nwd)t + nea)]
P + (Noskareo + nwa)?

Qu(k,n) =

(4.6.30)

kiB[-p2 eP* + p2 cos((Npskereo + nwa)t + nga) + (Npskareo + newa) sin((Noskareo + nawa)t + nea)]
p3 + (Npskawreo + nwa)?

Op(k,n) =

(4.6.31)

kiC[-p3 e + p3 cos((Npskareo + newa)t + ngd) + (Noskawreo + nad) sin((Noskreo + nwa)t + nea)]

$2cflem) = P+ (Npskareo + naa)?
(4.6.32)
Therefore, the estimated speed ripple expression is given:
~+o00 +oo
A 2 NpskAw.
Ao e = Z Nk ZJ(DST“”) (Noskwartnoa) [Qulkn)+Qs(kn)+2ckn)] — (4.6.33)
k=1 Nn=-00

Fig. 4.6.5 shows the temporal waveforms of the various components of the estimated
speed by the VTSF, when a single sinusoidal disturbance is considered. From Fig. 4.6.5
it can be observed how the components linked to w.o are identical to those obtained in
the case with constant speed; the components (24, {23 and 2;c are exclusively related to
the sinusoidal disturbance; on the other hand, the components that composing the
estimated speed ripple Q24(k,n), {2s(k,n) and 2c(k,n) have the same shape in the case with
constant speed.
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Figure 4.6.5 Each Computed Components of the Estimated Speed enhanced speed: (a) related to
constant reference speed @, (c) related to the a single sinusoidal disturbance and (c) related to the
quantization harmonics phenomena.

Finally, the estimated speed from the VTSF, when a single sinusoidal disturbance is
considered, holds:

Ore enh(t) = Q)+ Qu+ Aldre enn(t) (4.6.34)

Based on defined in sub-section 4.5.1 and deduced from the expressions (4.6.26) -
(4.6.34) and even from Fig. 4.6.5, it is possible to exploit the same approximations that
allow to simplify, also for this case with single sinusoidal disturbance, the final expression
of the approximate estimated speed and therefore its ripple.

4.6.3 Computation of the peak to peak estimated speed ripple

Starting from the approximated expression of the speed ripple (4.6.35), defined in sub-
paragraph 4.6.1, in order to numerically quantify the filtering action of the speed
estimation algorithm, the speed ripple produced by the quantization harmonics in the speed

estimate A@y.(?) is computed in the steady state and suitably manipulated, giving the
expression (4.6.37). This latter expression is obtained by considering the approximations
(4.6.36), which are satisfied whenever index £>10, Fig. 4.6.6 and 4.6.7:
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Figure 4.6.6 Approximation of the arctangent in (4.6.36) relationships with different Nps and
considering the first 10" harmonics of the quantized speed.
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Figure 4.6.7 Approximation of the square root in (4.6.36) relationships with different Nps and
considering the first 10" harmonics of the quantized speed.

+00
20re0 kid Npsk®reo
Adyre enh(t) = COS|:NDSk0)reOt - atan(—ﬂ
. \/Pi + (Npskaren)’ pi (4.6.35)

k=1

kN re
atan(;%wo) & g \/ pr*H(kNpswein) = kNpsaelo (4.6.30)
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N DS @res (4.6.37)

+o0

2 Sl”l! kN, (Ore t!
AQN)re(l) = 260}%‘0 k]A DS 0

k=1

The effectiveness of the above modeling is confirmed by the results shown in Fig. 4.6.8,
where the speed ripple carried out from the simulations of VTO implementation, and

Adre(t) have been compared at the same fzwo = 10Hz, at different fr.o and Nps. In all
cases good accuracy in the estimated speed ripple is achieved.
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Figure 4.6.8 Estimated rotor speed ripple with VTO implementation and approximated speed ripple
at different operating points and sensor resolutions.
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The maximum value A®,emax 0f the estimated speed ripple can be calculated by truncating
(4.6.37) to the first n quantization harmonics and computing its derivative, (4.6.38).

dA Nre t)|n 1
%ﬂ‘ = 20re0 k1A Y cos(kNpswreot) (4.6.38)
k=1

To determine the zeros of the function (4.6.38) it is necessary to solve the following
equation:

n
> cos(kNpsareot) = 0 (4.6.39)
k=1

By exploiting the trigonometric operations it is possible to rework the equation (4.6.39)
and rewrite it as follows:

n
2sin(kNpscreot) Y_cos(kNpsreot) = 0 (4.6.40)
k=I

It is shown that (40), through the sine addition formula, can be rewritten as follows:

n
Z {sin[(k+1)NDSa)re0t] - Sin[(k—])NDsa)reot]} =0 (4.6.41)
k=1

The sum expressed in (4.6.41) is convergent, for any n €N, to the following result:
sin[(n+1)Nps@reot] + sin(nNpsayeot) - sin(Nps@reot) = 0 (4.6.42)
It is shown that the solutions of equation (4.6.42) are:

T

= o DNoaa (4.6.43)

to

By means the trigonometric operations performed in the equations (4.6.39) - (4.6.42),
the result obtained in (4.6.43) is a zero of the equation (4.6.38), therefore the maximum

point A@emax Occurs at the instant ¢y, (4.6.43). Substituting (4.6.43) in (4.6.37) and by
further algebraic manipulations we can obtain:

n
sin
E n+l
A@remax = A5;~e(f0) = Za)re() k]A I —— (4644)

kNDs@re0
k=1
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The expression (4.6.44) can be rewritten as following:

n
, (kﬂj
Sin| 4
_ - 200 kiA 1 ntl
Abremax = Abre(ty) = Npsareo n+1 ki (4.6.45)
n+1
k=1

The expression defined in (4.6.46) R is the result of the Riemann sum.

n

) (kﬂ) .
sin|—— )
T n+l sin(x)
R=""7 ir —>j L dx=1.851937 (4.6.46)
n+l 0
k=1

the maximum value of (4.6.37) can be definitively expressed as:

2k AR
Nbps

Aaremgx = A@r@(to) = (4.6.47)

As it is necessary to calculate the peak-to-peak value A@eppk of Adye, it will be expressed
as a percentage of the operating speed @, (4.6.48).

2 Aa)remax 4k] ASR
~ 0/ — = 4.6.48
Aa)reppk A Dred 100 reoN S] 00 ( )

4.6.4 Selection of Rotor Position Sensor Resolution

Starting from (4.6.48), it is possible to determine the minimum value of sensor
resolution Npsmin capable to satisfy the desired requirements of the speed observer,
expressed in terms of with a desired speed loop bandwidth and maximum estimated speed

ripple A®yeppr2o at the minimum operating speed @reomin:

888 ﬂf‘Btho 9{ ]

A
WreOminA a)reppk%

Npsmin = 00 (4.6.49)

In particular, the minimum rotor position sensor resolution expression (4.6.49), has
been calculated from (4.6.48) by substituting the values of the coefficients, 4 = /.01 and
k1 = 2 nfpwwio, calculated in sub-paragraph 4.5.1.

Fig. 4.6.9a displays A@eppr% vs Nps at two different VTO bandwidths fzmo for a specific
operating point freomin. It is worth noting that the filtering action of the speed observer on
the quantization harmonics increases with Nps increasing, and with fzw decreasing.
Moreover, (41) also confirms that for a specified Nps at higher operating speeds, the
filtering action in the speed estimation increases, Fig. 4.6.9b.
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Figure 4.6.9 approximated peak to peak speed ripple in p.u. vs Nps.

Although (4.6.49) provides a straightforward relationship between sensor resolution
and speed estimation performances in the low speed operating region of the drive, the
VTO bandwidth fzm1 has to be properly selected in order to guarantee proper command
tracking and disturbance rejection capabilities of the entire speed closed loop. The
following section is addressed to establish a relationship between fzwvo and the desired
closed speed loop bandwidth fzwe. Moreover, the effects of the speed closed loop on the
quantization harmonic filtering process are investigated as well.

4.6.5 Speed Closed Loop Analysis

In the proposed approach the design of the speed loop is performed assuming an ideal
measurement. The tuning of the PI speed controller Co(s) has been performed in
paragraph 4.3. Hence, the poles placement method has been applied to impose the desired
closed loop poles of the corresponding ideal closed loop transfer function We(s). The
ideal speed loop can be presented as in Fig. 4.6.10, with the plant transfer function Pa(s)
indicated in (4.6.50), where a purely inertial mechanical system is considered. As well
already explained in paragraph 4.3, the mechatronic assumption is used here, i.e., the
current control loop is assumed to be very fast, so its transfer function is approximated
with a unity gain.

1 kps + ki
Pofs) =5 Cofs) = J’S— (4.6.50)
kys + ki Fo(s) kys + ki
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Figure 4.6.10 Closed loop control structure with ideal speed sensor.

Starting from the desired fzwe, it is possible to assign the speed controller gains
according to the pole placement method explained in sub-paragraph 4.3.1 and already
defined in (4.6.52):

kpa} = (pm +p2w) J kio =p1wp2wJ (4652)

the above specifications given in terms of poles (p;o, p20) are equivalent to impose a
desired ideal speed loop bandwidth fzwe and ideal phase margin mg to the controlled
system. By assuming that the phenomena of quantization related to the finite sensor
resolution can be modeled as a disturbance d(?) superimposed to the electrical angular
actual rotor speed w., Fig. 4.6.11, it is possible to evaluate three transfer functions related
to three different inputs: the reference speed @, the load torque 77 and the disturbance
d(t), and two different outputs: the actual rotor speed @ and the estimated rotor speed

Orm.
T, d(1) .
Cl)r*m + T e +é>__> Wy Wye + + CUVZ A
» Wrm
Cofs) Pofs) 51> 1o 198

Figure 4.6.11 Closed loop structure with the speed observer.

where the disturbance d(?) can be associated to the speed quantization harmonics when a
single sinusoidal disturbance is superimposed to a constant speed:

400 +o0
2 NpskAcwy.
d(t) = Z Nosk Z']"[—Dsa)d @ ) (Npskaregtnma) cos(Npskarertnwa)ttngs)  (4.6.53)
k=1 n=-00

When the reference speed @ is considered as an input and the estimated rotor speed

@m is considered as an output the transfer function obtained is the closed loop transfer
function and is related to the command tracking performances:

oo Cofs)[Werr(s) + Pofs)Wrrse(s)]

_ W
WiolS) = = T4 Cals) [Wre(s) + Pofs) Wrrsi(s)] (4.6.54)
Fioi(s) = Co(s)[ Werr(s) + Po(s)Wyrse(s) ] (4.6.55)

where Fi(s) is the control speed open loop transfer function.

When the load torque 77 is considered as an input and the actual rotor speed is
considered as an output the transfer function obtained is the dynamic stiffness and is
related to the disturbance rejection performances:

165



Doyt 1 +Cofs)[ Werr(s) + Po(s) Wyrsr(s)]
o) = o~ Pofs)[1 + Co(s) Werr(s)]
Finally, when the disturbance d(t) is considered as an input and the actual rotor speed
is considered as an output the transfer function obtained is the total filtering action on the
quantization harmonics of the actual speed:
Orm Po(s)Cofs) Wyrsr(s)

X ="~ 1+Cofs)[ Wcrr(s)+ Wyrse(s)Po(s)]

(4.6.56)

(4.6.57)

In all transfer functions (4.6.54) - (4.6.57) have been consider two components of the
VTO, the first one is the VTSF closed loop transfer function Wyrsr(s), while the second
one is the transfer function related to the feed forward input in the VTO, i.e., Wcrr(s),
defined as:

ZAN 2
Wrm N

(4.6.58)

By considering that the estimation of the feed forward term is exactly 1. = T, and also

the estimated mechanical model is correct, i.e., J= J, it is possible to consider the follow
simplification:

Po(s) = [WCFF(S) + Po(s) WVTSF(S)] (4.6.59)

Then, by considering the above simplifications the previously functions can be rewritten
as:

. Wrm . Ca)(S)Pa)(S) . . kgaﬁ"l'kia)
VVtot(S) = @ = ]+CQ}(S)PQ}(S) = Wa)(S) _JS2+kpa)S+kia) (4660)
I ]+Ca;(S)[WCFF(S) + Po(s) WVTSF(S)] B 1+Co(s)Pu(s)
D) =, = Po(s)[1 + Cofs) Werr(s)] ~ Po(s)[1 + Cofs) Werr(s)] (4.6.61)
. 2
X(s) = Wols) Wyrsi(s)= Jsk”““k"" A ks ths (4.6.62)

2 thposthio s +kis?Hhos ks

It 1s possible to note that the closed loop transfer function Wi (s) coincides with the
ideal closed loop transfer function; in particular, by considering the function X(s) it is
possible to note that the total filtering action on the quantization harmonics of the
instantaneous speed is depending both on fpwe and fpwiw. In fact, ko and kie are
determined according to /3w, While the coefficients k;, k> and k3 are determined according
tOﬁ?tho-

Furthermore, the expression of the dynamic stiffness Dio(s), considered when the VTO
is included in closed speed loop, is a quite different then the dynamic stiffness D(s) of the
ideal speed loop:

T 1+ Co(s)Po(s) S
DB) = ™ Pu(s) IS+ ks + ki
In fact, Dw(?) can be rewritten as a function of the dynamic stiffness of the ideal speed
loop:

(4.6.63)

T, 1+Co(s)Po(s) B D(s)
Om  Po(s)[1+ Co(s)Werr(s)] 1+ Cols)Werr(s)

Dioi(s) = (4.6.64)
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The main goal is to the combined selection of the ideal speed loop bandwidth and the
VTO bandwidth allow to define the closed speed loop performance and also the
mitigation of the quantization harmonics; in particular, the selection of the VTO
bandwidth allow to mitigate the estimated speed quantization harmonics, while the
combined selection of the ideal speed loop and VTO bandwidths allows to mitigate the
quantization harmonics of the actual speed. Therefore, it is necessary to find a good
compromise of the ratio between the speed loop and VTO bandwidths.

In order to find a good compromise on the ratio faww/fawwo it 1S necessary to evaluate
the phase margin of the (4.6.55) and thus the robustness of the speed closed loop including
the VTO. The phase margin of the (4.6.55) has been computed by using Matlab only to
evaluate the robustness of the speed loop for some ratios of fpwa/fpwiio selected. In Table
XI four ratio has been selected and the associated phase margins have been computed:

Table XI fzwo/famvo VS My
SBwa/[BWito my [deg]
] 42.7
3 66.1
G 74.5
10 81.8

From the results obtained in Table XI it possible to consider faww/fawvo > 1 as a good
compromise between the desired stability and robustness of the closed speed loop
including the VTO and the mitigation of the quantization harmonics. In Fig. 4.6.12 shown
the time-step responses of the (4.6.54) are shown with the considered ratios and phase

margins of the Table XI:
14— — — 12 : \ : \
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Figure 4.6.12 Time-step responses of Wiu(s) with different ratio fswe/fswwo and by considering fpwo =
20 Hz and J = 3.5 107 kgm’.
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After having defined the ratio faww/fawwo > [ it is possible to include the finite
resolution issues of the rotor position sensor in the speed closed loop. As explained in
sub-paragraph 4.6.4 the minimum resolution can be selected by considering the
expression (4.6.49) that depend on the minimum electrical angular rotor speed @ymomin,

the desired ripple of the estimated electrical angular rotor speed AaA)reppk% and the desired
VTO bandwidth fzm. In fact, the constraint on the desired ripple of the estimated
electrical angular rotor speed allow to mitigate the quantization harmonics of the
estimated rotor speed, however in the previously speed loop analysis the total filtering
action on the actual speed has been computed in (4.6.62).

It is easy to show in Fig. 4.6.13 that the design constraint about the estimated speed
ripple is more precautionary because the total filtering action mitigates more quantized
harmonics then the VTO only and thus if the desired estimated speed ripple is fixed the
actual speed ripple will be lower.

1.2 \ T \ \
1 — [Wyrsr(jo)|
— X
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00 Sb 100 150 260 250 360 330 400
Frequency [Hz]

Figure 4.6.13 Filtering action comparison between the Wyrsr(s) and X(s) magnitudes.

Finally, according to the above considerations it is possible to consider the effect of
the finite resolution of the rotor position sensor in closed speed loop.

25 T T T 25 T T T T T T T T
Jewelfawio =1 Nops = 64 Jowa/fewvo =3 Nps = 256
Sol} Mo 42.7° 20 | Me=66.1°
.
10| 1 10
5 5

001 02 03 04 05 06 07 0809 1 %) 01 02 03 04 05 06 07 08 09 1

Time [s] Time [s]
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f;'3+'m,/ﬁ9ert =3 NDS =512 fBWa/f;Sva =10 NDS =1024
20| y=74:5° 20 | #p=81.8°
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Time [5] Time [5]

Figure 4.6.14 Time-step responses of the estimated speed with different ratio fawe/famu and different
resolution, and by considering fzwo = 20 Hz, 20% of the estimated speed ripple and J = 3.5 107 kgm’.
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Figure 4.6.15 Time-step responses of the actual speed with different ratio fpwe/fewwo and different
resolution, and by considering fswo = 20 Hz, 20% of the estimated speed ripple and J = 3.5 107 kgm’.

In Figs. 4.6.14 - 4.6.15 it would be noted that the finite resolution of the rotor position
sensor has an impact on the estimated and actual speed ripple and thus on the stability
and robustness of the closed speed loop.

A straightforward way to select the minimum value of rotor position resolution Npsmin
satisfying the design specifications of the drive in the low speed range can be achieved
from the performance requirements of the drive expressed in terms of desired speed loop

bandwidth fzwe, the desired ratio between the speed loop and VTO bandwidth, typically

Jfewalfemie > 1 and the estimated speed ripple in p.u. Ac?)reppk%, all three referred to the
minimum operating rotor speed @m_min.

Therefore, starting from the above specifications, the selection of rotor position sensor
resolution is achieved by the following steps:

1) Determination of the speed controller gains ky» and ki» according to the pole-
placement method explained in sub-paragraph 4.3.1.

2) Determination of the VTO bandwidth according to:

fBWa)/fBtho >1 (4665)

3) Computation of the minimum sensor’s resolution Npsmi» allowed at the minimum
rotating speed @y _min according to the expression (4.6.49)

The above procedure can be exploited to identify the stability limits of the drive used for
the experimental tests.
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4.6.6 Experimental Test Bench

The experimental setup is shown in Fig. 4.6.16 and is consists of two mechanically
coupled motors on the same shaft, Fig. 4.6.17, a common DC BUS supplied by a DC
power supply 500V/5A, two SiC inverters operated at 20kHz. Both motor specifications
are summarized in Tabs. XII and XIII. A dSpace DS1006 have been used to control the
IPM drive under test and implementing the VTO algorithm.

Table XII SPM Motor Drive Data

Rated Power P, 2 kW
Rated Speed  w, 6000 rpm
Rated Torque T, 5 Nm
Stator Resistance R; 0.84 2
Synchronous Inductance Ly 4.7 mH
Pole pairs pp 3
Mechanical Inertia J 3.4 kgem?

Table XIII [PM Motor Drive Data

Rated Power P, 3.6 kW

Rated Speed o, 2000 rpm

Rated Torque T, 19.1 Nm
Stator Resistance R, 2.4 0
g-axis Inductance L, 12.189 mH
d-axis Inductance Lq4 9.947 mH

Pole pairs pp 3

Mechanical Inertia J 21.7 kgem?

B

VST SMPM M
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Figure 4.6.17 IPMSM and SPMSM motors used in the experimental test bench.

Both electric drives are equipped with incremental encoders with Nps = 2048, and the
different position sensor resolutions have been obtained by downsampling the encoder
position measurement. Field oriented controls have been implemented in both drives,
where the execution time of the current and speed loops are respectively 100us and 200us.
In all tests the current control loop bandwidth is fixed at S00Hz.

iq: id kpc, kic

*

!

abclviy,

VSI

Quantized
Position

Figure 4.6.18 Block diagram of the control implemented in the drive under test.
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4.6.7 Preliminary Experimental Tests

The consistence of the proposed approach of the rotor position resolution selection has
been then assessed through steady state tests, dealing with three different values ratio of
fewalfemie = 1, 3 and 5, and fixing the speed loop bandwidth at fpwe = 20Hz and the

estimated speed ripple Ac/c\)reppk% = 20%. Some results are shown in Figs. 4.6.19 - 4.6.23,
which confirm the expression 4.6.49 and the theoretical approach explained in the
previously sub-paragraphs 4.6.4 and 4.6.5.

22 [%] desirecf/ﬁ Orepipios = 20%
) T N
18

16© . 8 $
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14 -

1 2 | |
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4 2 1
3 ! WrmOmin [rad/s] . 7

Figure 4.6.19 Comparison between experimental and simulated estimated rotor speed ripple in p.u. at
different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz desired speed loop bandwidth
and fixing the ratio fewe/fawwe = 1.
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Figure 4.6.20 Comparison between experimental and simulated actual rotor speed ripple in p.u. at
different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz desired speed loop bandwidth
and fixing the ratio fewe/fawwe = 1.
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Figure 4.6.21 Comparison between experimental and simulated estimated rotor speed ripple in p.u. at
different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz desired speed loop bandwidth

and fixing the ratio fewe/fawwe = 3.
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Figure 4.6.22 Comparison between experimental and simulated actual rotor speed ripple in p.u. at
different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz desired speed loop bandwidth

and fixing the ratio fewe/fawwe = 3.
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Figure 4.6.23 Comparison between experimental and simulated estimated rotor speed ripple in p.u. at
different sensor’s resolution NDS and with 20% desired speed ripple, 20Hz desired speed loop bandwidth

and fixing the ratio fswe/fewwo = 5.
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Figure 4.6.24 Comparison between experimental and simulated actual rotor speed ripple in p.u. at
different sensor’s resolution Nps and with 20% desired speed ripple, 20Hz desired speed loop bandwidth

and fixing the ratio fewe/fawve = 3.

These preliminary experimental tests shown the feasibility of the proposed approach
and how the actual rotor speed measured through a full resolution position sensor has a
very low percentage ripple respect then the estimated speed ripple. Obviously, the
experimental values of the estimated and also actual rotor speed are affected to
measurement uncertainty.

4.6.8 Experimental Disturbance Rejection Tests

In order to verify the disturbance rejection capability of the system under test the
dynamic stiffness has been evaluated theoretically and experimentally.

In Figs. 4.6.25 - 4.6.27 show the dynamic stiffness at three different ratio fawe/fBwvo
=1, 3 and 5 respectively, by considering 20Hz of the speed loop bandwidth and the
sensor's resolution Nps = 128.

With the load motor (SPMSM) the load torque disturbance 77 is set, by means of a
sinusoidal current iq with an amplitude equal to 3 A and a frequency range from 0.5 Hz
up to 150Hz.

The following figures show the three different scenarios by comparing the data
collected from the simulations of the model implemented on Simulink (in blue) and the
data collected experimentally (in red).

| emeeees |D(w)] — | Do)

O Simulation

O Experimental

10
10 10

Frequency [Hz]

Figure 4.6.25 Comparison between |D(j®)|, |Dwi(j®)| and experimental and simulated dynamic
stiffness with fswo/fame = 1.
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Figure 4.6.26 Comparison between |D(j®)|, |Diw(j®)| and experimental and simulated dynamic
stiffness with fswo/fame = 3.

........ ID(j®)| —— |Dujo)] O Simulation
O Experimental

I . S N S S S S . S S S S S S

10°

10
10°

Frequency [Hz]

Figure 4.6.27 Comparison between |D(j®)|, |Diw(j®)| and experimental and simulated dynamic
stiffness with fpwa/fawvo = 5.

For high values of the ratio fpww/fswvo = 3 and fawe/fawweo = 5 in Fig. 4.6.26 and Fig
4.6.27 respectively, the dynamic stiffness |Dw(j®)| is very close to the ideal one |D(jw)|,
which results in a high disturbance rejection capability. Only by choosing fawe/fwvio = 1,
Fig. 4.6.25, the speed control loop worsens its disturbance rejection performance. These
results, Figs. 4.6.25 — 4.6.27, confirm the correlation between the disturbance rejection
capability and the robustness of the control speed loop, in fact it is consistent with the
Table XI.

Finally, the disturbance rejection capability of the closed speed loop can be provided
by considering a step torque load 7; = 5Nm with a sensor’s resolution Nps = 128 and
speed loop bandwidth fzwe = 20Hz with three different ratio fewew/fawvio = 1, fawe/fBwvo =
3 and fawe/fBwvio = 5, Figs. 4.6.28 — 4.6.30 respectively.

The minimum rotor speed @ymomin has been evaluated from the expression (4.6.49).
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Figure 4.6.28 Temporal disturbance rejection comparison between the actual rotor speed and
estimated rotor speed with fswe/fswwe = 1.
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Figure 4.6.29 Temporal disturbance rejection comparison between the actual rotor speed and

estimated rotor speed with fgwo/fswwo
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Figure 4.6.30 Temporal disturbance rejection comparison between the actual rotor speed and
estimated rotor speed with fswo/fswwe = 5.

The temporal disturbance rejection analysis has been confirmed experimentally with
three different ratio fpwe/famo as well the frequency responses evaluated in Figs. 4.6.25 -
4.6.27. Furthermore, according to the Table XI the desired performances have been
consistent with the above disturbance rejection analysis, both in frequency and time
domain.

However, in Figure 4.6.30, it is possible to note the effect of quantization that
negatively impact on the current loop quantities as reference and feedback g-axis current
which was not analyzed in this study.

4.7 Selection of the Rotor Position Sensor Resolution in Variable
Speed Drives involving a Fixed-Position-Based Speed
Estimation Algorithm in the Speed Loop

In this paragraph the selection of a rotor position sensor resolution based on a non-
model based speed estimator is presented. As already introduced in paragraph 3.6 there
are several non-model based speed estimation algorithms. Generally, most of these
algorithms are based on the approximation of the derivative on the angular position
measured by the position sensor. In fact, by definition, once the angular position is known,
its angular speed is precisely defined by the derivation operation. Considering the angular
position measurement coming from a finite resolution position sensor, as already widely
seen in section 3.3, this is characterized by quantization harmonics and therefore we
define with 6.9(¢) the electrical angular position of the quantized rotor , while the time
derivative of 6.9(¢), is the instantaneous quantized speed @,'?(f).

Several such algorithms have been presented in literature, based on the Taylor series
expansion [4], [18]-[23], the backward difference expansion [18], [24] and the least-
squares fit [1], [18], [23].

The most commonly used non-model-based algorithms are based on the first order
approximation as it is easy to implement with a very low calculation burden:
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where 6. is the electrical rotor angle, @ is the electrical frequency and @re is the
estimated speed. Two speed estimation algorithms belonging to non-model-based
methods and implementing the first order approximation (4.7.1) are widely used electric
drives: the first, widely known as the fixed time method (FTM) [4], [18]-[23], is based
on counting the number of position measurement updates in a set time interval, while the
second method measures the time elapsed between two consecutive position
measurement updates, and is known as the fixed position method (FPM), or period-based
speed estimation, [4], [18]-[23]. While FTM is very accurate at high speeds, FPM is
suitable at low and medium speeds. Drives usually combine both methods to cover the
full speed range, [4], [25].

Although it is known that speed estimation deteriorates as both position sensor
resolution and minimum rotational speed decrease, [4], [19]-[24], methods for a proper
selection of the resolution taking the low-speed performances of the drive into account
are lacking in the literature. This is a critical issue in drive design, especially for low-
cost applications.

It is expected that the designer will choose the position sensor based on drive performance
specifications, including the minimum operating speed [26], with the aim of minimizing
its cost, thus selecting the minimum required position sensor resolution satisfying the
speed loop reference design specifications.

In this context, the main aim of this study is to provide a deterministic approach in the
choice of sensor resolution according to some technical constraints imposed by the motor
drive application and the speed estimation algorithm implementation. This target is
reached by relating the phase margin of the drive at low rotational speeds with the
minimum required sensor’s resolution.

The proposed design methodology, although of general validity, has been developed
in this paragraph for the FPM implementation, which is commonly used at low speeds by
commercial, general purpose drives.

4.7.1 Fixed Position Based Speed Estimation Algorithm

The FPM implementation can be summarized as in Fig. 4.7.1, where the estimated
speed is computed by measuring the time 7z between two consecutive updates in the
quantized angular position 6..@(¢), Fig. 4.7.2; 7, is determined as in (4.7.2), by counting
the number of clocks n of a high-frequency counter with frequency fczxk=1/Tcrk. This
count can be expressed as the reciprocal value of the product between the sensor’s
resolution Nps and the frequency f,.o associated to the rotor speed @.o. The average rotor
speed is estimated according to (4.7.3).

tu=nTcixk= ND;ﬁe() (4.7.2)
A AGe AGe 27
@ AT 1w NosnTox

(4.7.3)
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Figure 4.7.1 Block Diagram of the speed estimation based on the fixed-position-based speed
estimation algorithm.

This speed estimation method inherently introduces a delay equal to 7. Moreover, the
accuracy of the estimated speed is related to the ratio between fcrx and 1/7 = Npsfreo,
which depends on the motor speed, [19]-[27].

In the following paragraph a FPM operating point model reported is briefly described.
The aim of this model is to approximate the nonlinear estimation process behavior around
a specific operating point fr.o.
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Figure 4.7.2 Operating principle of the fixed-position-based speed estimation method.

4.7.2 Operating Point Model of the FPM Algorithm

Several approaches have been presented in the literature to describe the small signal
behavior of the FPM estimation algorithm [28]-[30]. Among them, the small signal model
developed in [30] has been used in the following study. Assuming that the shaft rotates
at a constant speed @-.0=27fre0, this model represents the dynamic behavior of the FPM
algorithm by means of three cascaded transfer functions representing: a) the counter, with
a moving average filter Huveg(s); b) the triggered system, with a sample and hold transfer
function Hse¢x(s); ) the control algorithm sampling period 7 with a further sample and
hold transfer function Hry(s). Haveg(s) i1s a moving average transfer function, determined
by considering that the high frequency counter signal is asynchronous with respect to the
position sensor pulses and the control algorithm sampling period:
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Haveg(s) =7,

4.7.4
n ] - e-STCLK ( )

With regards to the triggered system, the output of the counter is sampled by means of a
trigger signal every 7z, whose transfer function is given by the following expression:

I - e-STd

Hsan(s) = 4.7.5)

STd

However, the estimated speed @ output by the FPM algorithm is not updated till the next
sampling instant 7 of the control algorithm. This behavior is modeled by another sample
and hold function:

] _ e—S TY
HTS(S) - STS

Hence, the overall transfer function of the FPM operating point model Hrpu(s) is given
by:

(4.7.6)

| 1St o eStap_ osTh
HFPM(S) = Haveg(S) HS&H(S) Hd(S) = Z ;

_eSTak st sT 4.7.7)

By considering that typical values of the 7 (50-200us) and Tcrx (1ps-10ns) are much
smaller than 7y, in the following study we approximate the above transfer functions with
the following (4.7.8) and (4.7.9):

] l_e-SZ'd ]_e-SZ'd

~ lim — = 4.7.8
Havee(s) = lim 5 J]-eSTak  sw (+7.8)
i Lt (4.7.9)
Hr(s) = Jim, =g = 7
As a consequence, Hrpy(s) can be represented as:
2
]-eSW]_ Sl ] -eST
Hrpu(s) ~ —— et f (-em ) (4.7.10)

STd STd SZTd2

Its magnitude, |Hrrm(jw)|, 1s a sinc-squared function, while its phase “Hrpu(j®) 1s a
linear function with the angular frequency :

2| DU
sm(zj

|Hepm(j)| = ——— ZHrpu(jo) = -0t (4.7.11)
o'
4

The filtering action can be explained by considering the modelling of the quantized rotor
position and speed achieved by the measurement with a finite value of Nps. In particular,
the quantized electrical rotor angle 6.9)(¢) can be expressed as paragraph 3.3:
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2
O (t) = @reot + Z Nosk sin(Npsk@reot) 4.7.12)
k=1
while the time derivative of 6.9(¢), that is, the instantaneous quantized speed w.'?(¢), is
defined as:
(@)
() = de%ﬂ (4.7.13)

This is highly discontinuous and jumps between zero and infinity at each position sensor
transition. Assuming that the shaft rotates at @reo, @-?(?) can be expressed as paragraph
3.3:

+o0

OV (t) = Wre0 + 2, 2 0re0 cOS(Npskwrent) (4.7.14)
k=1

The speed waveform of an example of a reconstructed @,”(?) is shown in Fig. 4.7.3a,
where large impulses arise every time the position measurement is updated. The
corresponding magnitude spectrum of @, (t) is displayed in Fig. 4.7.3b, featuring an
infinite number of equally spaced quantization harmonics at kNpswreo, €ach having an
amplitude equal to 2 @.o; the only physically meaningful harmonic, i.e. the dc component
freo, 18 shown in red.
When the FPM is applied to @.?, the sinc-squared function filters the speed by
cancelling all quantization harmonics, as shown in Fig. 4.7.4. In fact, |Hrru(jo)| = 0 at
frequencies f = kfr.oNps = k/ta, with k=1,2...,n , which coincide with the quantization
harmonic frequencies of wy.?.

As regards the phase ZHrpu(j®), it introduces a delay 7z in the speed estimation loop,

negatively impacting on the phase margin of the entire closed speed loop, thus worsening
the stability of the speed-controlled drive.
This last issue is exploited in the following stability margin analysis of the drive at low
rotational speeds in order to establish a relationship between the speed loop design
specifications, given as the lowest operating speed @ym_min and corresponding bandwidth
fBw, and the minimum resolution of the position sensor guaranteeing such requirements.
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4000— / NDSfreO -
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1000 | .
0
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Figure 4.7.3 @'Y for Nps = 6 and w0 = 2710 rad/s. (a) waveform using the first 100 harmonics. (b)
corresponding amplitude spectrum.
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Figure 4.7.4 Harmonic content of the instantaneous quantized speed w,.'?, estimated speed, and the
magnitude of Hrpu(s).

4.7.3 Stability Analysis

The stability analysis of the closed speed loop is performed by linearizing the control
system around the operating point, representing each quantity as a constant value X with
a superimposed small perturbation ox(?). Then, the design of speed loop controller is
accomplished by assuming as feedback the shaft rotor speed, according to the bandwidth
required by the drive performance specifications. Finally, the stability margin analysis
of the drive is performed by including the speed estimator in the loop and investigating
the impact of the FPM algorithm on the drive performance. In both cases the effect of
the current loop is neglected as its bandwidth is significantly higher than speed control
loop.

In the proposed approach the design of the speed loop is performed assuming an ideal
speed measurement, as shown in Fig. 4.7.5, where the mechanical system is represented
by the mechanical inertia J, while the mechanical losses due to frictions are neglected.
The tuning of the PI speed controller C(s) is performed to satisfy the desired dynamic
performance of the speed closed loop, expressed as the speed loop bandwidth fzw and
phase margin m. This goal is obtained by applying the stability Nyquist theory to the
ideal open loop transfer function F(s), imposing the ideal crossover angular frequency wc;
= 27nf.; and the ideal phase margin m:.

kps+k;
F(s) = J;T (4.7.15)

In particular, it is possible to obtain the speed controller gains from f.; and my with the
following relationships, [5]-[6], [14]:
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cik
Fljow)| =1 me= £F(jo) + 1= azan(w—k?) (4.7.16)

_tan(m(p’) _ a)zci.] .
R (4.7.17)

where k, and ; are respectively the proportional and integral gains of C(s), while 7 is the
integral constant time.
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Figure 4.7.5 Ideal closed loop small signal speed control structure.

The corresponding closed loop dynamic performance, such as the bandwidth and the
robustness, can be evaluated by means the ideal closed loop transfer function W(s):

kps+ki
_ 1

In order to obtain a overdamped step response of W(s) a rule of thumb is to select the &,
and k; imposing one pole of W(s) ten time bigger than the other one, and a phase margin
mg; roughly equal to 85° [5]-[6].
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Figure 4.7.6 Magnitude of F(s) and W(s): (a) fei = 20 Hz, (b) fei = 50 Hz.

The analysis of W(s) allows to achieve a key output useful in the next steps of the analysis.
In fact, the differences between the crossover frequency f.; and bandwidth fzw can be
considered quite small for this specific control loop structure and typical values of speed
loop specifications, as clearly visible in Figs. 4.7.6a and 4.7.6b, where the transfer
functions of the open F(s) and closed W(s) speed loops are displayed for two bandwidths.
Hence, in the following study controller gains will be computed by assuming f.; = fpw,
which is a slightly conservative result.
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In order to evaluate the FPM speed estimator influence on the closed loop stability, it
is necessary to include the model of the speed estimator Hrpu(s) as shown in Fig. 4.7.7.
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e < 5 Hepy(s) 4>
Oy,

Current Loop

Figure 4.7.7 Closed loop small signal speed control including the FPM algorithm.

The open Frru(s) and closed loop Wrpm(s) transfer functions of the speed control of
Fig. 4.7.7 become:

2
kps+ki (1 - e5¥
Frpu(s) = ”SZ N ( s2r2d) (4.7.19)

(s the) (1 - 57’
ST+ (s +h) (1 - €57)

Wrpm(s) = (4.7.20)
Nyquist’s stability theory applied to Frpum(s) results in a different phase margin my and
different crossover angular frequency @. compared to the previous case:

\Freu(jor)| = 1 me = LFrpu(jar) + 7 (4.7.21)

Based on (4.7.19), the influence of 7z in the magnitudes and phases of the open loop
frequency response are shown in Figs. 4.7.8 and 4.7.9, with and without Hrpu(s) in the
loop. These curves have been determined for two different values of my and thus 7y, at
two different fc;. The same figures display the crossover angular frequency . = 27zf. and
its variations when Hrpu(s) 1s included in the open loop transfer function. The
comparison between F(s) and Frpu(s) shows limited differences between the ideal
crossover frequencies fo; and f., especially for higher phase margins my As a
consequence, we can approximate f. = f.; = fpw and compute the phase of Frpu (s) at fpw
as:

2wk,
ZFepu(i2 o) = atan(—ﬂ%gj S 2nfewta- 7 (4.7.22)
The corresponding phase margin is given by:
2
mo = ZLFrpu(j2 faw) + 7= me; - %;n; (4.7.23)

The relationship (4.7.22) highlights the detrimental impact of z; on the phase lag required
to reach the stability limit. In particular, one can note that m, can be significantly affected
by the time delay 7z and thus on the rotor position sensor resolution Ny, (4.7.23).

At the operating point fr.0, me increases with Ny increasing, while it decreases with fpw
increasing; therefore, Ny has to be selected in order to guarantee the desired phase margin
of the speed closed loop at the minimum operating speed @ _min, Which represents the
worst operating condition of the speed-controlled drive. In fact, according to (4.7.23), at
higher rotational speeds the effects of delay time 7z will have a lower impact on the phase
margin and thus system stability.

The relationship (4.7.23) provides a straightforward relationship between the system
robustness and the maximum delay time zunqx attributable to the FPM for a specific freo.
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In the above relationships m is a design variable that should be properly selected in
order to guarantee a high disturbance-rejection capability of the drive including the FPM.
Useful guidelines about the m selection can be carried out from the analysis of the torque
disturbance rejection capability of the closed loop control.
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Figure 4.7.8 Magnitude and Phase of F(s) and Frpu(s), at fo; = 20 Hz and for different m.
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Figure 4.7.9 Magnitude and phase comparisons between F(s) and Frpu(s), at fe;=50Hz and for

different my.

4.7.4 Disturbance Rejection Analysis

Generally, whatever feedback control loop is influenced by three external signals, the
reference signal, the load disturbance, and the measurement noise. Any of the remaining
signals can be of interest in controlled design, depending on the particular application
[31]. In particular, the influence of the reference signal can be analyzed by the command
tracking performance, i.e., the closed loop transfer function, while the influence of the
load disturbance and the measurement noise can be analyzed with the load sensitivity and
sensitivity functions respectively [31]. The robustness of the system should be evaluated
by means the generic sensitivity function (sub-paragraph 4.1.4), since two sensitivity
functions can be evaluated and the influence of the measurement noise is difficult to
evaluate experimentally, in this study the load sensitivity has been considered as
sensitivity function related to the robustness of the system [31].
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In order to evaluate the frequency behavior of the load sensitivity function is often
computed the inverse of the load sensitivity function, i.e., the dynamic stiftness [9], [17],
[32]-[34].

In fact, in this study the robustness of the speed control loop system with included the
speed estimator has been analyzed with the disturbance rejection analysis.

The dynamic stiffness transfer function can be computed as the ratio between the
electromagnetic torque disturbance 7. applied to the drive and the corresponding rotor
speed @q». The relationship (4.7.24) shows the dynamic stiffness transfer function D(s)
of the ideal speed loop, while (4.7.25) show the dynamic stiffness Drru(s) achieved by
considering the presence in the loop of the FPM transfer function.

°J+kys+ki
D(s) === (4.7.24)
"2+ (kps ki) (1 - e3%)°
Drpu(s) => S (s th)(1 - %) (4.7.25)

s’

A comparison between the frequency responses of these transfer functions highlights
that a limited deviation of the |Drpu(jw)| curve from the ideal response |[D(jw)| is
observed when my is greater than 40°. To confirm this, Fig. 4.7.10 and 4.7.11 display the
frequency responses of |D(jw)| and |Drpu(j@)| for two different my, at fsw=20Hz and Nus
= 6. Itis worth noting that in case of m¢y = 60° a limited deviation of the | Drpu(j@)| curve
from the ideal response |D(jw)| is observed, corresponding to a limited influence of 7z on
the disturbance rejection capability of the closed loop control. On the contrary, a low my
value, corresponding to a higher 7y, can significantly compromise the drive performances.
In the same figures the dynamic stiffness determined by simulating the electric drive with
the speed closed loop including the FPM algorithm is displayed. In the last case the
dynamic stiffness is computed by considering the ratio between the applied torque
disturbance and the speed outgoing from the mechanical model of the system. A good
agreement between the relationships (4.7.24) and (4.7.25) and simulations is achieved.
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Figure 4.7.10 Magnitude of D(s), Drpu(s) and FPM at 20Hz, with my = 60° and Nps = 6.
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Figure 4.7.11 Magnitude of D(s), Drru(s) and FPM at 20Hz, with my = 20° and Nps = 6.

It has been verified that by selecting in (4.7.23) a m, comprises between 40° and 60° a
good compromise in terms of dynamic response is obtained independently on Nps.

4.7.5 Selection of Rotor Position Sensor Resolution

Starting from the previous consideration, a straightforward way to select the minimum
value of rotor position resolution Npsmi» satisfying the design specifications of the drive
in the low speed range can be achieved from the performance requirements of the drive
expressed in terms of desired bandwidth fpw of the speed closed loop and phase margin
mg, both referred to the minimum operating rotor speed @m min. In particular, starting
from the above information, the selection of rotor position sensor resolution is achieved
by the following steps:

4) Determination of the controller gains &, and k; by (4.7.16) and (4.7.17), assuming fc;
Zbe.

5) Computation of the max value of delay time 7yma allowed at the minimum rotating
speed @rm_min according to:

2wk,
atan(ﬂej -Mey

ki
Tdmax = 2nfsw (4.7.26)
6) Determination of minimum sensor’s resolution:
2
Nosmin = 2 (4.7.27)

PP Orm_min Tdmax
where pp is the number of pole pairs.

The above procedure can be exploited to identify the stability limits of the drive used
for the experimental tests. For example, Fig. 4.7.12 displays @ym min VS Npsmin for two
speed loop bandwidths fzw and me=0". The values of @m mn have been determined
according to (4.7.26) and (4.7.27), and by simulating the FPM algorithm in Simulink. A
very good agreement between the implementation and the proposed approach is achieved.
By selecting the desired minimum operating condition of the drive @sm min One can
identify the minimum sensor resolution Nuwmin. Conversely, starting from Nps, it is
possible to find the minimum rotating speed @ min featuring a stable behavior of the
drive, also meeting the control design requirements. Increasing fzw requires an increased
minimum sensor resolution Npsui» for the same phase margin me, (4.7.27).
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Figure 4.7.12 Stability limits for different speed loop bandwidths and different Nps, for my=0".

4.7.6 Experimental System Setup

An experimental test bench has been developed in order to validate the theoretical
study, Fig. 4.7.13. A test rig has been arranged consisting of two PMSM drives whose
shafts are mechanically coupled and sharing same DC bus. Motor specifications are
summarized in Tabs. XIV and XV. Both motor drives are fed by SiC inverters operated
at 20kHz. A dSpace DS1006 have been used to control the IPM drive under test and
implementing the FPM algorithm, the last executed at 100 MHz.

Table X1V SPM Motor Drive Data

Rated Power P, 2 kW
Rated Speed 6000 rpm
Rated Torque T, 5 Nm
Stator Resistance Ry 0.84 Q2
Synchronous Inductance L 4.7 mH
Pole pairs pp 3
Mechanical Inertia J 3.4 kgem?’

Table XV IPM Motor Drive Data

Rated Power P, 3.6 kW

Rated Speed 2000 rpm

Rated Torque T, 19.1 Nm
Stator Resistance Rq 2.4 Q
g-axis Inductance L, 12.189 mH
d-axis Inductance Lq 9.947 mH

Pole pairs pp 3

Mechanical Inertia J 21.7 kgem?®
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Figure 4.7.13 Experimental servo-drive test bench: (a) photograph, (b) schematic.

Both electric drives are equipped with incremental encoders with Nps = 2048, and the
different position sensor resolutions have been obtained by downsampling the encoder
position measurement. Field oriented controls have been implemented in both drives,
where the execution time of the current and speed loops are respectively 7100us and 200us.
In all tests the current control loop bandwidth is fixed at S00Hz.
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Figure 4.7.14 Block diagram of the control implemented in the drive under test.
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4.7.7 Preliminary Experimental Results

The first tests were undertaken to verify the effectiveness of the theoretical study. In
particular, Fig. 4.7.15 depicts the stability limits of the speed control loops implemented
in the experimental setup and by using the proposed analytical approach for different rotor
position sensor resolution Nps. The speed loop bandwidth is set at /3w = 20Hz for each
Nps configuration. It is noted that a good agreement between modelling and experimental
tests is achieved.

35 T T i i i L O R S T i I i i
300 Orm_min [rad/s] O FPM Proposed Approach Eq. (27) |
25| QO FPM Experimental |
20 7
151 N
10 - o .
5r o 7
0 I | ‘ il ‘ ‘ ‘(\) I 0 ‘ Q . ‘ (1))
6 16 32 64 128 256 512

NDSmm
Figure 4.7.15 Stability speed limits at my=0"and fzw=20Hz.

The main goal of the following tests was to experimentally validate the procedure of
selection of rotor position sensor resolution described in section 4.7.5.

A first experimental test has been conducted on the current loops of both SPM and
IPM motors with the aim of verifying the correct tuning of their current loops. These
experimental tests allow to verify the mechatronic hypothesis, i.e. since the current loop
bandwidth is selected at least ten times larger than speed loop bandwidth it is possible to
neglect the dynamic effects of the current loop in the whole theoretical study and also
during the experimental tests.

Furthermore, the robustness of the speed control loop system must be verifyed,
indirectly, by means the disturbance rejection analysis by using the dynamic stiffness.

Since the SPM motor drive work as mechanical load (SPM), it imposes the
electromagnetic torque disturbance on the rotor of the motor under test (IPM), a dynamic
frequency limits of the current loop must be validated in order to impose the same torque
disturbance amplitude for the whole range frequencies.

A first experimental result that verifies the current loops bandwidths are shown in Figs
4.7.16—-4.7.17:
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Figure 4.7.16 SPM motor drive current loop performance at no load condition and with AT, = 2Nm
and f; = 500 Hz.
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Figure 4.7.17 IPM motor drive current loop performance at no load condition and with AT, = 2Nm
and fg = 500 Hz.
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In Fig. 16 the SPM motor speed is setted at 50rad/s through the motor under test [PM,
while the SPM motor drive imposes zero average value of current of axis q, and therefore
no load condition, with superimposed a sinusoidal disturbance of amplitude 3A and
frequency 500 Hz, in order to verify if the q axis current feedback reproduces a similar
sinusoidal trend, but with phase-shift and with a reduced amplitude of -3dB.

The same test is repeated for the current loop of the IPM motor drive, Fig. 4.7.17. In
fact, the SPM motor drive imposes the speed at 50rad / s, while the motor under test [IPM
provides zero average value of axis q current with superimposed a sinusoidal disturbance
of 3A amplitude and 500Hz frequency.

Fig. 18 shows the same test but under load conditions, by imposing an average value
of q axis current of SA and superimposing a sinusoidal disturbance of amplitude 3A and
frequency 500Hz.
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Figure 4.7.18 IPM motor drive current loop performance at load condition and with AT, = 2Nm and
fa=500 Hz.

After verifying the performance of the current loops, it is possible to validate the
selection method of the rotor position sensor resolution Nps by comparing the simulated
and experimental minimum rotor speed limits, for a given speed loop bandwidth, Fig.
4.7.19. In particular, the theoretical and practical limits are shown for different resolution
values Ngs and imposing, as a stability constraint m, = 0.
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Figure 4.7.19 Minimum Speed Limits at mf = 0 and fBW = 20 Hz.

It would be notating, in Fig. 4.7.19, that the minimum rotor speed has been evaluated
in steady state condition and an instant before the speed control loop was loser in no load
condition. Starting from stability margins analysis performed in the section 4.7.3, a first
experimental validation has been evaluated by choosing the control speed loop bandwidth
fsw = 20 Hz and two different phase margin conditions my = 60° and my = 20° by
considering the same rotor position sensor resolution Nps = 6. According to the
expression (4.7.20) it is possible to evaluate the minimum rotor speed that to able
guarantee the stability margins selected above.

Because in these first experimental tests has been selected 20Hz of the speed loop
bandwidth, in Fig. 4.7.20 a comparison between the mechanical reference rotor speed
®"m and estimated rotor speed @,» by using an incremental encoder with Nps = 2048 has
been shown, where the reference rotor speed @*. is a constant value 50 rad/s with an
adding sinusoidal speed with 5 rad/s amplitude and 20 Hz frequency.
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Figure 4.7.20 IPM motor drive current loop performance with fzyw = 20Hz.
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In order to verify the robustness, i.e. the phase margin my, indirectly, a dynamic
stiffness has been performed in Figs. 4.7.21 and 4.7.22. In particular the experimental
dynamic stiffness has been performed by control the SPM motor drive in torque control
by providing a sinusoidal torque disturbance with peak to peak value A7, = 2Nm and a
variable range frequency from 0.5 ti 150 Hz. It would be notating that, since the current
loops bandwidth of both motors drive in Figs. 16a and 16b have been verified at S00Hz
with -3dB attenuation, in order to perform the dynamic stiffness, the same disturbance
torque peak to peak A7} has been provided and verified by torque-meter measurements
for each frequency range values.

In the operating point conditions and for each frequency range values, a peak-to-peak
mechanical speed 4wy has been estimated by using the FPM and from a rotor position
sensor w1th NDS = 2048.
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Figure 4.7.21 |D(s)|, |Drru(s)| carried out through the Simulink implementation of the speed
controlled motor drive and experimental tests, with the following reference design specifications:
few=20Hz, my=60° @m _min=100 rad/s and Nps=6.
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Figure 4.7.22 |D(s)|, |Drpu(s)| carried out through the Simulink implementation of the speed
controlled motor drive and experimental tests, with the following reference design specifications:
few=20Hz, my=20°, @m _min=38 rad/s and Nps=6.

The results obtained in Figs. 4.7.21 and 4.7.22 confirm the predicted phase margins
defined during the desired procedure design. In fact, with the same closed control speed
loop bandwidth fpw = 20 Hz and with the same rotor position sensor resolution Nps = 6,
the comparisons between the theoretical, simulated, and experimental dynamic stiffness
confirm indirectly the robustness achived.

4.7.8 Experimental Results: Case Study

Suppose that the speed loop design specifications are: desired closed loop speed
bandwidth fzw=30Hz and phase margin m, = 60° at the minimum mechanical speed
@rm_min = 30 rad/s. By following the proposed approach we achieve the maximum time
delay zimax = 2.3ms allowing to approach at @m min (4.7.27) the desired my. Then, the
minimum resolution of the position sensor is determined by rounding the result of (4.7.28)
to the available product on the market, (4.7.28):

N = 2 _ 2r
DS D @ min Tamar 3 30 0.0023

=30.35= 32 (4.7.28)

In order to verify whether the above reference design specifications are satisfied by the
drive, a first test has been performed to verify the bandwidth of the speed loop when the
motor drive is set according to (4.7.16) and the speed feedback is carried out by the FPM
algorithm configuring Nps=32. Fig. 4.7.23 displays the reference @”.» and feedback @m
rotor speed, the last estimated with the FPM algorithm applied to the full resolution rotor
position measurement Nps = 2048. In this test the reference rotor speed @*» is set to
®rm_min Plus an additional sinusoidal terms of magnitude equal to 5 rad/s and frequency
equal to 30 Hz. The test clearly shows a 3dB decrease of the actual speed @m at @m_min,
confirming the fpw with Nps=32.
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Figure 4.7.23 Test performed by setting the IPM motor drive with fpw=30Hz, phase margin my=60°

at @m_min = 30 rad/s and Nps=32.

The robustness of the speed control loop has been evaluated through the dynamic
stiffness analysis, which has been determined by controlling the drive under test at
=30 rad/s and generating with the other drive a sinusoidal torque disturbance of peak-
to-peak amplitude A7, = 2Nm and a variable frequency range from 0.5Hz to 150 Hz. The
dynamic stiffness has been computed by considering the estimated speed with full
resolution sensor. Note that experimental tests fit very well the curve |Drpu(j®)| carried
out from the model (4.7.25) and from simulations of the tested motor drive, confirming
the accuracy the modelling and validating the methodology used to select the rotor
position sensor resolution.

The same analysis has been conducted by reducing the sensor resolution to Nps=16
and keeping same @ym_min and fzw. Consistent with the theory, the dynamic performances
worsen as the delay time 7; increased. According to (4.7.27), the corresponding m is now
decreased and equal to 40°. Fig. 4.7.25 confirms a worsening of the frequency response,
and a good matching between modelling, numerical simulations and experimental tests.

— |D(w)| — |Drem(j@)| O FPM Simulation
O FPM Experimental

10"

1
Frequelnocy [Hz]
Figure 4.7.24 |D(s)|, |Drpu(s)| carried out through the Simulink implementation of the speed
controlled motor drive and experimental tests, with the following reference design specifications:
few=30Hz, my=60° @m min=30 rad/s and Nps=32.

10°
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Figure 4.7.25 |D(s)|, |Drpu(s)| carried out through the Simulink implementation of the speed
controlled motor drive and experimental tests, with the following reference design specifications:
Jew=30Hz, my=40°, @m _min=30 rad/s and Nps=16.

Another way that allows to evaluate the dynamic performance of the closed speed loop
control algorithm is the speed step response of the command tracking Fig. 4.7.26.
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Figure 4.7.26 Rotor speed step response comparisons between experimental results with Ngs = 2048
and Nys = 32 and simulation result with Nps = 32.
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Figure 4.7.27 Rotor speed step response comparisons between experimental results with Nps = 2048
and Nps = 16 and simulation result with Nps = 16.

The Figs. 4.7.26 and 4.7.27 show the speed step responses from 30 rad/s to 40 rad/s in
order to compare the experimental results with different rotor position sensor resolutions.

In particular, it would be noted the different command tracking performance when a
rotor position sensor is quantized with Nps = 32 and with Nps = 16; in fact, the command
tracking performance observed in Figs. 4.7.26 - 4.7.27 have the same rise times, related
to the same closed speed loop bandwidth fzw = 30Hz, and different overshoots, related to
the different phase margins my = 60° in the case Nps = 32 and myp = 40° for Nps = 16
respectively.

A different way to verify the disturbance rejection of the closed speed loop is to
provide a T, = 10Nm step torque load at minimum rotor speed @rm_min = 30rad/s required
in this case study, with different rotor position sensor resolutions Nps = 32 and Nps = 16
respectively. Therefore, in Figs. 4.7.28 - 4.7.29 the different temporals disturbance
rejection have been performed in order to linked the different phase margins with the
dynamic performance of the torque load disturbance rejection in the closed speed loop.

Furthermore, the comparisons between the experimental results and the simulation
results of the FPM implementation model, in both cases Nps = 32 (my = 60°) and Nps =
16 (my = 40°), Figs. 4.7.28 and 4.7.29 respectively, are quite satisfactory.
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Figure 4.7.28 Temporal disturbances rejection comparisons between experimental results with Nps =
2048 and Nps = 32 and simulation result with Nps = 32.
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Figure 4.7.29 Temporal disturbances rejection comparisons between experimental results with Nps =
2048 and Nps = 32 and simulation result with Nps = 32.

In conclusion, the experimental results conducted both in the preliminary tests (sub-
paragraph 4.7.6) and in the case study (sub-paragraph 4.7.7) allow, not only to validate
the proposed approach and therefore allowing to choose the minimum resolution of the
position sensor starting from the desired specifications to be guaranteed for a VSD, but
also to verify how closely the mathematical models proposed for this analysis are able to
approach the real behavior of the system under test.

4.8 Conclusions

The contributions of my research regarding this chapter expect that will help engineers
develop new and effective methodologies to determine the most appropriate position
sensor resolution for the electric drives they are designing.

Starting from the theoretical contribution developed in paragraph 3.3 "Mathematical
Formulations of the Quantized Rotor Position and Angular Speed" , in the paragraph 4.5
"Impact of the Rotor Position Sensor Resolution in AC drive using Speed Estimation
Algorithm based on Vector Tracking Observer" has been verified theoretically and
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experimentally that the quantization harmonics are inherently present in speed estimates
obtained from the position measurement, albeit reduced by the filtering properties of the
specific estimation algorithm. For the specific case of the VTSF, simple expressions for
the amplitudes of the quantization harmonics in the estimated speed have been derived.
It has also been verified experimentally that when the speed estimate is used for closed
loop speed control, all of the lower order quantization harmonics may appear in the shaft
torque and in the rotor speed, especially during low-speed operation, in addition to the
oscillations produced by the torque disturbances.

A straightforward approach that allows to choose the position sensor for a speed
controlled electrical drive according to the speed loop reference design specifications has
been developed for both model-based and non-model based speed estimator algorithms.

In particular, in paragraph 4.6 "Selection of the Rotor Position Sensor Resolution in
Variable Speed Drives involving a Vector Tracking Observer in the Speed Loop", by
means of the VTO's small signal mathematical model a complete mathematical derivation
has been initially derived; then, experimental tests performed on a PMSM drive have been
executed to validate the theoretical study. The rotor position resolution selection has been
developed by considering the relationship between the estimated speed ripple and the
motor drive dynamic performance.

The same analysis has been developed by means of the FPM's small signal
mathematical model, in paragraph 4.7 "Selection of the Rotor Position Sensor Resolution
in Variable Speed Drives involving a Fixed-Position-Based Speed Estimation Algorithm
in the Speed Loop", where the experimental results performed on a PMSM validate the
theoretical study. The rotor position resolution selection has been developed by
considering the stability and robustness conditions of the desired motor drive dynamic
performance.
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Chapter 5: Other Activities

This chapter summarizes some other research activities carried out during the PhD
period; in particular, research activities developed to the improvement of electric drives
in terms of energy efficiency, power quality and fault tolerant issues have been addressed.
The electric drives improvements are achieved by studying the open-end winding
solutions combined with different multilevel converters and also new converter control
strategies

Typically, in the Open Winding (OW) configuration the windings of electric machine
(motor or transformer) is supplied from two sides. Thanks to some advantages compared
to conventional configurations, such as: higher efficiency and better exploitation of the
DC bus voltage, OW is gaining increasing interest over a wide set of applications [ 1]-[3].
A key aspect of open-end winding configurations is the growing interest of the multilevel
inverters (MLIs) topologies, which take advantage from a reduced distortion of AC-side
quantities and lower voltage gradient, switching stresses, switching losses, devices
voltage rating [4]-[7]. On the other hand, MLI require a higher amount of power switches
than conventional two-level pulse width modulated (PWM) inverters.

By developing a new control strategies and reducing the number of power devices, a
lower switching losses, a higher efficiency and an improved power quality can be
achieved compared to existing Multilevel Inverter topologies.

Furthermore, since the safety critical systems are taking on increasing importance in
many applications, such as automotive, aerospace, marine, nuclear power and chemical
plants, and military applications [8], [9] two different main concerns regarding the fault
tolerant solutions has been addressed; on the one hand, the possibility to hold the electric
drive in service, even after a open phase fault occurs, keeping the output DC voltage at
the value generated by the system in healthy conditions, on the other hand a performance
analysis of the combined selection of the fuse and DC link capacitor has been performed
in order to ensure that the fuse acts breaking the circuit loop quickly to prevent further
damage on power source, inverter leg and other circuit components.
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5.1 A Novel Three-Phase Multilevel Inverter Topology with
Reduced Device Count for Open-end Winding Motor Drives
[10]

A novel three-phase multilevel inverter topology for open-end winding motor drives
is proposed, featuring a reduced number of power devices. According to such a topology,
only two of the motor phase windings are fed by a single-phase neutral point clamped
inverter from one side, and a single-phase full bridge inverter from the other, the third
motor phase being connected between the midpoints of the two inverters. The proposed
topology can generate five different voltage levels in each motor phase and compared to
a conventional three-phase three-level neutral point clamped inverter features a reduced
amount of power devices and a higher efficiency. Simulations dealing with steady-state
and transient conditions have been performed on a 1kW permanent magnet synchronous
motor drive to demonstrate the effectiveness of the proposed configuration in a wide
operating range.

5.1.1 Introduction

Multi-Level Inverters (MLIs) have widely replaced in the last years conventional Two-
Level Inverters (TLIs) in medium voltage, high power, industrial motor drives
applications. In fact, if compared with TLIs, MLIs feature lower dv/dt levels across the
semiconductor devices, reduced EMI/EMC issues and lower power devices voltage
ratings. Moreover, the higher amount of output voltage levels lead to a substantial
improvement of the voltage and current harmonic content, thus reducing the torque ripple
[11]-[15]. This has powered the development of new MLI topologies exploiting low
switching frequency multilevel modulation strategies [16]. Among them, those based on
selective harmonic elimination, feature better efficiency and power factor levels if
compared with conventional pulse width modulation (PWM) based TLI, as well as low
bearing stresses in motor drive applications.

A key issue in order to ensure proper operations of multilevel power converters deals
with balancing the voltages of the DC bus capacitors. Various PWM techniques can be
found in literature specifically developed to balance the capacitor voltages [17]-[21] as
well as additional voltage balancing circuits [19]. The drift of capacitor voltages mainly
occurs due to the occurrence of a nonzero average current at the neutral point of the power
converter, due to non-idealities of the real system. Although it is possible to mitigate the
voltage drift by suitably modifying the modulation pattern, a low-frequency voltage
oscillation at the DC bus midpoint may still appear at steady-state.

MLI systems using Open-end Winding (OW) configurations have been also
investigated since nineties [22]- [30]. According to these configurations the AC machine
(motor, generator or transformer) is fed by two power converters, placed on the two sides
of an open-end winding. In [31]-[34] an Asymmetrical Hybrid Multilevel Inverter
(AHMLI) has been proposed, where a main inverter manages the active power flow, while
an auxiliary unit acts as an active filter, providing a null-average power to the machine.
It acts differently from conventional OW systems, where the two inverters share between
them both the active and reactive power provided to the machine. According to the
AHMLI concept, the main inverter is of the multilevel type and exploits a step voltage
modulation in order to minimize the switching power losses. The auxiliary inverter is
instead a two level one, operated at lower DC bus voltage through a high frequency PWM
technique to accurately control the phase voltage harmonic content. Hence, the main
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inverter can be equipped with very low on-state voltage drop IGBT devices, while fast
IGBT, or even Power MOS devices, can be used on the auxiliary TLI.

A modification of the AHMLI topology is presented in this paragraph in an effort to
reduce circuital complexity and costs. A three-phase five-levels inverter is obtained by
supplying two of the three motor phase windings by a single-phase Three-Level Neutral
Point Clamped Inverter (3L-NPC) from one side, and a single-phase Two-Level Inverter
(TLI) on the other, as shown in Fig. 5.1.1. The third phase winding is instead connected
between the midpoints of the two inverters n and n". The obtained three-phase, Two-
Poles, Open-end Winding Motor Drive (TPOWMD) encompasses a lower number of
power devices compared to a traditional three-phase three level NPC inverter, but it is
more efficient and feature a slightly higher Total Harmonic Distortion (THD) in the motor
phase currents.

5.1.2 TPOWMD Configuration

According to the scheme of the TPOWMD shown in Fig. 5.1.1, motor phase voltages
Vim (j = a,b,c) can be obtained from the Kirchhoff laws:

Vam = Vamn' - Varn" + Vanr

Vom = Vesn' - Vot + Vi

Vem = Vam - Vartn' + Varn' = Vom - Vesn' + Ve
Vem = Vi

(5.1.1)

where Vaun and Vi are the 3L-NPC pole voltages, Vi and Vpr» are the TLI pole
voltages, Vjm is the AC motor phase voltage (j=a,b,c) while V,,~is the voltage between n’
andn'.

Figure 5.1.1 Two-Poles, Open-end Winding Motor Drive (TPOWMD) Scheme.

Moreover, the c-phase current icy, is equal to —(ipm+iam), While the c-phase voltage Ven is
equal to V,»" By considering a symmetrical and balanced system, the motor phase
voltages can be expressed as a function of inverter pole voltages Vavn', Vorn', Varnr and
Viraras follows:

( 2 1
Vam = §( Varn' - VaTn”) + §(Van” - Van')
2 1
< me = §( Van’ - Van”) + §(VaTn” - VaMn') (512)
B Van” - Van' + VaTn” - VaMn’
_ cm 3
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Vavn' = (Sal + Sa2 - 05) V'pe
Varn" = (Sair - 0.5)V"pc
Visn' = (Sp1 + Sp2 - 0.5)V'pc
Votar = (Sbir - 0.5)V"pc

(5.1.3)

According to equations (5.1.2) and (5.1.3), the phase voltage Vj, is a function of the
3L-NPC switches states: Saz, Sa2, Sa3, Sae, Sb1, Sp2, Sb3, Sp4, and TLI switches states: Sq;7,
Sprit, as well as of the two DC bus voltages Vpc'and Vpc". Space vector diagrams of a
conventional three-phase three-level NPC inverter and of a TPOWMD working with
Vpc'=Vpc" are shown in Fig. 5.1.2. Under the last constraint, the TPOWI feature five
voltage levels with the same amount of power switches.

, Voc =Vic
Ve =0.5774Vp¢ phpe e

V. =0.5774V

3 -Level NPC

°
: 0
0
, 00 o
Q o B B [
<Vpc
VEELLS
(b)

Figure 5.1.2 Space vector diagrams: (a) 3L-NPC. (b) TPOWMD.

5.1.3 Control Strategy

A control strategy different from that of a standard 3L-NPC, needs to be developed to
manage the TPOWMD. It must able not only to control the output voltage, but also to
handle the TLI DC bus voltage, to balance MLI capacitor voltages and to mitigate the low-
order current harmonics generated by the 3L-NPC step modulation. The control strategy
for a TPOWMD powering a permanent magnet synchronous motor (PMSM) is shown in
Fig. 5.1.3. It consists of two main sections, dealing respectively with the 3L-NPC and the
TLI. The 3L-NPC delivers the whole active power and is step operated to generate a
voltage whose fundamental component Vs is equal to the sum of the estimated motor
back-EMF, and the gd-axes control voltage components Vyacqp provided by the TLI DC
Bus voltage control [20]. The gd axes motor back-EMF are given by:

E, =Ly @ ia+wred
= Ls Wre re Apm
{ ‘ T Wre (5.1.4)

AN AN .
Ed = - Ls Wre lq

where fs is the synchronous inductance, //1\pm is the permanent magnet flux and @, =
PP @m, where pp is the number of pole pairs and @ is the mechanical angular speed.
The inverter phase voltage is regulated by acting on the switching angle y, according to
the following functions:

y= arcos(m) m= AV V| =\ VP + Va = atan(%j (5.1.5)

'
DC

where m is the modulation index.
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The TLI is PWM modulated and tasked to control the phase currents, the TLI Bus
voltage, and balancing the capacitor voltages on the two DC buses. Without a proper
current shaping, in fact, the PMSM phase current would be highly non-sinusoidal, due to
the stepwise waveform of the 3L-NPC phase voltage. This, in turn, would lead to low
conversion efficiency and poor power factor. A phase current shaping is thus
accomplished by the TLI, which is managed to operate as an active power filter. As
shown in Fig. 5.1.3, a predictive input current filtering is exerted by including in the
auxiliary inverter voltage reference Vaprs™ a suitable compensation term Vs, which is
obtained as the difference between the staircase phase voltage V3. and its fundamental
harmonic component Viap3z:

V”
Viasr = 27DC cos(@) sin(G + @)
(5.1.6)

"

4 2
Vibsr = 2% cos(a) sin(é’re + ¢ - };z)

In the above expressions G..=pp Om, where 6., is the PMSM rotor position.

A TLI current vector control strategy is also implemented to control the torque i,s and
flux iz current components of the PMSM. Reference signal i, is provided by a
traditional speed control loop, while iu" is kept equal to zero. Phase currents iz and ipm
are regulated through Proportional-Integral-Resonant (PIR) controllers in the abc
reference frame. The reference signals being obtained from iy and iys. The third motor
phase current, ic is instead forced according to the Kirchhoff law.
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Figure 5.1.3 Block diagram of the TPOWMD control system.

The open winding configuration is exploited either to accomplish the control of the
TLI DC Bus voltage either the balancing of 3L-NPC DC buses capacitors voltage. A
progressive discharge of the TLI DC-bus flying capacitors is prevented by holding V"'pc
constant by establishing a controlled active power stream P, between the two inverters
[21]. Such a power stream is managed by a Vpc" closed loop controller relying on a
standard PI controller, as described in Fig. 5.1.3. Possible unbalancing of 3L-NPC DC
buses capacitors voltage may affect operations of the TPOWMD configuration. This is
avoided by controlling the four capacitor voltages Vs, V2, Ves and Ves. This is possible
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because, as shown in Tabs. XVI and XVII, depending on the 3L-NPC and TLI switching
states, a specific pair of capacitors is directly connected to the AC machine. Hence,
according to Figs. 5.1.4 and 5.1.5, when the 3L-NPC takes the state 2 it is possible to charge
C7 and discharge C>, independently on the switching state of the TLI. This is obtained by
temporarily increasing by 4i the phase current reference, in order to estabilish a suitable
energy transfer between the DC buses of the two inverters. Similarly, if the 3L-NPC takes
the state 6, C; is discharged while C> is charged, hence, an energy transfer to C; can be
managed if Vcr>Vez:. Moreover, also Ves and Ves can be regulated with the same
approach, which does not require additional circuits, leading to a reduction of cost and
power losses.

Table XVI 3LI Switching States

State Sai Sa2 Sh1 Sh2 Capacitors
1 0 0 0 0 C1 charge C2 discharge
2 0 1 0 0 CI charge C2 discharge
3 1 1 0 0 C1 discharge C2 charge
4 0 0 0 1 C1 discharge C2 charge
5 0 1 0 1 C1 charge C2 discharge
6 1 1 0 1 C1 discharge C2 charge
7 0 0 1 1 ClI charge C2 discharge
8 0 1 1 1 C1 charge C2 discharge
9 1 1 1 1 C1 discharge C2 charge
Table XVII TLI Switching States

State Sarr & Sp2r | Shir &Sa2r Capacitors
T 0 0 charging and discharging
2T 0 1 of C3 and C4 depends on
3T 1 0 the sign of the phase
4T 1 1 currents

charge C; discharge C;
discharge C, (a) discharge C,
State2 3, oo State 3T
A §1‘2}7§7777 TLI
| a hiy- L Moy B
} Ver J_r G }SM‘E} N Ves
Vool y L P I G,
— < b v,
T T , oe

e

charge C; charge C;
discharge C; () charge C,
Figure 5.1.4 Capacitor voltage balancing: (a) State 2 for 3LI and State 1T for TLI. (b) State 2 for 3LI
and State 3T for TLI.
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Figure 5.1.5 Capacitor voltage balancing: (a) State 6 for 3LI and State 2T for TLI. (b) State 6 for 3LI
and State 3T for TLI.

Fig. 5.1.6 deals with active balancing of the 3L-NPC DC bus voltages capacitors.
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Figure 5.1.6 Active balancing of 3L-NPC DC bus voltages capacitors: a). iabem, Vabrrr, Vapsr. )
Capacitor voltage errors Vei- Ve and Ves- Vg outputs of balancing controls Ci, C,, Cs and Cy.

The number of devices required by TPOWMD, NPC, FC and CHB topologies is
shown in Tab. XVIII. The proposed topology is fairly equivalent to a three level NPC

inverter, however providing five voltage levels.

Table XVIII Comparison among TPOWMD, NPC, FC and CHB topologies.

v TPOWMD NPC FC CHB
evices 5 lev. 3-lev. | 5-lev. | 3-lev. | 5-lev. | 3-lev. | 5-lev.
Main

Switches 12 12 > 2 > = -

Main 12 2 | 24 | 12 | 24 | 12 | 24
Diodes

Clamping

Diodes 4 6 % ’ ’ ’ "
Capacitors

Flying 2 0 0 1 6 0 0
Capacitors

5.1.4 Power Losses Assessment

In a standard PWM NPC inverter all the power switches are driven at a high switching
frequency, while only some of the TPOWMD switches do it. In the last, in fact, the 3L-
NPC section is operated at a low switching frequency, according to a step modulation
approach [21], while only the TLI section is PWM operated. A comparison between an
PWM-NPC and the proposed TPOWMD configuration in terms of estimated total power

losses is shown in Fig. 5.1.7. Total power losses are given by composition of switches,

clamp diodes and capacitor power losses. Switches power losses, which consist of the
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switching losses Py, and conduction losses P,,, can be estimated as [23]:
Py =0.5Vee ]RMSfSW (trise + tfall) Pon = 0 Veeon Trus (517)

being o the duty cycle, #.ise and tuu the rise time and fall time of the power switches,
respectively, Irus the rms value of the switch current, V.. the collector-to-emitter voltage,
Veeon the collector-to-emitter saturation voltage. Clamping diodes power losses can be
also estimated as [22]:

Parr = VDRfSw (trr Lrums + er) Paon = Ra Izd (5~1-8)

where R; diode resistance and /; diode current in conduction mode, while Vpg is the diode
reverse voltage, ¢ is the diode reverse recovery time and O, is the reverse recovery
charge. Finally, DC bus capacitor losses are given by:

Pcap = Rcap Izcap (9)
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Figure 5.1.7 Power losses comparison between a standard PWM 3L-NPC and the TPOWMD (@ =
50 rad/s); (b) percentage loss reduction.

The TPOWMD performs better than PWM-NPC all over the operating range, however,
the best results in terms of percentage loss reduction are obtained at low loads, while a
smaller improvement is observable at high loads.

Power losses on the TPOWMD can be reduced by lowering the DC bus voltage Vpc,
however, this leads to an increment of the Total Harmonic Distortion (THD) of the motor
phase currents. In fact, as shown in Figs. 5.1.8 and 5.1.9, for Vpc/Vpc' ratios lower than
0.8 a significant current distortion arises, worsening the performances of the power
conversion and the torque ripple, as shown in Fig. 5.1.10, up to threatening the stability
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of the system.
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Figure 5.1.8 THD% of iun at rated torque vs the ratio Vpc'/Vpc'
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Figure 5.1.9 THD% of icm at rated torque vs the ratio Vpc"/Vpc'.
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Figure 5.1.10 Torque ripple at rated torque vs the ratio Vpc"/Vpc'.

5.1.5 Simulation and Performance Analysis

An assessment of the consistence of the proposed TPOWMD topology and of its
expected performance has been accomplished by simulation. An Open-end Permanent
Magnet Synchronous Motor (PMSM) model is exploited neglecting non-linearities caused
by the higher order airgap flux harmonics (greater than second) and the core saturation.
Main technical specifications of the considered PMSM are listed in Table XIX. The 3L-
NPC and the TLI are both equipped with IGBTs, whose technical data are summarized in
Table XX. Four 870uF capacitors are used to realize the two DC buses. The drive is
controlled according to the scheme of Fig. 5.1.3
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Table XIX OW PMSM Technical Specifications

Paramenters Values
Rated Power [kW] 1
PMSM resistance rs [Q] 1
PMSM inductance [mH] 50
Permanent Magnet Flux [Wb] 0.45
DC Voltage [V] 540
Torque/Current T,/I, [Nm/A] 10/5
Rated speed |, [rpm] 1000
Pole Pairs pp 3

Table XX IGBT Data IRG4PH30kPBF

Paramenters Values
Junction Temperature T; [°C] 125
Collector-Emitter Voltage V. [V] 1200
Collector-Emitter Saturation Voltage Veeon [V] 3
RMS Collector Current Ipus [A] 20
Rise Time tyise [ns] 23
Fall Time tu [ns] 310
Junction Temperature T; [°C] 125
Collector-Emitter Voltage Ve [V] 1200

Figure 5.1.11 and Fig. 5.1.12 show the result of simulations dealing with TPOWMD
operations at two different rotating speeds @.,»=30 rad/s and @.»=100 rad/s, at rated load
conditions. In particular, Figs. 5.1.11(a) and 5.1.12(a) show the phase currents, the
electromagnetic torque and rotor speed, highlighting a low current total harmonic distortion
and quite low ripples in the mechanical quantities. Figs. 5.1.11(b) and 5.1.12(b) deal with
the voltages of both DC buses and the capacitors voltages, only a low ripple being observable.

The dynamic behaviour of the drive is evaluated in Fig. 5.1.13, which deals with a
speed variation from 50 to /00 rad/s with the rated load. The drive shows satisfying
dynamic performances, keeping quite limited the effects of the transient on the capacitor
voltages and holding a stable behaviour. A sudden torque variation leads to similar
considerations, as shown in Fig. 5.1.14.
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In Fig 5.1.15 a voltage unbalance is purposely generated on both DC buses by

connecting some additional resistors of 100Q2 in parallel to C> and Cy. The drive is spinning
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Initially, the voltage balancing algorithm is not active and an unbalance is generated
between the voltages of the two DC bus capacitors. At time ¢* the active voltage balancing
system is turned on, rapidly driving the system to the ideal condition given by V¢; =V.> and
Vc3: Vc4 .

5.1.6 Conclusions

A three phase multilevel inverter topology with a reduced number of power devices
has been introduced exploiting an open-end winding topology. Only two of the motor
phase windings are fed by an NPC single-phase inverter on one side and by a single-phase
full bridge inverter from the other. The current of the third motor phase, which is instead
connected between the midpoints of the two inverters, being determined according to the
Kirchhoff law. The proposed topology encompasses a lower number of power devices
compared to an equivalent traditional three-phase three level NPC inverter, but it is more
efficient and feature a comparable Total Harmonic Distortion (THD), as proved by
simulations dealing with steady-state, variable speed, variable load, and unbalanced DC
bus voltages operations.

5.2 Optimal Selection of the Voltage Modulation Strategy for an
Open Winding Multilevel Inverter [35]

An optimal design strategy for Open Winding Asymmetrical Three-Level Inverters is
proposed in this paragraph, to improve the performance in a large set of applications. The
Asymmetrical Multilevel Inverter is composed of an open-end winding AC machine
connected on one side to a main three-level inverter and, on the other side, to an auxiliary
two-level inverter. The main inverter efficiently controls the active power flow operating
at a low switching frequency, exploiting a selective harmonic elimination technique,
while the auxiliary inverter acts as an active power filter, driven by a conventional high
frequency PWM technique. A key point to maximize the efficiency of the entire system
is to properly share the task of eliminating the undesired low-frequency voltage
harmonics between the two inverters. An optimal strategy is proposed in this paragraph
according to specific figures of merit, which are function of the DC bus voltage and
switching frequency of the two inverters.

5.2.1 Introduction

Multi-Level Inverters (MLIs) exploiting low switching frequency modulation
strategies, such as the Selective Harmonic Elimination (SHE), are today used in variable
speed AC motor drives for laminators, pumps, conveyors, compressors, fans, blowers,
mills, as well as in railway and naval propulsion plants [36], [40]. MLI systems using
Open-end Winding (OW) configurations have been also recently developed in [41]-[46],
where the machine is fed by two separate power converters, in order to share the load and
to improve the phase voltage harmonic content. A special two-level PWM technique has
been proposed in dual two-level inverter-fed open-end winding motor drives, in order to
eliminate the 5", 7™ and 9" harmonic, while mitigating the 11" and 13™, [47]. A structure
composed of an open-winding induction motor, a three-level step modulated inverter and
a current-controlled two-level inverter switching at 1 kHz is proposed in [48], with the
goal of eliminating the interphase reactors on high power AC drives.
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An OW multilevel inverter structure named Asymmetrical Hybrid Multilevel Inverter
(AHMLI) a main inverter is tasked to manage the active power flow, while an auxiliary
unit acts as an active filter, ideally providing a null-average power to the machine. It acts
differently from standard OW configurations, where the two inverters share between them
both the active and reactive load power. According to the AHMLI concept, the main
inverter is of the multilevel type and exploits a low switching frequency voltage
modulation in order to minimize switching power losses. The auxiliary inverter is instead
a two-level one, exploiting a high frequency PWM technique to cancel low-frequency
phase voltage harmonics. The main inverter can be equipped with very low on-state
voltage drop devices, such as IGBTs, while, fast power switches, as for instance the
Power MOS devices can be used for the auxiliary TLI.

An AHMLI with the MLI driven by a simple step modulation has proved to be more
efficient than conventional PWM operated multilevel inverters featuring the same amount
of power devices, while also producing comparable voltage and current distortion.

Better results are expected to be obtained by driving the MLI through a SHE technique;
however, when increasing the amount of voltage harmonics eliminated by the multilevel
inverter, the minimum TLI DC bus voltage required to achieve a target total harmonic
distortion THD, and THD; varies, affecting TLI switching power losses. Moreover, by
increasing the order of the harmonics eliminated by the MLI, the switching frequency of
the main converter must be increased, leading to a rise of the power losses. Hence, a
proper selection of the switching frequencies of the MLI and TLI must be accomplished
to obtain the target phase current THD; with the maximum efficiency.

In this paper the problem of determining an optimal control strategy for the AHMLI is
faced by defining specific figures of merit taking into consideration the total switching
power losses, the THD; (s=i,v) and the power conversion costs. These quantities are in
turn estimated as function of some key parameters, such as the TLI DC bus voltage and
the modulation strategies used in the two inverters as well. An AHMLI composed of a
Three-Level Neutral Point Clamped Inverter (3NPC) and of a TLI, (3NPC-SHE + TLI-
PWM) is taken into consideration in this paper, but the proposed design approach can be
easily extended to other OW multi-level inverter configurations.

5.2.2 AHMLI Open-End Winding Topology

According to the AHMLI topology, an open-end winding electrical machine is
supplied by an MLI providing the required active power and by an auxiliary TLI acting
as an active power filter, as shown in Fig. 5.2.1, where p is the number of voltage levels,
while indexes /" and /" respectively determine the actual values of MLI and TLI output
voltages.

MLI SHE Modulated TLIPWM
;
-1+ e oz
L el .

Voc +jp—l)/z \ v " LT e
NEZS =0 I"=0 o

Figure 5.2.1 Generic Open-end Winding AHMLI configuration.
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The DC buses of the two inverters are isolated between them in order to prevent the
circulation of zero sequence currents. Moreover, the DC bus of the TLI consists of a
floating capacitor to make use of a single power source. Assuming that the two inverters
are supplied by two independent power sources, V'pc and V"'pc, the voltage Vj» applied
to the j-phase winding of the OW AC machine is given by:

-1 20"-1

i !

Vim = Viser = Virer - Voor="73 Ve - =5 V' = Voor (5.2.1)

where /'=0,1,2 and /" = 0,1, and being Voo~ the voltage between the mid points O’ and
0" of the two inverter DC-buses, which can be computed as:

1
Voo = 3 (Vamer + Visaer + Ve - Varer - Vorer - Vemer) (52.2)

Power devices of the MLI may be selected in order to minimize the on-state power losses,
while the devices of the TLI may be selected in order to operate at high switching
frequency and lower voltage [48], [49].

As the MLI processes all the active power supplied to the load its efficiency is of major
concern. MLI switching power losses can be minimized by adopting a staircase voltage
modulation, tasking the TLI to eliminate all the phase voltage harmonics. Such an
approach has found to be successful, as it has been proved that an AHMLI with the MLI
driven by a simple step modulation is more efficient than conventional PWM multilevel
inverters featuring the same amount of power devices, while achieving similar results in
terms of output voltage THD,. However, in order to further increase the efficiency of the
system the modulation strategies used in the MLI and TLI should be accurately selected
in order to minimize the total power losses, as well as, the stator current THD;, which
impacts on motor torque pulsations. Moreover, TLI switching power losses, the voltage
rating and cost of TLI power switches can be reduced by lowering the TLI DC bus
voltage, although at the cost of a current THD; rise. These issues are coped in this paper
by adopting a Selective Harmonic Elimination (SHE) technique for the MLI and
determining the undesired low-order harmonics eliminated by the MLI and TLI through
an accurate investigation of some design parameters according to specific figures of
merit, which are function of the DC bus voltage of the two inverters, the switching
frequency and the characteristics of power switches. The proposed approach has been
validated through simulations.

5.2.3 Phase Voltage Modulation

Although of general validity, the proposed approach has been applied to an AHMLI
topology encompassing a Three-Level Inverter (3LI) and a TLI. Among the different
configuration that can be used to realize the three-level inverter, a Neutral Point Clamped
inverter has been analyzed, as shown in Fig. 5.2.2.
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Figure 5.2.2 The 3LI-SHE+TLI-PWM configuration.

A SHE technique is exploited to drive the 3LI at low switching frequency, while a
conventional high switching frequency PWM is used to drive the TLI. In particular, the
3LIj-phase output voltage Vjuir, which is the voltage across nodes ay and n'in Fig. 5.2.2,
can be written as:

Bl j=a m=0
. 2mrw .
Vimer = E Vin sin (n (6’6 -5 D j=b m=I (5.2.3)
j=c m

n =l
where 7 is an odd number and the magnitude of the n-th harmonic is given by:

wpe Y

Vin=""" > (-1)* cos(new) (5.2.4)
k=1

According to the SHE principle, it is possible to eliminate N-/ harmonics from the 3LI

output voltage waveform by suitably setting a set of N switching angles a;. ..oy along each
quarter of a period, as shown in Fig. 5.2.3, [38].

VL')CA Viria
2

O‘aI % TT|
S22
<
Vz')c<aN1 >
2 e >

Figure 5.2.3 3LI output voltage waveform according to the SHE approach.

More precisely, the N switching angles are computed in order to eliminate a given set of N-
1 harmonics, while the remaining switching angle is set to obtain a given magnitude of the
fundamental harmonic 7;. The last is related to the DC bus voltage through the amplitude
modulation index M.

A set of N equations is obtained, whose solution provides the N switching angles a;, a2, ...,an
with 0<a;<0:<...<an<w/2, [4]:
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(4, N
4 k _
Ekz_:](_]) cos(ar) = Vipe
4WVpe &
5—7[;0 D (-1)fcos(Sen) = 0
k=1
< N 5.2.5
4V (5.2.5)
7% > (-1)Fcos(7aw) = 0
k=1
Wpe ¥
n_;;c D (-1)Fcos(new) = 0
\ k=1

Solutions of (5.2.5) have for different sets of switching angles are shown in Fig. 5.2.4, as
described below:

Fig. 5.2.4a: a; and a; are computed to eliminate the 5 harmonic (SHE 5™);

Fig. 5.2.4b: a, a2 and a3 are computed to eliminate the 5 and 7" harmonic (SHE 5" +
™),

Fig. 5.2.4¢: ay, a2, a3 and a4 are computed to eliminate the 57 7" and 11" harmonic
(SHE 5" = 11™);

Fig. 5.2.4d: ay, a2, a3, as and as are computed to eliminate the 5% 7" 11™ and 13"
harmonic (SHE 5™ + 13™);

Fig. 5.2.4e: a1, a2, a3, o, as and as are computed to eliminate the 5% 7 117 13" and
17" harmonic (SHE 5" + 17™);

Fig. 5.2.4f as, az, a3, a4, s, as and o7 are computed to eliminate the 5%, 7% 11% 13"
17"and 19" harmonic (SHE 5" + 19™).
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Figure 5.2.4 3LI switching angles according to the SHE approach.

Assuming a conventional wye connection with the considered SHE strategies, the Vjm~
output phase voltage features the harmonic content shown in Fig. 5.2.5.

1
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3LI Ouput Voltage Harmonics

Figure 5.2.5 Harmonic spectra of Vim' (Wye connection).
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Although increasing the amount of switching angles the phase voltage the THD, is
improved, it anyway results quite unsatisfactory, due to residual low-order voltage harmonics
caused by the low switching frequency. Such an issue is faced according to the OW
configuration through the auxiliary TLI, which is tasked to suppress the residual low-order
harmonics. In order to eliminate the residual low order harmonics, the TLI PWM reference
phase voltage V7, is computed as:

Vit = Vim =V jpawr (5.2.6)

where V" is the phase voltage reference. A schematic of the system accomplishing the
modulation of the phase voltage is shown in Fig. 5.2.6.
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Effects of voltage harmonics cancellation through the TLI are shown in Fig. 5.2.7, where
each SHE technique is considered with different sets of harmonics cancelled through the TLI.
As shown in Fig. 5.2.8, the phase voltage THD, decreases when the amount of voltage
harmonics cancelled through the TLI increases, while it can increase when the amount of
voltage harmonics cancelled by the 3LI increases.

In order to cancel the selected set of harmonics, the TLI dc-bus voltage should be
conveniently higher than the peak value of the TLI reference voltage computed according to
(5.2.3), (5.2.4) and (5.2.6). Specifically, V"pc should be greater than:

Y NmaxTLI
Vocmin =2 2 Vinsin(n6) (5.2.7)

> NmaxMLI

being Nmaxmrrand Numaxrrr the order of the highest harmonic respectively cancelled through

the 3LI and TLI.
V/’}L[ % I! V;’m l V/'T[_[
_m‘(\_/\/\/\/__
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11111
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4 A A
atal . o) oz]\: Varer] Viru| Veru
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V= Z Vin sin(n( 95—2%”))
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Figure 5.2.6 Block diagram of the voltage modulator 3LI-SHE+TLI-PWM.
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Figure 5.2.7 Harmonic spectra of the phase voltage Vin (M=0.9).

According to Fig. 5.2.9, V'pcmin decreases when the amount of voltage harmonics
cancelled through the 3LI increases, while it increases when the amount of voltage
harmonics cancelled by the TLI increases. Moreover, V" pcminaffects the switching power
losses of the TLI, as shown in Fig.5.2.10. By increasing Numamrs, the 3LI switching
frequency fsmrr increases, as shown in Fig. 5.2.11, while, as shown in Fig. 5.2.12 by
increasing Nparrrrincreases the minimum TLI switching frequency required fs7zmin, Which
1s assumed to be five times the frequency of the highest harmonic to be cancelled.
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7 11 13 17 19 23 25 29 31 35 37
Order of the highest harmonic compensated by the TLI

Figure 5.2.8 Phase voltage THD, (M=0.9).
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Figure 5.2.9 Minimum TLI DC bus voltage required V"pcmin (M=0.9).
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5.2.4 AHMLI Performance Analysis

Three parameters should be properly selected when designing the AHMLI voltage
modulation strategy, namely, the 3LI switching frequency, the TLI switching frequency and
the TLI dc-bus voltage, all of them impacting on phase voltage and current THDj, power losses
and cost. In order to assess the effects of variation of these parameters on AHMLI performance,
an AHMLI system has been simulated with an RL load (R = 16 €2, L = 130 mH) connected
between the two power converters. The TLI floating capacitor is 470uF’, while C;=C>=120ufF.
The 3LI DC bus voltage V'pc is 600V. Both the 3LI and TLI are equipped with
STGWAS0M65DF2 IGBT devices, while the freewheeling and clamping diodes are of the
STPSC10H12-Y type. Technical specifications of the power switches and diodes are given
respectively in Tables XXI, and XXII. The fundamental voltage harmonic considered features
265V and 50Hz.

Table XXI Specifications of IGBT devices

Vee[V] Veeon V] Ic[A] Lise [ns] tur [ns]
650 2.1 50 21 104

Table XXII Specifications of diodes

Vrrm [V] Ve[V] Irrms) [A] te [ns]
1200 1.35 25 21
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Figure 5.2.13 THD, Load Phase Voltage with V"pc <V"pcmin and at fsriimin (M=0.9).
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Figure 5.2.16 THD, Phase Voltage with fsrrr<sriimin (M=0.9).

The minimum dc-bus voltage level required for harmonic cancellation V"'pcmin is a function
of either the 3LI switching frequency, either on the TLI switching frequency. The TLI dc-bus
voltage impacts on the THD,, power losses and cost.

By selecting a dc-bus voltage lower than V"'pcmin the voltage and current THD; worsen, as
shown in Figs. 5.2.13 and 5.2.14, where V'"pc = V'"pcmin, V''pc = 0.75 V"pcmin and V'pc = 0.5
V"pcmin are considered. Moreover, the THD; achieved with a conventional wye connection
operating the 3LI with a step modulation and with a SHE with a quite high number of switching
angles (SHE 5™ + 37") is plotted for comparison.

By reducing the V"'pcmin the TLI switching power losses decrease, as shown in Fig. 5.2.15,
as well as the voltage rating and the cost of power switches and dc-bus capacitor. Voltage and
current THDy, and power losses obtained by selecting fs71.;<fs7rmin are shown in Figs. 5.2.16,
5.2.17, 5.2.18 respectively. In particular, the THD; and power losses have been carried out at
two different frequency modulation indexes my, defined as the ratio between the switching
frequency of the TLI and fe. By lowering the TLI switching frequency up to 0.5fs7zimin the THD;
remarkably worsens but going beyond, it remains almost constant.
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Figure 5.2.17 THD; Phase Current with fsrir <fstrimn (M=0.9).
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Figure 5.2.18 Power losses for each SHE strategy with fsrir < fstrimin (M=0.9).
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5.2.5 Optimal Voltage Modulation Strategy

The previous analysis highlights some critical issues that must be addressed to
determine the most effective AHMLI voltage modulation strategy. A specific procedure has
been developed. Firstly, the results shown in Figs. 5.2.8-5.2.18, are arranged in data sets
F1, F> and F3 for each SHE, in order to detect the mathematical link among the power
losses Pioss, the voltage or current THDs and the cost of the power conversion system on
one side and the SHE strategy, fi72s and the TLI de-bus voltage on the other.

Pioss = Fi(fstur, V''pc) THD; = F>(fst, V'pe) Cost = F35(V"pc (5.2.8)

The optimal combination of fi77; and V"pc for each SHE strategy is found through a
weighted sum, method combining all data coming from F;, F> and F3 into one scalar,
objective function / using a weighted sum approach, [50], [51].

I= kIPloss + kZTHDS + k3COSl (9)

By suitably settings the three weighting coefficients k;, k> and k3, which range between
0 and 1, different forms of optimization can be accomplished, as shown in Tab. XXIII.

Table XXIII Optimization problems.

Weighting coefficients set Target
(k71,0,0) Minimum Ploss
(0, £2,0) Minimum THDs
(0,0, £3) Minimum Cost
(k1,k1,0) k2= k] Best tradeoff among Ploss and THDs
(k1kp ki) k3=ko=kj Best tradeoff am(gl(;gsfloss,, THDs and
(k1Jok3) k3>>ko & ky Best tradeoff Pn}phgsizing Ploss
minimization
(k1Jok3) ka>>kj & k3 Best tradeoff .em.pha.sizing THDs
minimization
(k1kok3) k3>>kj & k2 Best tradeqff erpphgsizing Cost
minimization.

Among several alternatives, three significant cases have been selected, namely, A=(k;
,0,0), B=(0, k,,0) and C=(k;,k»,0). Starting from (5.2.8), the minimum of the objective
function /"is carried out for each SHE, for the three cases:

A. H:Ploss min [1—}]
B. I,=THD, min [Ty]
C. I3=kiP, + k2THD; min [T3]

An example of the minimum searching algorithm for SHE 5" + 19" and M=0.9 is
graphically shown in Fig. 5.2.19. In particular, the case C. is shown when k;=1 and £,
=1/5. The objective function /3 reaches its lowest value at fi77imin =5.75kHz and V"'pcmin
=320V.

The minimum searching algorithm has been also applied to the data carried out at different

"pc values, with the AHMLI operating as above. The results shown in Fig. 5.2.20 confirm
that the optimal operating condition is achieved when the drive is working at V"pcmin. In fact,
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the DC bus voltage reduction leads to a reduction of the power loss, but at the same time to a
significant increase of the THDs.

Minimum searching problem has to be applied to all SHE configurations, and the global
minimum value of /7 among all identified minimum points represents the best
configuration of the Voltage Modulation Strategy, according to the metric given by the
specific set of weighting coefficients.

The optimal combination of SHE and TLI switching frequency is strongly related to the
weighting coefficients values; some optimal configurations are shown in Table XXIV. Some
of the optimal solutions may not be feasible because of some technical constraints, for
instance the maximum switching frequency of the 3LI power devices, or the maximum
voltage that can be sustained from the floating capacitor.

In Table XXIV the first two results of provide the optimal combination of SHE and
TLI switching frequency when the target is that to minimize respectively the system
losses (A.) and the harmonic distortion (B.) In the first case, V"pcmin is significantly
reduced in order to limit the TLI losses, yielding to an increase of the 7HD;. On the
contrary, in the second case the switching frequency of both 3LI and TLI is increased in
order to reduce the harmonic content of the phase current. In the other three cases
considered in Table IV, dealing with the best tradeoff between losses and THD;, (C.), it
is worthy to note that the optimal configuration changes according to the values assigned
to the weighting coefficients k; and k,. Increasing the k; value addresses the optimal
AHMLI configuration towards losses minimization, while increasing k, the optimal
solution moves towards that minimizing the THD..
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Figure 5.2.19 Best tradeoff emphasizing Pi.ss minimization (k; = 1, k> = 1/5) when the 3LI is driven by the
(SHE 5" + 19") technique. Optimal configuration for this SHE is given at frr.imin =5.75kHz and V"pcumin =320V.
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Figure 5.2.20 Best tradeoff emphasizing Pioss minimization (k; = 1; k> = 1/5) when the 3LI is driven by
the (SHE 5" + 19") technique, at different values of V'pc.
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Table XX1V Optimal Voltage Modulation Strategy

A=(k},0,0) k=1
SHE Order of the highest
technique / f; | harmonic compensated by (Hgm "nc (V) (JI;ID" (;"I;ID,- (%g""‘“'
(Hz) the TLI ° °
th . 7th
SHE 3% 7 1o 2750 27.6389 40.12 7.13 2.5
/ 600
B=(0, k2,0) k=1
) SHE Or_der of the highest foru . THD, THD, Pon
technique / fo; | harmonic compensated by (Hz) ne (V) %) %) %)
(Hz) the TLI o
SHE 5"+ 0
11" 800 37 9250 356.6222 4.845 0.61 2.87
C=(ky, k2,0) ki=k,=1
SHE Order of the highest I THD THD. P
technique / fz; | harmonic compensated by (Hz}m "nc (V) %) v %) ! % )””“
(Hz) the TLI
SHE 5"+ 0
11"/ 800 37 9250 356.6222 4.85 0.61 2.87
C=(kj, k2,0) ki=1; k:=1/5
SHE Order of the highest .
; - : s " THD, THD; Plogs
technique / fu; | harmonic compensated by (Hj; )T U nc (V) %) %) % )’
(Hz) the TLI
SHE 5"+ "
19% / 1400 37 9250 238.3 11.86 0.83 2.67
C=(ky, k2,0) k=1, k;=1/85
SHE Order of the highest
_ " g . THD, THD; Ploss
technique / fu; | harmonic compensated by (H};m nc (V) (%) (%) (%)[
(Hz) the TLI
SHE 5"+ "
13"/ 1000 17 4250 66.2423 41.0754 4.8750 2.3087

5.2.6 Conclusions

The optimization of the voltage modulation strategy for an Asymmetrical Hybrid
Three-Level Inverter has been addressed. After a detailed analysis of effects of variation
of some design parameters on the performance of the system, an optimization strategy
has been developed which allows to achieve different combinations of optimization
targets. Although the paper is focused on an asymmetrical Open-Wind configuration, the
proposed optimal design technique can be extended to other OW configurations.

5.3 A Fault Tolerant AC/DC Converter for Electrical Gen-Set
Applications [52]

A fault tolerant AC/DC Converter for Electrical Gen-Set applications is presented
based on a multilevel, open-end winding, topology managed by a suitable control
strategy. More precisely, the considered converter topology provides the mean to
independently control the currents of two phases when the third one is open without the
need to reconfigure the circuit through auxiliary switches. The electrical generator is thus
forced to operate in a two-phase mode, while holding the output DC voltage at the value
generated by the system in health conditions. According to the proposed approach, this
is achieved only by modifying the reference frame transformation accomplished to
control the current vector. The effectiveness of the proposed solution is evaluated by
simulations performed on a 2kW PMSG system.
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5.3.1 Introduction

Electrical GEN-SET are today widely used to provide electricity in remote locations,
to supply critical loads, to improve the mobility of machinery and appliances in building
industry, agricultural and military fields, to increase the range in hybrid vehicles, as well
as to provide reliable auxiliary electrical power sources in ground, naval and air transport.

Reliability and fault-tolerance are key issues for electric generators when supplying
critical loads requiring an uninterruptible power source. Several fault tolerant GEN-SET
systems have been proposed in the past for different applications. They are able to
identify and isolate single or multiple faults occurring in the power converter, or the
electrical machine, and to reconfigure the system in order to hold it in service [53]-[55].
The easiest way to increase the reliability of the GEN-SET is through redundancy [56]-
[61], however, this is definitely the most expensive and bulky approach. A good
compromise between fault tolerance and costs can be achieved by multi three-phase
machine systems, tailored around a special electric generator featuring multiple three-
phase windings, each one connected to a standard converter. In case of fault occurring in
one of the winding sets, the last is shut down while the other units can still guarantee the
service continuity to the drive. Fault tolerant configurations allowing to overcome only
some specific faulty conditions can also be realized by including extra devices in the
power converter, e.g. additional legs, SCR, TRIACS. These devices are driven to suitably
reconfigure the system whenever a fault occurs. In some case, for proper operation, the
neutral point of the machine has to be connected to the midpoint of the dc voltage link
during the faulty condition. Moreover, in any three-phase machine it is possible to obtain
a rotating magnetomotive force (MMF) under an open-phase fault, by setting a 60° phase
shift between the stator currents of the two working stator phase windings [62]-[63].

A fault tolerant AC/DC Converter for Electrical Gen-Set Applications is presented in
this paragraph based on an open-end winding topology and a specific fault control
strategy. As shown in Fig. 5.3.1, the converter is built around a three phase open-end
winding Permanent Magnet Synchronous Generator (PMSG), which is connected on one
side to the electrical load through a T-Type Rectifier (TTR), and, on the other side, to an
auxiliary Two-Level Inverter (TLI), which acts as an active power filter. The main
feature of such a converter topology is that a stable output DC voltage and almost
sinusoidal input currents are obtained, although operating the TTR at the line frequency.
As this converter processes the main power stream, very low switching power losses and
a high efficiency are obtained. The TLI is tasked to control the TLI DC Bus Voltage and
to suitably shape the input current. It is PWM operated and in normal operation mode
works at a voltage remarkably lower than the rectifier DC output voltage. The voltages
across the TTR DC bus capacitors are actively regulated by setting the switching angle
of TTR devices.

Whenever an open phase fault occurs, the system quickly identifies and isolates the
fault exploiting one of the approaches presented in [64]. When a phase winding is open,
two-phase operations are allowed because the considered converter topology becomes a three-
wires circuit, due to the connection of the mid points of the two DC buses. Hence, in order to
hold the GEN-SET in service, the reference frame transformation accomplished in the
current vector control is modified to force the electrical generator to operate in a two-phase
mode, while holding the output DC voltage at the value generated by the system in health
conditions. The electrical power produced by the machine is controlled as in healthy
conditions, with no modifications of the control structure and switching strategy.
Moreover, the control system is able to cope with global efficiency maximization and
control of TLI floating DC bus voltage even under faulty operation.
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Figure 5.3.1 Proposed fault tolerant Gen-Set topology.

5.3.2 PMSG Model during open-phase fault

The voltage and flux equations of the mathematical model of a PMSG in the abc
stationary reference frame, are given by:

cos(26.)

d Aabe A
Vabe = Ry iape + i:;;b Aape = Ls igpe + /lpm COS(Z@Q 372-) (531)

4
COS(Z B+ 37z)

where Ry=diag(Rs), Vabe, ianc and Aupe are respectively the stator voltages, currents, and
fluxes, 6. is the rotor position and the terms of the matrix L, are:

Ld + Lq - ZLIS Ld - Lq

Lpn=Lis + 3 3 cos[2(6. + o] (5.3.2)
ILi+Ls-2Lis La-L
Lin=Lp=- 3 . ; 5. d3 1 cos[2(0 + p] (5.3.4)
02 irh=a -3 if (hb) = (@b)
q=473" Mh=b y=3 7 if (hk)=be) (5.3.5)
%;; if h=c g if (hk) = (ac)

In (5.3.1) - (5.3.4) Rs1is the stator resistance, L is the leakage inductance and Ly and L, are
the d and q axis synchronous inductances. Parameters ¢ and y take into account the spatial
phase displacement of the three stator windings.

Whenever an open-phase fault occurs, the analytical model of the PMSG must be
modified due to the unbalanced working condition. The stator currents flowing into the
two healthy phases are independent of each other, because of the connection between the
mid points of the two DC buses, and the mathematical model can be rewritten as in (5.3.6).
The inductance matrix L; has been divided into two components, namely: the matrix L;
including only constant coefficients, and the matrix L; including variable terms related
to the magnetic saliency and rotor position. Moreover, the matrix M; provides the
components of the permanent magnet flux linkage A, in the ij stationary reference frame.

dAapc . :
Vabe = Ry Tape + dtb Asij = (Ls + Lmz]) lsij + M‘j ﬂpm = L;j lSij + M’j ﬂ,pm (536)

where:
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b,c = open phase 'a' fault
i,j=1a,c—>open phase'b' fault (5.3.7)

a,b — open phase 'c' fault

Ld + Lq - 2L[s i Ld + Lq - 2Lls

BT 27 3
Ls= 1 La+Lg - 2L La~+ Ly - 2L (5.3.8)
P

La - Ly | €08(2(6e + B1))cos(2( e + B2))
Lyj=-——F5"1 (5.3.9)

3 Lcos(2(Ge + B2))cos(2(Gre + )

| sin(G + ﬁz)}

;= Lm( o+ 5 (5.3.10)

The expressions of f;, [, B are given in (5.3.11). Finally, neglecting the magnetic
saturation the electromagnetic torque can be determined as the derivative of the magnetic
co-energy Wyrof model (5.3.6) with respect to rotor position:

(—%7[,0,%7[) open phase 'a' fault

(B B2 5) = (Q%%ﬁ) open phase 'b' fault (5.3.11)

(Q-%,—%ﬁj open phase 'c' fault

o AL pij o o oM
Te=Ter+ Tem:B4B [l ij]tof,fa’jl[j"‘pfﬂpm [l ij]tﬂ_erel (5312)

where 7er and T are due respectively to the reluctance and permanent magnet excitation,
while pp is the poles number.

According to [65]-[67], by exploiting the reference frame transformations given in
(5.3.13) and its inverse matrix in (5.3.14), the mathematical model of the machine can be
rewritten as in (8) and (9).

_sin(ﬁre + ’BI—;& + ﬂz) COS(Hre + %é + /32) )
3 sin(fr - f33) sin(f1 - )
Kr= (5.3.13)
sin(ﬁre + 'Bj—é& + ,82) COS(Hre + %@ + ,82)
L 3sin(B-p) sin(fr - f5) -
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Cos(ere + %ﬁ + ﬂZ) COS(Hre + %& + ﬂZ)
[Ke]' = (5.3.14)
- Sin(ere + %ﬁ + ﬂZJ - Sin(el’e + %& + ﬂ2)

o 01 dA .. .
Vad = s fga + e [—] 0} A"d+_dzq£l Aga=L'gaiga+ M ga Apm (5.3.15)
where:
. . Lq + Lis 0
Rrs = 2 dlag(Rs) + Rs R(ere) L’qd = 0 Ld + Ll + L[S R(ere) (5.3.16)

) [ cos(2(Gre+ ) sin(2(6he + B2) }
qu = ‘:]:| R(Hre) o |: Sin(Z(ere + ﬂZ)) - COS(Z(ere + ﬂZ)) (5317)
To=Top+ Tom= %EZB [Aom iy + (La - Ly) iy id] (5.3.18)

The main difference with the traditional model used in healthy conditions is related to
the matrix structure of R’y and L",y. The matrix L,s only features a dependence from the
rotor flux position, that can be considered negligible as it is related to the leakage
inductance. On the contrary, R’s is more heavily affected by unbalanced operation,
implying that an amplitude modulation of the stator resistance occurs during the open-
phase fault according to the rotor flux position. Finally, the torque equation maintains the
same form of no-fault operation. This is a very important result in order to perform an
effective current vector control during an open-phase fault.

5.3.3 Electrical Gen-Set Control Strategy

As aforementioned, the proposed converter is built around an open-end winding PMSG
which is connected on one side to a unidirectional three-level T-Type Rectifier, and on
the other side to an auxiliary Two-Level inverter. The load R; is connected to the DC side
of the TTR, being C; and C>the TTR DC Bus capacitors. A second DC bus is connected
to the TLI, whose mid-point n"is connected to the mid-point n’of the TTR DC bus. Vpci
and Vpc: are respectively the DC bus voltages of TTR and TLI.

The phase voltage V;, of the PMSG (j=a,b,c ) is given by (1), where: Vjrz;is the TTR
input voltage and Vjrz; the TLI output voltage:

Vig= Vjrrr - Vi1 (12)

The TTR input voltage V;rrr may take three levels: Vpci/2, 0 and -Vpc2/2.

The connection between n'and n" leads to a Zero Sequence Current (ZSC) flowing through
the connection of the mid points of the two DC buses, whose amplitude is strictly related to the
load conditions. Due to the open-end winding connection of the electrical generator, the ZSC
includes a third harmonic component, which is in practice canceled exploiting a suitable
compensation algorithm [65], in order to avoid detrimental effects in terms of torque ripple,

A block diagram of the control system managing the fault tolerant GEN SET is shown
in Fig. 5.3.2, consisting of two subsystems: the output DC voltage control, driving the
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TTR, and the phase current control, which acts on the TLI. The last subsystem is in turn
composed of three sections, respectively tasked to accomplish the PMSG phase current
control, the compensation of voltage harmonics produced by the TTR, and the control of
the TLI DC bus voltage.

| VDC1*+ I o
| 4_(?4 Pl Step Modulation

Output DC voltage | - I‘I

control

Val ch

I

| - Vavere + )

| 0V— | PWM 8
Harmonic compensation §

VahaTL[

PMSG current control VabcTLBrh

curve Iq +iy J» iy Tabe

—_—— —_—— —_—— —

TLI DC Bus voltage control Currents Feedback Transformations

Figure 5.3.2 Fault tolerant GEN-SET control system.

The TTR operates at low frequency according to a three-step voltage modulation
approach. Hence, the TTR input voltage Vjrrr is synchronized with the PMSG rotor position
Ore, featuring the stepwise waveform shown in Fig. 5.3.3. The state of a generic switch Sj
(j=a,b,c k=1,2)1is a function of the voltage phase angle ., the switching angle « and the
sign of the phase current i;, according to Table XXV. As given by (5.3.13), the modulation
index mrrr and the switching angle « are function of the DC output voltage Vpc; and of
7, the peak value of Vj,. For optimal TTR operations & must be greater than the input
current phase delay ¢, as described in detail in [34], where it is also demonstrated that, in
order to avoid improper operations leading to extra power losses and voltage distortion, the
phase delay dbetween the voltage Vs and Vjrrz must be set according to (5.3.13).

A AN
Vs Vs _ @ Ls
a= arcos(2 VDCIJ mrR =" o= arctan( R ) (5.3.13)
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Figure 5.3.3 Phase voltage waveforms and switching patterns.

Table XXV TTR Switching Rules

if0<0re<a & ia>0 — Sa] = OJV, SaZZOFF
Phase a
if 0<6<o0 & 1,.<0 — Su1 = OFF, S.2= ON
if 0<(6re-2/3m)<a & ip>0 — Sp1 = ON, Sp2= OFF
Phase b
if 0<(6re-2/3m)<a & ip<O0 — Sp1 = OFF, Sp2= ON
Phase ¢
if 0<(0re+23m)<0 & ic<0 — Sc1 = OFF, S:2= ON

The DC output voltage regulator acts on a. Fundamental components V;;rrr of Virrr are

given by:

e %
Varre =2 % cos(a) sin(6he)

/\

Vi ) 2
Voirrr = 2 % cos() s1n(0re - §7zj (5.3.14)

. Vbci . ( z)
\VCITTR =2 . cos(a) sin| G- + 37

Assuming a constant DC output voltage V'pci, the PMSG phase currents would be highly
non-sinusoidal, due to the stepwise waveform of the TTR input phase voltages. This, in
turn, would lead to low conversion efficiency and poor power factor. An input current
shaping is thus accomplished by acting on the TLI, which is managed to operate as an active
power filter. As shown in Fig. 5.3.2, a predictive input current filtering is exerted by
including in the auxiliary inverter voltage reference Vjr;" a harmonic compensation term
Vin, which is obtained as the difference between the staircase phase voltage Vjrrr and its
fundamental harmonic component Vj;rrr. A further term Vizsss is also added to the TLI
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voltage reference Vjz; in order to mitigate the zero-sequence current circulating through the
PMSG and the connection between n'and n".

A closed loop PMSG phase current control system is added to the predictive filter in
order to cope with unmodeled non-linearities and to improve the input current waveform
and the system dynamic response.

cos(6re) cos(Bre-27/3) cos(Bret27/3)
2| sin(6.) sin(Ge-27/3) sin(Ge+21/3)

Ky=7 5.3.15
B i i 1
2 2 2
cos(6) sin(Ge) 1
[Ku]! =| cos(6-27/3) sin(Ge-2m/3) 1 (5.3.16)

cos(Gret27/3) sin(Gret27/3) 1

A straightforward fault identification technique is exploited to trigger the switch
between normal and fault mode of operation. It is based on the application at the terminals
of the PMSG phase windings of an additional set of low amplitude, high frequency,
symmetrical voltages and on an analysis of actual values of phase currents. When an
open-phase fault occurs, the high-frequency current in the fault phase steadily decreases
to zero in few milliseconds, allowing a very fast fault detection [68].

5.3.4 Simualtion Results

Simulations have been accomplished in order to assess the performance of the proposed
converter in facing an open phase fault. The considered system is that of Fig. 5.3.1. The
PMSG is rated at P,=3 kW, V,=300 V, 1,=6.1 A, with 3 pole pairs. The stator inductance and
resistance, are Lys=20mH and Ry=4.3Q. The PMSG is running at the rated speed of 3000 rpm,
corresponding to a fundamental output voltage frequency of 50 Hz. The TLI is PWM
operated at 40kHz.

Fig. 5.3.4(a) and Fig. 5.3.5(a) deal with the main electrical and mechanical quantities of
the healthy drive with Vpc;=300V, Vpc2=75V, Ri=100%2. Open phase fault operations are
shown in Fig. 5.3.4 (b) and Fig. 5.3.5 (b). Compared to the healthy case, the voltage Vpc:>
has to be increased till Vpc;, in order to maintain similar performances in terms of THD and
DC output voltage ripple. Moreover, the amplitude of phase currents has to be increased in
order to produce same electromagnetic torque. A sixty degrees phase shift between the two
healthy phase currents is obtained, confirming that a rotating MMF is generated into the
PMSG.
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Figure 5.3.4 PMSG phases current and electromagnetic torque in steady state
condition with the system operating in: (a) normal mode and (b) open phase fault mode.
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Figure 5.3.5 System operating at steady state in: (a) normal mode and (b) open
phase fault mode. Step modulation angle o, and DC bus Voltages Vpci and Vpco.

The response of the faulty drive to a step load is shown in Figs 5.3.6 and 5.3.7. The
system shows a quite stable behavior even under a remarkable load variation, producing

only a low ripple on the Gen-Set output DC voltage and the PMSG electromagnetic
torque.

o

uke L4 A L A LS L o wu

6.2
Time [s]
Figure 5.3.6 Open phase fault operation: PMSG phases current and torque during a
load step from 0.45 p.u. to 1 p.u.
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Figure 5.3.7 Open phase fault operation: Switching angle o, Vpci and Vpcz during a
load step from 0.45 p.u. to 1 p.u.

In the previous tests it is assumed that V'pc: is equal to Vpc;. This requires the voltage rating
of TLI power devices to be the same of the devices equipping the TTR. A lower TLI power
devices voltage rating can be adopted whenever a Vpc2/Vpc: ratio lower than unity is
considered. However, this causes a derating of the Gen-Set performance as shown in Fig.
5.3.8. Inparticular, the THD of the phase currents increases as the Vpc2/Vpc; ratio decreases,
yielding to an increment of the output DC voltage ripple and electromagnetic torque, although
the stability of faulty operations in not threatened, as shown in Fig. 5.3.9, where a decreasing
Ve 1s considered, while keeping constants the rotational speed and load.
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Figure 5.3.8 THD% of the phase current i vs. Vpci/Vaand Vpca/Vpci.
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Figure 5.3.9 PMSG phase currents and torque during a variation of Vpc2/Vpci from
1 to 0.6.
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Figure 5.3.10 Switching angle «, Vpci and Vpc: during a variation of Vpc2/Vpci
from 1 to 0.6.

5.3.5 Conclusions

A new approach to give fault tolerant capabilities to an Electrical Gen-Set system has
been presented, relying on the exploitation of a three-phase open-end winding
configuration. According such a configuration, a PMSG is connected on one side to the
electrical load through a TTR, and, on the other side, to a TLI which acts as an active
power filter, moreover, the mid-points of the DC buses of the TTR and TLI are connected
between them. When an open phase fault occurs, the considered system becomes a tree-
wires circuit, making possible an independent control of the two remaining phase currents
only by modifying the reference frame transformation accomplished to control the current
vector. Thus, no reconfiguration of the system through auxiliary switches is required,
while a stable two-phase operation is obtained. The proposed approach, whose
effectiveness has been assessed by simulations, could provide at no cost a valuable
capacity to Open Winding GEN-SET systems supplying critical loads in industry,
transportation and other application fields.

5.4 Performance Analysis of a Fault Isolation System for Fault-
Tolerant Voltage-Fed PWM Motor Drives [69]

This paragraph presents the performance analysis of a DC short-circuit (SC) isolation
system utilized in fault-tolerant voltage-fed PWM motor drives. The fault isolation is
achieved by forcing a high-speed fuse to blow whenever a short-circuit condition occurs
in one of the leg composing the inverter. The theoretical study allows to identify the
influence of the electrical parameters composing the SC loop. Moreover, a detailed
simulative and experimental investigation is provided to validate the theoretical study.
The experimental results have been carried out by testing a single leg of a modular
multiphase fault-tolerant inverter integrating high-speed fuse protections. The tests have
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been performed by considering different high-speed fuses and DC-link capacitor bank
configurations.

5.4.1 Introduction

Safety critical systems are taking on increasing importance in many applications, such
as automotive, aerospace, marine, nuclear power and chemical plants, and military
applications [70], [71]. Even civil, commercial, and industrial applications would benefit
from the availability of cost-effective fault tolerant drives. In the last two decades
numerous scientific contributions have been presented in literature, proposing several
drive configurations able to cope single or multiple faults [72] occurring into the power
converter and/or electrical machines [67], [68], [73]-[76]. In order to guarantee the
service continuity of the drive, a fault identification and isolation system is necessary to
isolate the faulty part of the system [65], [76]-[79]. Whatever is the fault isolation
solution integrated in the drive, a high-speed fuse is mostly used. In fact, it is widely
recognized the role of fuses in a wide range of power system and power electronics
applications [67], [68]. They are simple and inexpensive current protection devices, used
as a one-time sacrificial component for clearing an electrical fault [65]. In case of fault-
tolerant motor drive, switching power inverters require a fast-acting fuse F for short-
circuit (SC) protection [80], which are suitably designed to guarantee low energy let-
through, low peak currents, low arc voltage and high heat dissipation, [81], [82]. When a
SC occurs, it is expected that the fuse F acts breaking the circuit loop quickly to prevent
further damage on power source, inverter leg and other circuit components. Moreover, a
fast fault isolation must avoid the loss of drive control, which is relevant in safety critical
applications, where the shut-down of the inverter yields to an unsafe system state.

An effective fault isolation system involves the DC-link capacitor bank Cg- during the
faulty condition as well; it must be designed to be the principal energy source in the short-
circuit loop, which is required to melt the fuse and thus clear the short-circuit.
Furthermore, during the SC, Cy must keep a limited voltage drop at its terminals in order
to reduce power source overload.

In general, the DC-link bus capacitors in rectifier—inverter drives are usually selected
to balance the instantaneous power difference between the input source and output load,
and minimize voltage variation in the DC-link. Low-ripple currents in Cg must be
guaranteed as they significantly shorten its lifetime, [74], [83], [84]. Moreover, the DC-
link design is aimed to reduce the size and price of the components while improving the
inverter performance and reliability.

Many methods have been conducted for design the DC bus capacitor Cye in motor
drives, addressing different issues. In most cases, the dimensioning of the DC-link
capacitor is based on the power loss tolerated by the capacitor, as in [74], [84], [85]. In
that case, the power loss related to the equivalent series resistance (Rgsr) of the capacitor
are computed starting from the RMS ripple current in the capacitor.

In [86], Cac 1s determined by selecting the natural frequency of the LC filter composing
the DC-link sufficiently higher than the sixfold mains frequency, and lower than the
switching frequency. Recommendations for selection of the DC-link capacitor Cg- are
also given in [83], by selecting Cg. in order to make the controlled inverter drive working
for all normal operating conditions far from instability occurring in the form of
oscillations in the DC-link voltage.

Generally, whenever a significant energy storage is not required, inverter drives with
smaller DC-link capacitors are preferred as they provide a more compact solution [83].
This modus operandi could not be appropriated to guarantee the intervention of the high-
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speed fuse during the DC short-circuit. An improper configuration of the fast-acting fuse
F and DC-link capacitor bank C4- may vanish the operation of the fault isolation system
causing the inability to clear in an effective way a faulty current occurring in the DC-link.

While many studies dealt with fault tolerant configurations, to the best of the author’s
knowledge no papers have conduct an in-depth analysis concerning the transient behavior
of the isolation system during the short-circuit conditions. Very generic information
regarding the specifications required to the high-speed fuses and DC-link capacitors used
to isolate the faulty condition in motor drives are given in [65], [77]-[78]. In [65], [80]
the capacitor used to blow the fuse of the fault-tolerant drive is empirically determined
on the base of a single experimental test, mentioning in a general way that an adequate
value of Cgc is required in order to overcome the pre-arcing energy of the selected fuse.
A generic fuse selection procedure for a fault-tolerant drive is also provided in [80], [87],
starting from the computation of the current iss flowing in the equivalent short-circuit
loop, consisting of the DC-link LC filter and the equivalent resistance of the damaged
power semiconductors. The Joule-integral of short-circuit current Jy is determined from
the analytical expression of isus, and then the melting integral of the fuse /¢ is computed
as the ratio between Jrand a withstand factor achieved consulting a withstand factor curve
for industrial fuses. In this computation a constant melting time is assumed, which is far
from real system behavior, as it will be shown in this paper and no experimental analysis
is presented. A single short circuit test is also shown in [88], [89] for a specific
combination of DC bus voltage, IGBT power switch, DC-link capacitor and fuse. The
short-circuit test confirms that the chosen fuse is capable to prevent a rupture of the IGBT
switch under test and protecting the driver circuits as well.

Fuse manufacturers provides empirical approaches to select the high-speed fuse
mostly for rectifier circuits [90]. In case of DC applications, only circuits including
battery sources are taken into consideration; in the latter cases the fuse selection is
obtained starting from the knowledge of the applied DC voltage, the circuit time constant
of the short-circuit loop, the minimum prospective short-circuit current and pre-arcing
integral of the selected fuse. In additions, a few curves related to a specific fuse are
required to implement the empirical method [90].

From the above stated one deduces that little attention was paid to some key issues
significantly impacting in the short-circuit transient. Firstly, all mentioned approaches
neglect in the capacitor model the presence of the equivalent series resistance Resr, whose
value can significantly compromise the effectiveness of the fault isolation system; it can
be some order of magnitude higher than the resistances associated to the other elements
composing the short-circuit loop (fuse and power switches).

This is especially true in low power applications, where electrolytic capacitors are
often installed, which have a relatively high equivalent series resistance (ESR). Secondly,
the impact of the short-circuit on the power grid side is even not addressed in the above
studies, although it could yield to damage the rectifier or provoke the intervention of the
AC side overload protections, vanishing the fault-tolerance capability of the drive.
Thirdly, cost and size of the fault isolation system is not taken into consideration in
previous studies, but represents a key aspect, especially for low-power and cost-effective
drives.

The aim of this paragraph is to provide a detailed analysis of the dynamic behavior of
the fault isolation system, involving most of the aspects mentioned above and providing
useful indications to identify a good trade-off among technical specifications of the fast-
acting fuses and DC-link bus capacitors, underlying the electrical stresses to which the
components of the SC loop are subjected.
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The analysis is supported by a suitable modeling of the system, allowing to underline
the key parameters impacting on the fault isolation effectiveness.

A F] FZ F3
8 K=& 4
Veae| =—=Cae

KF HF A

Figure 5.4.1 Scheme of a fault-tolerant multiphase motor drive configuration.

Simulations and experimental analysis are provided in case of an inverter composed
of modular legs integrating fuse protections, as the one shown in Fig. 5.4.1, suitably
designed for fault-tolerant multiphase motor drive configurations. Reconfiguration of the
drive and control actions to restore the operation of the drive after having isolated the
failure leg are not addressed in this study; however, numerous solutions are available in
the technical literature [64], [71], [73], [75], [91].

5.4.2 Modeling of the Short Circuit Transient

The equivalent circuit of the DC-link bus capacitor bank, fuse and inverter leg during
the short circuit can be represented as displayed in Fig. 5.4.1. In this model Cz is the
value of the DC-link capacitor bank with an initial voltage across its terminal equal to the
average rectified AC voltage Vg, Resr 1s the equivalent series resistance of the capacitor;
L includes the parasitic inductive elements of the capacitor, fuse and printed circuit board
tracks involved in the short-circuit loop. The fuse F' has been modeled according to its
dynamic behavior under a heavy overload and short-circuit conditions, as shown in Fig.
5.4.2. In particular, the approximated model of F includes a constant resistance Rjse
during the melting phase also called the pre-arcing time, which is the interval from the
initiation of the fault #rto the fuse melting point #3. At the end of this interval, the current
flowing in the faulty loop reaches its maximum value ifisemax. Moreover, an additional
resistance R4rc and capacitor C4rc have been included in the fuse model to take into
consideration the arc’s heat vaporization of the element material after the melting phase,
leading to the current interruption.

DC-Link Vfuse

Capacitor Bank B —— Are

Vﬁlse
F

A

Arcing S=0
Normal and Melting S=1

Figure 5.4.2 Equivalent Circuit of the DC-link bus capacitor, fuse and inverter leg during the SC.
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Figure 5.4.3 Current waveform of the fuse blowing during the SC.

The extinction of the arc occurs in a very short time achieving the final isolation of the
circuit. The total time taken from initiation of fault to the final clearance of the circuit is
very short, and in the experience of authors can be lower than a few milliseconds, and of
these less than 50+80us are attributable to the melting phase. The melting and arcing
phases occurring in the fuse are related to the amount of energy released during the pre-
arcing and the arcing times. Such energies are proportional to the integral of the square
of the short-circuit current multiplied by the time the current flows, and often
approximated as /°t, where I is the RMS value of the current and ¢ is the time in seconds
for which the current flows. For high values of current, the melting time is very short and
the pre-arcing or melting °¢ can be considered constant.

The DC-link bus capacitor Cz must be designed to let the fuse reaching the melting Fz.
In the equivalent circuit of Fig. 5.4.2 the damaged semiconductor power devices
composing the faulty inverter leg are represented with a global equivalent resistance Rpgy.

For the purpose of this study, the dynamic behavior of this circuit under a SC has been
analyzed by assuming that no current is delivered to the faulty inverter leg from the power
source, 1.e. isource=0. Moreover, we assume that the current flowing through the inverter
leg is initially zero iuse(t9)=0; the last hypothesis is an approximation of real drive
operation, as during normal drive operation #sse is several orders of magnitude lower than
the SC current.

Under this hypothesis, the voltage at the Cp terminals during the fuse melting interval
can be compute by solving the following system:

d’Ves(t) dVes(t)
d(tjf +2a 21; + @0 Ves(t) = 0

Ver(0") = Vo (5.4.1)
dVes(0") — ipuse(0") )
da  Cp
where:
Req = Resg + Rfise + R _Rey L 542
eq — I\ESR fiise DEV a—2L 0)0—\/L—CB ( )

The solution to the above system (5.4.1) is given by:

Vao
a)- a2

Ves(t) = (a1e®'-aze™’) (54.3)
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where:

- =-a-\o - - =-at+\ & - & (5.4.4)

The current flowing through the inverter leg iss and the voltage Ve are:

dVes(t
ifuse(t) = - Cp %Z = Vo Cs 21_022 (el - e ) (5.4.5)
Veae(t) = Ve(t) - REsr ifuse(t) (5.4.6)

Moreover, to guarantee the reaching of the fuse melting point, the capacitor must
deliver enough energy to the fuse; the melting energy is proportional to the Joule-integral
E of the short-circuit current ifse, defined as:

tm
Ev= [fse dt (5.4.7)
Iy
By performing a power balance in the SC loop of Fig. 5.4.2, it is possible to link the
capacitor voltage drop occurring at the capacitor Cp terminals, the peak value of the SC
current ifysemar and Ey. The minimum value of voltage Veamin at ty can be estimated by:

2 (1
VCBmin(tM) = \/VzBO - FB (} L izﬁuemax + Req EM) (548)

The fault isolation system will be able to properly isolate the faulty inverter leg only
1f (5.4.9) is satisfied, that means ensuring an energy transfer from the capacitor to the fuse
enough to let it reach the melting condition.

2 (1
V230 > C_B (} L izfusemax + Req EM) (549)

During SC, the minimum value of the DC-link capacitor voltage Vcamin 1s €xpected to
be not far from the initial one Vpp; in fact, high values of isource could potentially damage
the upstream rectifier converter or yield to the automatic intervention of the over current
protection devices placed in the AC main grid side, in both cases yielding to the shutdown
of the electric drive.

Vesmin can be kept close to Vo at the fuse melting point by considering capacitors Cyc
of large value Cp or fuses featuring low rated I°. Moreover, as the DC bus voltage is
given by the algebraic sum of Vcp and the voltage drop at the Resk terminals, (5.4.10),
capacitors Cz with low ESR should be selected to mitigate this detrimental effect as well.

VCdcmin(tM) = VCBmin(tM) — REesr l.fusemax (5410)

Although it is not the purpose of this paper, from the above considerations it appears
clear that an effective design of the fault isolation system can be achieved by suitably
combining the specifications of the fuses and the DC-link capacitors. Among the
numerous combinations, it is expected that the design procedure will select the one
leading to the best compromise in terms of transient performance, cost, and size, which
in most cases, it does not lead to select the bigger capacity and fastest fuse.
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The influence of the main parameters composing the SC loop on the transient
behaviour of the fault insulating system are investigated in the next sub-paragraph.

5.4.3 Simulation Results

Simulations of the SC loop of the single leg of a 2k VA fault tolerant inverter topology,
as the one shown in Fig. 5.4.1, has been simulated with an electronic circuit simulation
software. In the equivalent circuit of Fig. 5.4.2, the current isource 1s provided by a rectified
AC power supply, emulated as a DC source with a series inductance L, representing the
grid inductance.

A reference set of parameters has been utilized in the following simulations, whose
values listed in Table XXVI have been measured from the prototype components or
estimated through a curve fitting between the dynamic response achieved from
simulations and experimental results.

It is worth noting that Resg is dominant in the computation of Re, thus plays a key role
in the dynamic behaviour of the fault isolation system.

Fig. 5.4.4 displays the transient responses of the fault isolation unit when the DC-link
capacitor value is changed from 500uF to 2500uF, keeping constant the Resg=150m<2,
and considering a fuse with Pt=80A4°s.

The voltage at the DC-link capacitor terminals Vcue, the fuse voltage Ve, the current
ifuse, and the power source current isource are displayed in this figure. Moreover, the time
instant #)7 corresponding to the fuse melting point is also shown in each subfigure.

This test highlights the key role played by the Rgsg during the short-circuit transient.
In fact, capacitors featuring high value of Rgsr yield to a significant reduction of Ve,
even if high value of Cp are considered.

Moreover, high values of isource are required from the power supply, independently on
the Cp value, which could damage the rectifier or provoke the intervention of the
overcurrent protections on the AC side, vanishing the fault-tolerance capability of the

drive.
Table XXVI Reference set of parameters utilized in the simulations.

Veo=350V Rpeyr=20mQ2
Resr=180mQ2 CARCZZOO,UF
L=0.2uH Rarc=100m12
Lo=0.2uH
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Figure 5.4.4 Short circuit transients: different values of Cg: 500uF (1) - 1500uF(2) - 2500uF(3), at
Pt=80A4%s and ESR =180m£2
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Figure 5.4.5 Short circuit transients different values of Rgsr: 30m2(1) - 90m(2) - 150m2(3), at
Pt=804% and Cg=2500uF.

The SC tests shown in Fig. 5.4.5 have been performed keeping constant the value of
Cp=2500uF and Pt=804°s, while changing Rgsg from 30mQto 150m&. It is possible to
observe that Vi gmin 1s significantly increased when Cy. features a low Rgsr, reducing the
voltage drop in the DC bus and, consequently, limiting the isource. At lower Resr the fuse
current isse Will reach higher peak values, reducing the melting time #); moreover, higher
arc voltage Vyuse exceeding the system voltage are observed as well.

Finally, SC tests of Fig. 5.4.6 have been performed by selecting fuses featuring
different melting energies /°f and keeping constant Cs=2500uF and Rgsg =30m<2. These
tests confirm that by selecting fuses featuring lower rated Eus; beneficial advantages will
be observed in terms of lower #y, higher Veamin and thus a significant reduction of the
overload current isource required from the grid.

The last quantity can be furtherly limited even by placing an AC or DC choke in the
power supply line.
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Figure 5.4.6 Short circuit transients: different values of Pt:804%s (1) - 1604%s (2) - 2404°s (3), at
Cp=2500uF and ESR =30mQ2.

5.4.4 Experimental Analysis

An experimental test rig has been arranged to validate the results carried out from the

modeling and simulations.

A single inverter leg of a modular six-phase fault-tolerant voltage source inverter has
been tested. In the following a description of the experimental setup and experimental

results are provided.

The inverter leg is realized in a power board including gate driver circuits, power

devices and heatsinks. Fig. 5.4.7 displays the experimental test bench, while the

| |
40 60 80 100
t[us]

measurement setup is shown in Fig. 5.4.8.
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Figure 5.4.7 Experimental test bench including the prototype of one of the inverter leg composing the
fault-tolerant inverter.
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Figure 5.4.8 Measurement setup.

The specifications of the measurement system are listed in Tab. XXVII.

Table XXVII List of measurement instruments

N° 3 -LECROY HD3106 - High Voltage differential probe, 120 MHz,
1500 Vpk

N° 2 - LECROY CP500 500A — Hall effect current probe, 500A,
DC/AC, 2 MHz

N° 1- PEM — CWT Mini HF60B - Rogowski current waveform
transducer, 12kA, 0.5mV/A, 30MHz.

Oscilloscope, 1GHz, 12-bit, 10 GS/s, 8-channels

LCR Meter IM3536, DC, 4 Hz to 8 MHz.

The SC isolation system has been tested by considering three different high-speed
fuses F;, F>, and F3, and different sets of DC-link capacitors. Fuses feature different
melting energies, and their specifications are listed in Tab. XXVIII, while electrical
characteristics of the DC link capacitors are reported in Tab. XXIX.

Table XXVIII Electrical Characteristic Specifications of High-Speed Fuses

Fuse 1 (F) - Price: 20% of F»

Ampere 30A Nomlnal Cold 0.00380
Rating Resistance

Voltage Nominal 2
Rating S00V Melting Pt 280A%
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Interrupting 30kA@500VAC,
Rating 20kA@500VDC

Fuse 2 (F»)

Ampere 30A Loss at 100% 10W
Rating

Voltage Nominal 3
Rating 500VAC, 450VDC Melting Pt T7A%s

Interrupting 200kA@S00VAC, | Total  Clearing 103 A%
Rating 20kA@S00VDC (20kA@450VDC)

Fuse 3 (F3) - Price: 37% of F»

Ampere 30A Loss at 100% 48W
Rating

Voltage Nominal 5
Rating 690VAC, 500VDC Melting ¢ 107A%

Interrupting Total Clearing )
Rating 160kA Pt at rated voltage 675 A%

Table XXIX Technical Specifications of DC Link Capacitors

DC Link Capacitor 1 (Cy)
Voltage Rating 400V Capacitor Value 500uF

Equivalent Series
Resistance (Resr 190mQ Case dimensions 25x30 mm
@100Hz)

DC Link Capacitor 2 (C3)
Voltage Rating 500V Capacitor Value 470uF

Equivalent Series
Resistance (Resr 564mQ Case dimensions 35x60 mm
@100Hz)

DC Link Capacitor 3 (C3)
Voltage Rating 450V Capacitor Value ImF

Equivalent Series
Resistance (Resr 60mQ Case dimensions 50x105 mm
@100Hz)

A DC power supply with current limitation is initially used to emulate the rectified
single phase AC source with a DC link choke; the output voltage is set at 350V during all
tests, while an 8-channel scope allows to measure the main electrical quantities, Fig. 5.4.8.

Main output characteristics of power devices composing the inverter leg are reported

in Tab. XXX.
Table XXX Specifications of the considered IGBTS

IGBTs - STGB20M65DF2

Vees(Vee=0V) 650V

155V
Veesan @ (Vo = 15V, Ic =20A) (typ)@Ic=20A
Ic @ 100°C 20 A
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The short circuit conditions in the leg are purposely realized through a control unit,
including one short circuited power switch in the inverter leg, while the complementary
switch is driven according to a single step signal.

A measurement campaign was conducted with a LCR meter on a number of faulty
devices to determine their equivalent resistances, pointing out an average value of Rper
lower than 10mQ. A similar investigation has been carried out for the fuses F, F, and
F33, highlighting an ohmic behavior with average Rjus equal to Sm(). Hence, the
equivalent resistances Resr of Cae are predominant in the SC loop.

The capacitor C; represents the DC-link capacitor Cgs whose capacitance value
satisfies the design recommendations for this motor drive.

Experimental tests have been realized on the afore-described test rig with the main aim
to evaluate the transient behavior of the fault isolation system during SCs, under different
fuse and DC-link capacitor configurations.

The very early instants of the SC transient test are characterized by three typical time
intervals, as shown in Fig. 5.4.9. Initially, the healthy power device of the inverter leg is
purposely hold on in the interval from Os to #; causing the cross-conduction (DC short-
circuit). In this interval the DC bus voltage is almost entirely applied to the healthy power
device and limited current flows in the SC loop. At #rboth the power devices composing
the inverter leg are damaged and the SC current significantly increases till reaching the
melting point at #y. Soon after, the arcing phenomena occurs till the SC clearance.
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- ol n ,
Cross-conduction~ Melting Arcing

Figure 5.4.9 Typical SC transient at very early stage of the phenomena.

The first set of SC tests has been conducted by alternating the fuses installed in the SC
loop, and keeping same Cu=C;. Fig. 5.4.10 shows the current iss., the voltage at the DC-
link capacitor terminals Vcue, the current delivered from the DC power supply isource and the
arc voltages Vyse for each fuse. It has been experienced that when the high-speed fuse F;
featuring highest /¢ is installed in the inverter leg board the fault isolation system is not
capable to interrupt the SC loop; in fact, with this configuration the energy stored in C; is
not enough to let the fuse to blow during SC, causing the activation of the over current
protection of the DC power supply. The limited stored energy in C; is confirmed by the
fact that Vcae goes to zero. Under a real rectified AC source power, this SC could damage
the upstream rectifier converter or yield to the automatic intervention of the over current
protection devices placed in the AC main grid side. SC tests with the same capacitor and
the fuses F>, and F’; let to isolate the faulty circuit path, but still a significant voltage drop
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at the DC-link capacitor is observed even due to the significant voltage drop Rggg * ifyse-
Furthermore, note that SC currents of the order of some kA flow through the faulty
inverter leg.

These tests confirm that using high-speed fuses featuring very low /¢ is not enough to
realize an effective fault isolation system. Hence, further tests have been carried out to
investigate how to improve the fault isolation effectiveness.

A first action was to connect in parallel more capacitors to increase the capacitance
and at the same time reduce Resg. With this aim, Fig. 5.4.11 displays SC tests performed
with the DC-link capacitor bank composed by 5 capacitors C; connected in parallel,
named hereafter as 5C;, making five times larger the capacitor value and reduce by one-
fifth the Resr. According to (5.4.9), a limited variation of Vcae from its initial condition
V=350V 1is observed during the SC, thanks to the increased Cp value (2500uF) and

reduced Rgsr (38mQY), letting the fault isolation system to be effective in a very short time.
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Figure 5.4.10 SC tests by considering the fuses F'i, F», and F3, and same Cy.=C].
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Fuses having lower Pt lead to lower melting time intervals and SC peak currents.
Moreover, these experimental tests confirm that a further benefit of considering a higher
value of the capacitance Cp (5C;) with reduced Rgsr is given by the lower peak value of
isource during the SC. Note that the fuse voltage Vyise can exceed the system voltage during
the arcing phase. This is another technical constraint that must be taken into consideration
during the design of the SC isolation system.

The Figs. 5.4.12 and 5.4.13 have been performed to highlight the single influence of
Resr and Cp on the SC transient.

6000 7

50007 [A] _l.fuse F] 5*CI i
_l'fuse FZ 5*C1

4000 — e F3 5*C,

3000
2000
1000
0
0 20 40 60 80 100 120
t[us]
400 :
[V]
300r
2001 —Vew F/5°C, |
—Veae F2 5*Cy
1007 —VeaF5 5*Cr |
0- J
0 20 40 60 80 100 120
t[us]
150r ~
[A]
1001 |
50+ ]
0 M
=501 _isource F] 5*C1 4
_isource FZ 5*C1
) 1 007 _isource F3 5*C] i
B 2 4 6 8 10 12
t[ps]
14001 -
1, %
12001 [V] Kfuse F] 5 C] i
L - V_}ilse F2 5*Cl i
1000 - Vﬁlse Fj’ 5*C1
800
600
400
200 -
0

4 6 8 10 12
t[us]

Figure 5.4.11 SC tests by considering the fuses F;, F>, and F3, and same Cq.=5C|.
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Figure 5.4.12 SC tests by considering the fuse F3 and Ca.=1000uF, with different Rgsg.
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Figure 5.4.13 SC tests by considering the fuse Fs and Resp=120m<2 with different Cyc.
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Figure 5.4.14 SC tests with rectified AC source by considering the fuse F3 and Ca.=1000uF with
different Rgsg.
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Figure 5.4.15 Zoom-in view of SC tests shown in Fig. 14.

Tests of Fig. 5.4.14 and 5.4.15 have been performed with the aim to measure the
current delivered by the energy source during the SC and post-fault DC-link capacitor
charging, when the inverter leg under test is supplied by a rectified single-phase AC grid.
Two capacitors with very close capacitance Cu.=1000uF and different Resg have been
tested. The specifications of the diodes composing the single phase full bridge rectifier
are listed in Tab. XXXI.
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Table XXXI Main characteristics of diodes composing the single-phase full bridge rectifier —

STTTH30LO06.
Vrrm 600 V T; 175°C
IR @ (VrR= Vrrm,
VE (typ.) 1.10V T, = 150°C) 80 nA
Irav) 30A tr (max.) 65 ns
Ringoy 1.1 °C/W Irsmt, = 10ms sinusoidal 300 A

Note that during the SC (Fig. 5.4.15) the current absorbed by the grid is negligible
when Cy. features a low value of Resg, while it becomes significant in case of Cy. with
high Resr. Moreover, after the clearance of the faulty circuit, a further significant
contribution i 1s required to charge the DC-link capacitors whose peak value (=130A)
could overcome the non-repetitive peak surge current of diodes if not properly chosen.

5.4.5 Conclusions

This paragraph dealt with the performance analysis of a DC SC isolation system
utilized in fault-tolerant voltage-fed PWM motor drives. The theoretical study and
experimental tests have underlined the transient behaviour of the fault isolation system,
confirming that some freedom degrees in the design of the fault isolation system can be
fruitfully combined and exploited to determine the best trade-off in terms of fast response,
costs, and electrical stresses.
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