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Abstract 1

Abstract

Semantic Web is a vision of the web in which machine-readable data en-
ables software agents to manipulate and query information on behalf of human
agents. To achieve such goal, machines are provided with appropriate languages
and tools. Investigating new technologies which can extend the power of knowl-
edge representation and reasoning systems is the main task of this research work
started by observing the lack of some desirable characteristics concerning the ex-
pressiveness of semantic web languages and their integration with some features
of rule-based languages, arisen with the study of some application domains.

Specifically in this dissertation, we consider some results of Computable Set
Theory, a research field rich of several interesting theoretical results, in particu-
lar for what concerns multi-sorted and multi-level syllogistic fragments, in order
to provide a novel powerful knowledge representation and reasoning framework
particularly devoted to the context of Semantic Web.

For this purpose, we use a syllogistic fragment of computable set theory
called 4LQSR, admitting variables of four sorts and a restricted form of quantifi-
cation over variables of the first three sorts, to represent and reason on expressive
decidable description logics (DLs) which can be used to represent ontological
knowledge via Semantic Web technologies. We show that the fragment 4LQSR
allows one to represent an expressive DL called DL(D)(4LQSR) (DL, for short)
and its extension DL (D)(4LQSR) (DE%X for short). The DL Dﬁ;gx admits,
among other features, Boolean operations on concepts and roles, data types, and
product of concepts. Moreover, 4LQSR provides a unique formalism which com-
bines the features of the DL DE%X with a rule language admitting full negation
and subject to no safety condition. We show that 4LQSR can be used to repre-
sent a novel Web Ontology Language (OWL) 2 profile, and hence can be used as
reasoning framework for a large family of ontologies. Then, we study the most
widespread reasoning tasks concerning both 'Dﬁg>< -TBoxes and DE;LD’X -ABoxes.
In particular, we consider the Consistency Problem of a DE%X -knowledge base
(KB), the Conjunctive Query Answering (CQA) for D£4]jx, which provides sim-
ple mechanism allowing users and applications to interact with data stored in the
KB, and the Higher-Order Conjunctive Query Answering (HOCQA) for Dﬁf:’,x,
a generalization of the CQA problem admitting three sorts of variables, namely,
individuals, concepts, and roles. The decidability of the above mentioned prob-
lems are proved by reducing them to analogous problems in the context of the
set-theoretic language 4LQSR by means of a suitable mapping function from
axioms and assertions of DLG" to formulae of 4LQSR.

Then, we provide a correct and terminating algorithm for the HOCQA prob-
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lem for DE%X based on the KE-tableau system, a refutation system inspired to
the Smullyan’s semantic tableaux, giving also computational complexity results.
The algorithm also serves for the consistency problem of DE%X—KBS and for
other reasoning tasks which the HOCQA problem can be instantiated to.

We also introduce an implementation in C++ of the algorithm to provide
an effective reasoner for the DL Dﬁ%x which admits ontology serialized in the
OWL/XML format.

Investigating the efficiency of the resulting reasoner and its improvements is
another goal of this dissertation. We study an optimization of the considered
algorithm based on a variant of the KE-tableau which provides a generalization
of the elimination rule incorporating a rule for treating universally quantified
formulae. We also show that the implementation of the resulting system turns
out to be more efficient than the previous system and, incidentally, than the
implementation of the First-Order (FO) KE-tableau.

The benchmarking process is based on a huge amount of KBs of different
sizes and kinds, constructed ad hoc just for the purpose of comparing the three
systems, and on some real-world ontologies.

Developing semantic web ontologies which are mainly applied to address
problems concerning the field of Human and Social Sciences is the main appli-
cation domain of this dissertation.

Specifically, we introduce three ontologies. The first one called OntoLocEs-
timation has been conceived for recognizing location names in non-structured
texts and to handle data and reason about them, even in presence of name am-
biguities. OntoLocEstimation can be represented in the DL DL',;S’X and can be
adopted for different application domains since it has been conceived as general
purpose ontology.

The second ontology, called ArchivioMuseoFabbrica and representable in
DE%X , has been introduced to study the history of the renovation of the Bene-
dictine Monastery of San Nicolo L’Arena in Catania by the architect Giancarlo
De Carlo, the areas of the building and the people involved, and the social events
occurred during such process of renovations which lasted 28 years (1977-2005).
The ontology describes the Benedictine Monastery in its contemporary confor-
mation as university campus, whereas its original design and meaning is framed
by the last presented ontology called SaintGall.

The ontology SaintGall is intended to study the shape of the ideal Benedic-
tine monastery and its peculiarities which identify and distinguish it from other
religious buildings and which are analysed in the Saint Gall map, one of the
most ancient descriptions of a Benedictine monastery. Therefore, the ontology
can be considered a first step towards the definition of the architectonic type of

monastery.
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1 Introduction

1.1 Automated reasoning for Web Knowledge

Automated Reasoning concerns the capability of automatically concluding new
facts (inferences) from what is already known by a predetermined set of asser-
tions and by a formal description of the environment engrossing the elements
involved in those statements. The term “automated reasoning” is commonly as-
sociated with “deductive reasoning” as meant in mathematics and logic and has
been conceived to prove theorems of a certain calculus in an efficient manner.
Although its original goal, the field is nowadays richly and deeply investigated to
solve a huge variety of research problems in several contexts. Indeed, automated
reasoning is essential for many web systems and applications, especially when
huge quantities of data need to be collected, integrated, and automatically and
independently processed. The outcomes of these tasks are relevant in several
data exchange-centric contexts such as electronic commerce and financial, social
web interaction, tracking and analytic, human and social sciences, and many
other applications in which data cannot be processed and queried in a human
interactive manner or in which relationships among data are very intertwined.

One of the main issue of automated reasoning tools when dealing with a
specific problem is to identify the right deduction calculi which fits properly
with the domain of interest. This task turns out to be unfeasible without the
intervention of a computer scientist with logic backgrounds. For these reasons,
scholars and researchers have been focus their interest to Semantic Web, a
general-purpose framework of automated reasoning on the web based on linked
data, which is recently emerging at a fast pace.

The main standard languages of the semantic web are the Resource De-
scription Framework (RDF) [136], a variation on the entity-relationship schema
language, and the Web Ontology Language (OWL) [131], an ontological lan-
guage stemming from Description Logics (DLs) [3], which reached version 2.1
at the time of this writing. The World Wide Web Consortium' (W3C) identi-
fies several OWL 2 profiles, the most widespread of which is OWL 2 DL [133],
a profile conjoining high expressiveness and decidability. An OWL 2 profile is
identified by the expressive power of the language underpinning it. For the sake
of efficiency of reasoning and to suit different application scenarios, profiles are
usually defined by restricting the expressive power of OWL 2 DL. For instance,
OWL 2 RL [132] restricts the way in which constructs are used in order to de-

fine ontologies for rule-based reasoning systems, while still providing desirable

Thttps://www.w3c.org
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computational guarantees.

Hence, the scientific community identified the DLs family as the principal
deduction calculi for the semantic web. DLs in the semantic web ambit permit
to successfully answer challenging questions from a variety of fields but it also
presents several drawbacks. For example, DLs don’t allow one to directly mix
concepts and roles. This issue has been partially addressed by the introduction
of the Semantic Web Rule Language (SWRL) [129], an extension of OWL to
Horn-like rules, which however not only provides different syntax and seman-
tics, thus splitting the formalism of the representation system, but it is also not
robustly decidable, i.e, any tiny extension of a decidable fragment of SWRL
can easily result in an undecidable combination [105]. Another major drawback
of integrating SWRL with OWL is that, although the DL component is very
expressive, the rule component is not, since it is restricted to Datalog [105].
Another major issue concerns the capability of DLs to deal with meta-modeling,
i.e., to provide statements about statements. In facts, even if the integration
of meta-modeling features in description logics have been studied (see [93]),
their integration affects the semantics and no working implementation has been
standardized. In addition, DLs do not in general provide reasoning with propo-
sitions qualified in terms of time and modality which are crucial in many web
applications especially in reactive systems, i.e., systems that continuously inter-
act with the environment and whose basic functionality is to maintain a certain
behaviour of the environment [62].

One of the most important features of a knowledge representation system
consists of the capability of users to interact with the (inferred) information
provided by the knowledge base. The problem of querying DL knowledge bases
has been mainly addressed by introducing the Conjunctive Query Answering
problem, which admits a restricted form of first-order queries [64] using the
logical conjunction operator. DL conjunctive queries are mainly limited by
admitting query variables ranging over the set of individual of knowledge base,
whereas higher order queries involving concept and role variables are defined on
top of the DL formalism (i.e., exploiting the inducted knowledge graph).

Finally, to the best of our knowledge, implementations of the decision pro-

cedures for DLs suitable for parallel computing systems are unknown.

1.2 Related works

DLs as been introduced as reasoning framework for the semantic web in [7] and
in [6] because they are conceived with the focus on tractable reasoning, they well
fit for practical modeling purposes, and they enjoy interesting computational
properties such as decidability. DLs have proved to be useful in a wide variety of
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applications such as federated databases and cooperative information systems
[11] and in the configuration of complex telecommunications systems [9]. In
particular, the DLs SHZF, SHOIN, SHOZQ, and SROZQ [3, 69] have been
adopted for knowledge web reasoning over the years from the foundation of
semantic web.

The satisfiability problem for knowledge bases of these DLs can be solved us-
ing a sound and complete algorithm based on the tableau calculus [113, 35]. In
order to solve inefficiency introduced by the existential quantification and by car-
dinality restrictions, many optimisation techniques such as the hyper-resolution
calculus [96] are applied to these tableau-based algorithms. The hyper-tableau
calculus permits a systematic branch saturation approach in which the proof
procedure does not have to start with a new tableau from scratch once the re-
sources are exhausted on the current tableau during iterative deepening, in a
similar way to the resolution calculus [106].

In addition to the problem of satisfiability, one of the most investigated
problems in Dls and inherited form database theory [122] is the CQA problem.
Techniques to solve the CQA problem for DLs are mainly based on a sophisti-
cated reduction to the satisfiability problem [107, 14, 73]. In these approaches
a rewriting of the KB and of the query is required in order to verify whether
the query is entailed by the knowledge base. The problem of defining queries,
which admit variables ranging over the set of concepts and roles defined in the
knowledge base, falls outside the definition of the CQA problem. The former
problem is addressed by SPARQL [130], a SQL-style query language, which
however operates outside the DL formalism, i.e, on the graph induced by the
knowledge base.

Finally, the task of pushing the expressive limits of DLs while keeping de-
cidability and implementability features by extending the DL formalism with
rules has been deeply investigated. The main results which can be found in
[85, 37, 59, 79, 90] lead to an extension of OWL to rules called SWRL language.
The approach used in SWRIL consists of introducing DL rules as an expressive
new rule language which combines DLs with a limited form of first-order rules.
DL-safe rules simply restrict the applicability of rules to a finite set of named
individuals in order to retain decidability.

The idea of applying computable set theory in the context of semantic web
knowledge has been presented in a previous work of our [108]. In facts, to
best of our knowledge, this dissertation first adopts computable set theory as a
means of representing and reasoning on semantic web knowledge even though
computable set theory received an in-deep theoretical understanding.

Set theory is a branch of mathematical logic based on sets. Sets are ba-

sic elements for representing and reasoning on application domains in various
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fields of computer science, logic, and mathematics. In particular, Computable
Set Theory is a research field started in the late seventies with the purpose of
studying the decidability of the satisfiability problem for fragments of set theory.

Within the research field of computable set theory, a wealth of decidability
results has been collected over the years [52, 20, 28, 111, 29]. The most efficient
decision procedures designed in this area have been implemented within the set-
based proof verifier Atnanova/Referee [111] and constitute its inferential core.

Most of the decidability results and applications in computable set theory
concerns one-sorted multi-level syllogistic, namely collections of formulae ad-
mitting variables of one sort only, which range over the von Neumann universe
of sets. Only a few stratified syllogistics endowed with variables of multiple
sorts have been investigated, despite the fact that in many fields of computer
science and mathematics one often has to deal with multi-sorted languages. For
instance, in description logics one has to consider entities of different types such
as individual elements, concepts, namely sets of individuals, and roles, namely
binary relations over elements.

In [51] an efficient decision procedure was presented for the satisfiability of
the Two-Level Syllogistic language 2LS. 2LS admits variables of two sorts and
propositional connectives together with the basic set-theoretic operators U, N, \
and the predicate symbols =, €, and C. Then, in [17], it was shown that the ex-
tension of 2LS with the singleton operator and the Cartesian product operator is
decidable. Tarski’s and Presburger’s arithmetics extended with sets have been
analysed in [19]. Subsequently, in [18], a three-sorted language 3LSSPU (Three-
Level Syllogistic with Singleton, Powerset and general Union) has been proved
decidable. In [25], it was shown that the language 3LQSR (Three-Level Quan-
tified Syllogistic with restricted quantifiers), admitting variables of three sorts
and a restricted form of quantification, has a decidable satisfiability problem.

In the last decade, two-sorted multi-level fragments of set theory allowing
one to express constructs related to multi-valued maps have been studied (see
[22, 23, 21]) and applied in the realm of knowledge representation. In [24], for
instance, an expressive description logic, called DL(MLSS; ), has been intro-
duced and the consistency problem for DL(MLSS; ,,)-knowledge bases has been
proved to be NP-complete. DL(MLSSS ) has been extended with additional
description logic constructs and SWRL rules in [23], proving that the decision
problem for the resulting description logic, called DL(V{ ), is still NP-complete
under suitable conditions. In [21], DL(V{ ,) has been extended with some meta-
modeling features. In particular, it has been shown how to relax the distinction
between concepts and individuals, still preserving the NP-completeness of the
decision problem.

However, none of the above-mentioned description logics provides function-
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alities to deal with data types, a simple form of concrete domains that are
relevant in real-world applications. In [55] an extension of the description logics
fragment ALC has been represented via a very rudimentary axiomatic set the-
ory {2 consisting of only four axioms characterizing binary union, set difference,
inclusion, and the power-set.

Sets have also several applications in logic programming [43]. Numerous
decidability results in this field can be found in [44, 46, 13, 45]. Finally, extension
of programming language with a restricted form of intensional sets has been
studied in [32, 33].

1.3 Automated reasoning via a fragment of set-theory

In this dissertation we investigate a novel framework for automated reasoning,
in particular for the semantic web context, based on Elementary Set Theory
which moves in the direction of providing a general and efficient deduction
system allowing the desired features missing from DLs.

In [26], the authors have introduced the decidable four-level stratified frag-
ment of set theory 4LQSR, involving variables of four sorts, pair terms, and
a restricted form of quantification over variables of the first three sorts. The
satisfiability problem for formulae of 4LQSR has been proved decidable by show-
ing that it enjoys a small model property. In addition, it has been also shown
that the modal logic K45 can be formalized in one of such collections, thus
redetermining the NP-completeness of its decision problem [81].

The high expressiveness and potentiality of 4LQSR motivates the adoption of
the fragment of computable set theory as a knowledge representation and rea-
soning framework for the semantic web, which we address in this dissertation.
We carry the work of [108] on by formalizing the representation and reasoning
system based on the set-theoretical fragment 4LQSR, by addressing the main
reasoning problems which are solved by suitable algorithms presented in this
dissertation and whose complexity and efficiency is also analysed. In addition,
we develop in C++ a novel reasoner [30] based on the above mentioned algo-
rithms.

Specifically, we first identify an expressive description logic called
DL(D)(4LQSR) (more simply referred to as DLp), which can be represented
in 4LQSR. An extension of DL(D)(4LQSR) will be discussed next.

The DL D£4D supports data types and admits concept constructs such as
full negation, union and intersection of concepts, concept domain and range,
Boolean operations on concepts, existential quantification and minimum cardi-
nality restriction on the left-hand-side of inclusion axioms, and universal quan-

tification and maximum cardinality restriction on the right-hand-side of inclu-
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sion axioms. The DL DC‘B also supports role constructs such as role chains on
the left-hand-side of inclusion axioms, union, intersection, and complement of
roles, as well as properties on roles such as transitivity, symmetry, reflexivity,
and irreflexivity. We prove that the consistency problem for D£4D—knowledge
bases (I(Bs) is decidable via a reduction to the satisfiability problem for formulae
of 4LQSR through an appropriate translation process.

We also show that the consistency problem for D£4D—KBS involving only
suitably constrained D£4D—f01'1nulae is NP-complete. Such constraints are not
particularly restrictive: in fact, it turns out that the constrained logic allows
one to represent real world ontologies such as Ontoceramic, designed for ancient
ceramic cataloguing ([27, 108]), Ontoluoghi, which is used for recognizing lo-
cation names in non-structured texts, and ArchivioMuseoFabbrica, an ontology
concerning the history of the renovation of the Benedictine Monastery of San
Nicolo I’Arena in Catania. These ontologies are some of the outcomes of inves-
tigating on the practical aspects of the semantic web in the human and social
sciences field.

Some considerations on the expressiveness of DC%X are in order. The logic
D£4D does not extend SROZQ(D), the description logic upon which the stan-
dard OWL 2 DL profile is based, as DLy, admits existential (resp., universal)
quantification only on the left-hand (resp., right-hand) side of inclusion ax-
ioms. However, Dﬁ% allows one to express chain axioms not supported by
SROIQ(D), as they can involve roles that are not subject to any regularity
restriction. Moreover, Boolean combinations of roles are admitted even on the
right-hand-side of chain axioms. The latter fact is particularly relevant to the
problem of expressing rules in OWL. In particular, expressiveness of SWRL is
framed in 4LQSR.

Then, we exploit the fragment 4LQSR to represent the description logic
DL (D)(4LQSR) (DC%X, for short) which extends the logic DLY, with Boolean
operations on concrete roles and with the product of concepts. We prove that,
as in the case of D£4D, under suitable not very restrictive constraints, the con-
sistency problem for DE%X—KBS is NP-complete.

Next, we address the problem of Conjunctive Query Answering (CQA) for
D,C;l:;x (and hence for DLY), one of the most simple and natural ways to inter-
act with digital knowledge. The result is obtained by formalizing Dﬁgx -KBs
and DE%X -conjunctive queries in terms of formulae of the set-theoretic frag-
ment 4LQSR, through a decision procedure for the satisfiability problem for
4LQSR. We further define a KE-tableau-based procedure for the same problem,
more suitable for implementation purposes, and we analyse its computational
complexity. The procedure also serves as a decision procedure for the consis-

tency problem for DL’4D’X -KBs. The choice of the KE-tableau-system instead of
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the traditional Smullyan’s semantic tableaux is motivated by the fact that KE-
tableau-based systems [35] construct tableaux whose distinct branches define
mutually exclusive situations, thus preventing the proliferation of redundant
branches, typical of semantic tableaux. The KE-tableau-system turns out to be
a crucial feature since it allows one to define deterministic decision procedures.

Then, we investigate and define the Higher-Order Conjunctive Query An-
swering (HOCQA) problem, a generalization of the CQA problem which admits
variables of three sorts and can be instantiated to the most widespread reasoning
tasks for DE%X—ABOX, such as instance checking and concept retrieval. Decid-
ability of the HOCQA problem for DE%X is established via a reduction to the
satisfiability problem for the set-theoretic fragment 4LQSR. We also solve the
HOCQA problem for DC%X by generalizing the KE-tableau-based procedure
introduced for the CQA problem for DE%X.

Furthermore, we illustrate an implementation of the procedures for the con-
sistency problem for Dﬁﬁx -KBs and for the HOCQA problem for DE‘BX . Specif-
ically, we describe a C++ reasoner for the D£4D’X-TB0X and D£4D’X-ABOX rea-
soning tasks that supports DE%X -KBs serialized in the OWL/XML format and
admitting SWRL rules. Concerning DE%X -TBox reasoning tasks, the reasoner
checks the consistency of DE%X -KBs represented in terms of the set-theoretic
fragment 4LQSR, whereas, concerning D£4D’X -ABox reasoning tasks, the reasoner
computes the DL -higher-order answer set of a DLy -higher-order conjunc-
tive query with respect to a D[,;gx -KB.

Finally, we also modify the KE-tableau-based procedure mentioned above by
eliminating the preprocessing phase introduced for universally quantified formu-
lae and replacing the standard KE-elimination rule with a novel elimination rule,
called E7-Rule, incorporating the standard rule for treating universally quan-
tified formulae (y-rule). The resulting system turns out to be more efficient
than the KE-system and the First-Order (FO) KE-system in [36] as shown by
suitable benchmarking tests executed on the C++ implementations of the three
mentioned systems. The main reason for such a speed-up relies on the fact that
the novel E7-Rule does not need to store the instances of universally quantified

formulae on the KE-tableau.

1.4 Automated reasoning in Digital Humanities

Digital Humanities concerns the critical study of how computer science poten-
tially affects humanities scholarship and scholarly communication. Basically,
it investigates the use of automatic computation to solve humanities research
questions and how it can enhance disciplines such as Art History, Classical
Studies, History, Literature, Music and many others. Even though, computer
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science is commonly associated with humanities by a mere act of digital storing
and of brute computation, it not only allows scholars to approach old problems
with new means but also to ask new questions that could not have been asked
with the traditional means of humanistic enquiry [100]. Since the advantages
of computer science in humanities cannot be exhaustively addressed here and
falls outside the scope of this work, the reader is referred to [110] for a good
overview. In particular, the advantages of ontologies in cultural and social sci-
ences are addressed in [125], whereas in architectural design in [50, 66, 60, 116].
In [41], the authors proposed an ontology which provides definitions and a for-
mal structure for describing the implicit and explicit concepts and relationships
used in cultural heritage documentation. An ontology for linguistic and cogni-
tive engineering called DOLCFE has been introduced in [54]. A set of vocabulary
terms that can be used to describe digital resources as well as physical resources
has been presented in [126]. An ontology for the digital development and pub-
lication of archival heritage of the Italian archival system Sistema Archivistico
Nazionale (SAN) of the Istituto centrale per gli Archivi (ICAR) of Ministero dei
beni e delle attivita culturali e del turismo (MIBACT) is available at [74]. Our
approach to the problem of ontological classification of pottery can be found in
[27].

In this dissertation, we introduce several OWL ontologies in order to address
some problems concerning topics in the field of human and social sciences, which
is the main application domain of the investigation efforts of this work.

The first ontology, called Ontoluoghi and expressible in D£4D’X , has been intro-
duced for recognizing location names in non-structured texts and for handling
such information and reasoning on it, even in presence of name ambiguities.
The ontology serves as middle-ware for techniques introduced for recognizing
location names in non-structured texts based on grammar rules devised for the
Ttalian language. The problem of name recognition has been usually approached
mainly on top of the English language, thus leading to a difficult generalization
of the technique which produces unsatisfactory results when applied to Italian
places mentioned in Italian texts.

The second one, called ArchivioMuseoFabbrica, is an OWL ontology ex-
pressible in DE%X concerning the history of the renovation of the Benedictine
monastery of San Nicolo I’Arena in Catania by the architect Giancarlo De Carlo
[38, 89, 15]. Specifically, we consider for the purpose of modeling the ontology,
a wide subset of public and private documents collected from 1977 to 2006 dur-
ing the process of restoration and adaptation of the monastery to a campus for
the university of Catania. The task of modeling and populating the ontology
has been carried out from the analysis of documents stored in the Archivio del

Museo della Fabbrica, in the new archive of professor Giuseppe Giarrizzo, in the
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private collection of Antonino Leonardi, and from the conceptual map of the lo-
cations of the monastery. To the best of our knowledge, this is the first effort of
ontological modeling the renovation and refurbishment process of a (historical)
building.

The third ontology is an OWL 2 ontology representing the Saint Gall plan,
one of the most ancient documents arrived intact to us, which describes the
ideal model of a Benedictine monastic complex which inspired the design of
many European monasteries. Such work can be considered as an enrichment of
ArchivioMuseoFabbrica. The ontology SaintGall modeling the structural, func-
tional, and architectural specification of an ideal Benedictine monastery allows
one to analyse the monastery of San Nicolo L’Arena in Catania as it was orig-
inally intended before the renovation and re-adaptation as university campus
in the Seventies. In order to provide support to the analysis and to the ac-
tions concerning the monastery architectonic type, it was deemed appropriate
to model the ontology of an ideal monastery such as the one described in the
Saint Gall map. The ontology can be potentially extended/specialized, on a
case-by-case basis, by providing the specification of the considered monastery.
Indeed, the ontology introduced in this dissertation can be considered as a gen-
eral support tool for all the refurbishment, recovery, and change-in-use actions
concerning a Benedictine monastery, or more generally, the the architectural
type of Monastery.

Since the ontology makes a wide usage of OWL 2 existential and universal
quantification restrictions, it cannot be expressed in Dﬁ%x. The task of modify-
ing the set-theoretic fragment underpinning D[Z;ljx so as to include a restricted
version of the operator of relational composition will be addressed in future
works.

The first ontology has been developed in 2016 by the joint effort with Andrea
Fornaia, at that time a Ph.D. student in Mathematics and Computer Science at
the University of Catania, whereas the latter two ontologies have been developed
thanks to a three-year collaboration with Claudia Cantale which was at the time
of cooperation a Ph.D. student in Social Theory, Communication and Media at
the University of Catania. A meaningful contribution to the latter ontology was
given by Dr. Maria Rossella Stufano Melone, postdoctoral research fellow at
DICATECH - Department of Civil, Environmental, Building Engineering, and
Chemistry of the Politecnico di Bari.

1.5 Organization of the dissertation

The dissertation is organized as follows.
In Chapter 2 we give the main notions useful to understand the results
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presented in the dissertation. Specifically, we introduce the description logic
underpinning the language OWL 2, called SROZQ(D), and we describe the
main features of OWL 2 DL and of other standard OWL 2 profiles. Then, we
provide the syntax and semantics of the set-theoretic language 4LQSR and the
effective class of 4LQSR-formulae, called 4LQS§CBX, adopted for the purpose of
this work and de facto involved in the set-theoretic representation of the DLs
DLY and DL

In Chapter 3 we illustrate the description logic DE‘E and its extension D[f]ljx
expressible in 4LQS§' i~ We prove that the decidability of the consistency prob-
lem for D£4D— and for DE%X -KBs can be reduced to the satisfiability problem
for 4LQSR-formulae.

In Chapter 4 we present the most widespread reasoning tasks for DE%X
and D£4D, as well as the algorithms designed to solve them. Specifically, we
introduce the CQA and the HOCQA problem for Dﬁgx and we provide the
algorithms for the CQA and the HOCQA problem for DC‘BX which also serve
for the consistency problem for 'DE%X—KBS. We also provide the proofs of
correctness and termination of the above mentioned procedures and give some
complexity results. Finally, we introduce an efficient variant of the algorithm for
the consistency problem of DLy -KBs and for the HOCQA problem for DLG".

In Chapter 5 we describe the C++ implementation of the algorithms men-
tioned above, providing also some benchmark tests.

In Chapter 6 we show the ontologies that we use to address several problems
concerning human and social sciences. Specifically, we introduce the ontology
Ontoluoghi for the recognition of location names in non-structured texts, the
ontology ArchivioMuseoFabbrica concerning the history of the renovation of the
Benedictine Monastery of San Nicolo L’Arena in Catania, and the ontology
SaintGall concerning the specifications of an ideal Benedictine monastery.

Finally, in Chapter 7 we draw our conclusions and give some hints towards

future developments.
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2 Preliminaries

In this chapter we will introduce notions and notations useful for the com-
prehension of the results of this dissertation. Specifically, in Section 2.1 we will
introduce the description logic SROZQ(D) upon which the main ontological
language for the semantic web OWL 2 is founded. The OWL 2 language and
the standard OWL 2 profiles will be presented in Section 2.2.

Finally, in Section 2.3 we will recall the set-theoretical fragment 4LQSR ex-
ploited in this dissertation to define a reasoning framework for the semantic
web. In the same section We will also discuss the expressiveness of 4LQSR and
present 4LQS§LBX, the subclass of formulae of 4LQSR de facto involved in the

implementation of the reasoner.

2.1 Description Logics

Description logics (DLs) are a family of formalisms widely used in the field of
Knowledge Representation to model application domains (known as termino-
logical knowledge) and to reason on them [6]. DLs include light-weight log-
ics with feasible inference problems as well as very expressive formalisms for
which reasoning is undecidable. DL-knowledge bases (KBs) describe models
that are based on individual elements (or, more simply, individuals), classes
whose elements are individuals, and binary relationships among individuals.
These three types of semantic entities are syntactically denoted by means of
individual names, concept names, and role names. In addition, DLs provide
operators for combining concept and role names into complex concept and role
expressions. Details on DLs can be found in [6, 5].

One of the leading application domains for DLs is the Semantic Web [6]. In
fact, the most recently developed semantic web language Web Ontology Lan-
guage (OWL 2) is based on a very expressive DL admitting data types called
SROIQ(D) [69].

Data types are a limited form of concrete domain particularly important in
several applications such as OWL 2. The W3C lists most XML Schema data
types as normative [135], including facets for restricting the range of built-in
data types. For example, the minFEzclusive facet can be applied to zsd:integer
to obtain a subset of integers larger than a particular value. Extensions of
DLs with concrete domains and data types have received in-depth theoretical
treatment [4, 61, 72, 87, 86]. Furthermore, data type groups [103] provide an
architecture for integrating different data types, and the OWL-Eu approach

[104] provides a way to restrict data types using expressions.
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Data type reasoning can be performed using an external data type checking
procedure. Informally, a data type checker verifies if the usage of a data type
value conforms to the specifications of the data type it is instance of. Standard
DL-tableau calculi can be extended to handle data types, by invoking the data
type checker as an oracle. These results assume that data type reasoning can be
performed using an external data type checking procedure. In particular, in [94]
it has been shown that data type checking in OWL 2 is NP-hard in the general
case, but may become trivial in many (hopefully typical) cases. The authors
also argue that certain data types listed as normative in the current OWL 2
Working Draft may be unsuitable from both a modeling and an implementation
perspective. They also present a modular data type checking algorithm that
can support any data type for which it is possible to implement a small set of
basic operations and discuss how to implement data type checkers for number

and string data types.

2.1.1 The description logic SROZQ(D).

SROZQ(D) [69, 75] is the description logic underlying the most expressive
OWL 2 profile, namely OWL 2 DL. SROZQ(D) is an extension of the DL ALC
with transitive roles (S), complex role inclusion axioms, reflexivity and and
local reflexivity (FR.Self), irreflexivity, role disjointness (R), nominals (O),
inverse properties (Z), qualified cardinality restrictions (Q), and data types
(D). SROZQ(D) also admits asymmetric roles, negated role assertions, and
the universal role U.

In order to introduce the syntax and the semantics of the DL SROZQ(D),
it is convenient to introduce the definition of data type. Data types are defined
according to [94] as follows.

Let D = (Np, N¢, Nr,-P) be a data type map, where Np is a finite set of
data types, N¢ is a map assigning a set of constants N¢(d) to each data type
d € Np, Np is a map assigning a set of facets Ny(d) to each d € Np, and -P is

a map assigning
(i) a data type interpretation dP to each data type d € Np,
(ii) a facet interpretation fP C dP to each facet f € Np(d), and
(iii) a data value e? € dP to every constant eq € N¢(d).

We shall assume that the interpretations of the data types in Np are non-
empty pairwise disjoint sets.
A facet expression for a data type d € Np is a formula ¢4 constructed from

the elements of Ng(d) U {T4, L4} by applying a finite number of times the
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D

connectives =, A, and V. The function -~ is extended to facet expressions for

d € Np by putting, for f, f1, fo € Nr(d),
S TR =,
- 1P =0,
- (fP =P\ /P,

(finf2)P = PSP,

(fLV )P = fPUfP.

A data range dr for D is either a data type d € Np, or a finite enumeration
of data type constants {eq,,...,eq, }, with eq, € Ne(d;) and d; € Np, or a facet
expression ¥4, for d € Np.

Let Ra, Rp, C, Ind be denumerable pairwise disjoint sets of abstract role
names, concrete role names, concept names, and individual names, respectively.
The set of abstract roles is defined as Ra U{R™ | R € Ra} U {U}, where U is
the universal role and R~ is the inverse role of R.

A role inclusion aziom (RIA) is an expression of the form w C R, where w
is a finite string of roles not including the universal role U and R is an abstract
role name distinct from the universal role U. An abstract role hierarchy R is
a finite collection of RIAs. A strict partial order < on a set A is an irreflexive
and transitive relation on A. A strict partial order < on Rao U{R™ | R € Ra}
is called a regular order if < satisfies, additionally, S < R iff S~ < R, for all
roles R and S.

A RIA w C R is <-regular if R is an abstract role name, and one of the

following conditions holds:

1. w= RR,

3. w=257...5,and S; < R, forall 1 <i <n,
4. w=RS;...5,and §; < R, for all 1 <i <n,

5 w=257...S,Rand S; < R, forall 1 <i<mn,

where S4,..., S, are abstract role names.

An abstract role hierarchy RZ is regular if there exists a regular order <
such that each RIA in RZ is <-regular.

A concrete role hierarchy RE is a finite collection of concrete role inclusion
axioms T; C Ty, where T;,T; € Rp.
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A role assertion is an expression of one of the following types:

Ref(R), Irref(R), Sym(R), Asym(R), Tra(R), Dis(R,S),
where R,S € RaU{R™ | R€ Ra}.

Given an abstract role hierarchy R¥ and a set of role assertions R* without
transitivity or symmetry assertions (Sym(R) can be represented by a RIA of
type R~ C R and Tra(R) by Ro R C R), the set of roles that are simple in
RIZ URA is inductively defined as follows:

(i) a role name is simple if it does not occur on the right-hand-side of a RIA

o RH
in R,
(ii) an inverse role R~ is simple if R is, and

(iii) if R occurs on the right hand of a RIA in RZ | then R is simple if, for each
wC ReRY w=S9, for a simple role S.

A set of role assertions R4 is called simple if all roles R, S appearing in role
assertions of the form Irref(R), Asym(R), or Dis(R, S) are simple in R4.

Informally, the ABoz is the assertional part of the knowledge base used
to describe concrete situation by stating properties of individuals (just as the
data in database). The T'Boz is the terminological part of the knowledge base,
that is the vocabulary of the application domain. In addition to an ABox
and a TBox, SROZQ(D) provides an RBox that includes all the statements
concerning roles.

An SROZQ(D)-RBox is a set R = RE URE URA such that RZ is a regular
abstract role hierarchy, Rg is a concrete role hierarchy, and R4 is a finite simple
set of role assertions. A formal definition of regular abstract role hierarchy can
be found in [69].

Before introducing the formal definitions of T'Box and of ABox, we define
the set of SROZQ(D)-concepts as the smallest set such that:

(a) every concept name and the constants T, L are concepts,

(b) if C, D are concepts, R is an abstract role (possibly inverse), S is a simple
role (possibly inverse), T' is a concrete role, dr is a data range for D, a is

an individual, and n is a non-negative integer, then

cnD, CcubD, -C, {a}, VR.C,3R.C,
3S8.Self, VT.dr, 3IT.dr, >nS.C, <nS.C

are also concepts.



2 PRELIMINARIES 17

A General Concept Inclusion (GCI) axiom is an expression C' C D, where
C and D are SROZQ(D)-concepts. An SROZQ(D)-TBox T is a finite set of
CGls.

An individual assertion is any expression of one of the following forms:
a:C, (a,b):R, (a,eq):T, (a,b):-R, (a,eq):T, a=b, a#b,

where a,b are individuals, e4 is a constant in Ngo(d), R is a (possibly) inverse
abstract role, P is a concrete role, and C' is a concept. An SROZQ(D)-ABozx
A is a finite set of individual assertions.

An SROZQ(D)-KBis a triple X = (R, T, A) such that R is an SROZQ(D)-
RBox, T an SROIQ(D)-TBox, and A an SROZQ(D)-ABox. The semantics
of SROIQ(D) is given by means of an interpretation I = (Al Ap, 1), where
Al and Ap are non-empty disjoint domains such that d® C Ap, for every

d € Np, and ‘! is an interpretation function.
The interpretation of concepts and roles, axioms and assertions is defined in
Table 1.

Name Syntax Semantics
concept A Al c Al
abstract role R R'C AT x A?
concrete role T T'C Al x Ap
individual a a' e AT
data type constant ed e? ¢ dP
nominal {a} {a}' = {a"}
data type d dP C Ap
negated data type -d Ap \ d°
data range {ear, - vea,} | {ear, - ea, }° ={efu...u{el}
data range Ya e
data range —dr Ap \ drP
top T Al
bottom L 0
negation -C (- =AM\ C
conjunction cnbD (cnDr=c'npt
disjunction cubD (CuD)'=ctuD?
universal restriction VR.C (VIR'C)I - {3316 Al VyIE
Az, y) e R —yeC}
existential restriction 3R.C (EIR'C)II ={ze AII Py €
C'.(z,y) € R}
self concept 3R.Self (3R.Self)! = {x € AT: (z,2) € R"}
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APdr) ={zrec A':TFyc

data type exists 3P.dr
ype exIsts drP.(z,y) € P'}
VP.dr)'={z e A': Wy €
data type value VP.dr ( V=t I yD
Ap.(z,y) € PPy edr}
qualified number < RC (< ROy ={zeA:|{yeC":
restriction - (z,y) € R'}| <n}
qualified number > RO (>nROY ={zecAl:|{yecC":
restriction - (z,y) € R'}| > n}
qualified data type < Pd (<uPdr)' ={ze A" : |{y e dr®:
nP.dr
number restriction - (z,y) € P} <n}
qualified data type > pg (>pPdr)t ={rec Al : |{ycdr®:
nP.dr
number restriction - (z,y) € P} > n}
nominals {a1,...,an} {a1,...,ax} = {ai}U...U{al}
universal role U (U)' = AT x AT
inverse role R™ (RO = {(y,2) | (z,y) € RN}
concept subsumption Ci CECs IEpCh C (O —= ctccl
abstract role
. RiC Ry IEp RIC R < RICR}
subsumption
I S1...8, C R <
role inclusion axiom | Si...S, C R ':DI ! I~ I
Sio...0oS, CR
concrete role I I
. TIETQ I|=DT1ET2{=>T1QT1
subsumption
symmetric abstract I I
Sym(R) IEp Sym(R) <— (R7)' CR
role
asymmetric abstract
v | Asym(R) IEp Asym(R) <= R'n(R)' =0
role
transiti bstract
ransive absiac Tra(R) Ikp Tra(R) <= R'o R C R!
role
disjoint abstract role Dis(R1, R2) I=p Dis(Ri,R2) <= RINRy=10
disjoint concrete role Dis(P1, ) I Ep Dis(P1, P) — PlnpPI=0
reflexive abstract Ref(R) I Ep Ref (R)I = I
role {{z,z) |t € A"} CR
irreflexive abstract Irref (R) ) I =p lrref(R) ?
role R'n{{z,z) |z €A} =10
functional abstract Fun(R) IEp Fun(R) — (R;)I oRIC
role {{z,z) |z € A"}
functional concrete Fun(P) II Ep Fun(P) <I:> (z,y) €
role P! and (z,z) € P imply y = z
concept assertion a:Ch Ikpa:C — (a'€C))
agreement a=1b IEpa=b < o' =V
disagreement a#b IEpa#b < —(a'=0"
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abstract role

] (a,b): R IEp (a.b): R < (a',t") e R!
assertion
concrete role
) (a,eq) : P I=p (a,eq): P < (a',e]) € P!
assertion
negated abstract role (@,b) : =R IEp (a,b): "R —
a,b) : -
assertion -((a",b") € R")
negated concrete Ik=p (a,eq) : P <—
) (a,eq) : =P I D .
role assertion —({a",eg) € P)

Table 1: Semantics of SROZQ(D).

Let A, R, T be, respectively, an SROZQ(D)-ABox, an SROIQ(D)-RBor,
and an SROZQ(D)-TBoz. An interpretation I = (Al Ap,-!) is a D-model
of R (resp., T), and we write I =p R (resp., I Ep T), if I satisfies each
axiom in R (resp., T) according to the semantic rules in Table 1. Analogously,
I = (AL Ap, ) is a D-model of A, and we write I =p A, if I satisfies each
assertion in A, according to the semantic rules in Table 1.

An SROZQ(D)-KB K = (A, T,R) is consistent if there is an interpretation
I= (Al Ap, 1) that is a D-model of A, 7, and R. Further details concerning
the syntax and semantics of SROZQ(D) can be found in [69, 75].

Decidability of the consistency problem for SROZQ(D)-KBs was proved
in [69] by means of a tableau-based decision procedure and its computational

complexity was shown to be N2EXPTime-complete in [75].

2.2 The Web Ontology Language OWL

Applications that need to automatically process the content of information, in-
stead of just presenting information to humans, require an appropriate language
with formally defined semantics. The goal of such language should be to sim-
plify machine interoperability of information content by providing additional
expressive power along with a formal syntax and semantics. This task turns out
to be particularly critical in the case of web and distributed content. For this
purpose, the Word Wide Web Consortium (W3C) identifies the OWL language,
which at time of this writing is upgraded to the version 2.1, as the standard
language for representing ontologies.

An ontology [99, 65] is a formal description of a domain of interest carried
out by combining three basic syntactic categories: entities, expressions, and
axtoms, which constitute the logical part of ontologies, namely what ontologies
can express and the type of inferences that can be drawn. Ontologies can also
be combined together in order to describe more complex domains.
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We briefly describe the main features of the standard OWL 2 DL profile.
For the rest of this dissertation we will refer to OWL 2 DL as OWL 2, and to
an OWL 2 DL ontology as ontology.

Entities represent the primitive terms of an ontology and are identified in a
unique way. They are individuals (actors), properties (actions), and classes (sets
of actors with common features). Properties are of two types: object properties
and data type properties. Object properties relate pairs of individuals, whereas
data type properties relate individuals with data type values, namely strings
and numbers. Expressions, summarized in Table 2, are obtained by applying
OWL 2 constructs to entities. For example, in the ontology SaintGall (illustrated
in Section 6.3), the OWL 2 expression

ObjectIntersectionOf(:Element ObjectSome ValuesEFrom(
:uses ObjectUnionOf(:Fire :HotAir :HotWater)))

defines the collection of individuals that can be classified as “heating elements”.

OWL 2 Expression
OWL 2 Property Expressions

Description

Object Property Expressions

ObjectProperty Simple object property

InverseObjectProperty Inverse object property

Data Property Expressions

Dataproperty ‘ Simple data property
OWL 2 Class Expression

Class ‘ Simple class
Propositional Connectives and Enumeration of Individuals
ObjectIntersectionOf Intersection of classes
ObjectUnionOf Union of classes
ObjectComplementOf Complement of classes
ObjectOneOf Enumeration of individuals

Object Property Restrictions

ObjectSomeValuesFrom

Existential quantification

ObjectAllValuesFrom Universial quantification
ObjectHasValue Value restriction
ObjectHasSelf Self restriction

Object Property

Cardinality Restrictions

ObjectMinCardinality

Minimum cardinality restric.

ObjectMaxCardinality

Maximum cardinality restic.
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ObjectExactCardinality Exactly cardinality restric.

data type Property Restrictions

DataSomeValuesFrom Data existential quantification

DataAllValuesFrom Data universal quantificaion

DataHasValue Data value restriction

data type Property Cardinality Restrictions

DataMinCardinality Data min. cardinality restric.
DataMaxCardinality Data max. cardinality restric.
DataExactCardinality Data exact cardinality restric.

Table 2: OWL 2 Expressions.

OWL 2 Axiom Description
Object Property Axiom
SubObjectPropertyOf Axiom of object subproperty
EquivalentObjectProperties Axiom of equivalent object property
DisjointObjectProperties Axiom of disj. object property
InverseObjectProperties Axiom of inverse object property
ObjectPropertyDomain Axiom of object property domain
ObjectPropertyRange Axiom of object property range
FunctionalObjectProperty Axiom of functional object property
InverseFunctionalObjectProperty Axiom of inv. func. object prop.
ReflexiveObjectProperty Axiom of reflexive object prop.
IrreflexiveObjectProperty Axiom of irreflexive object prop.
SymmetricObjectProperty Axiom of symmetric object prop.
AsymmetricObjectProperty Axiom of asymmetric object prop.
TransitiveObjectProperty Axiom of transitive object prop.
Data Property Axioms
SubDataPropertyOf Axiom of data type subproperty
EquivalentDataProperties Axiom of equivalent data type prop.
DisjointDataProperties Axiom of disjoint data type prop.
DataPropertyDomain Axiom of data type prop. domain
DataPropertyRange Axiom of data type prop. range
FunctionalDataProperty Axiom of functional data type prop.

Table 3: OWL 2 Axioms.
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The first type of expressions admitted in OWL 2 is the property expression.

Property expressions can be either object property expressions, which represent

binary relationships between individuals, or data type property expressions, rep-

resenting binary relationships between individuals and data type values. OWL 2

provides two types of object property expression, ObjectProperty, indicating the

simplest form of object property, and InverseObjectProperty, the latter allowing

one to define the inverse of a given object property.

OWL 2 Axiom Description
Class Axiom
SubClassOf Axiom of subclass
EquivalentClasses Axiom of equiv. classes
DisjointClasses Axiom of disj. classes
DisjointUnion Axiom of disj. union of classes
Assertions
Samelndividual Same individual axiom
DifferentIndividuals Different individual axiom
ClassAssertion Class instance axiom
ObjectPropertyAssertion Object property axiom
NegativeObjectProperty Assertion | Negative object property axiom
DataPropertyAssertion data type property axiom
NegativeDataProperty Assertion Negative data type property

Key Axiom

HasKey

Key axiom

Table 4: OWL 2 Axioms.

ObjectProperty Assertion

ObjectProperty Assertion
(:isDirectlyIncludedIn

:Novice_Fountain :Novi-

The novice fountain is
directly included in to

the novitiate.

a:AbbotSittingRoom)

tiate)

ClassAssertion ClassAssertion The novice fountain is a
(:Novice_Fountain fountain.
:Fountain)

SubClassOf SubClassOf (:Chamber | The abbot sitting room

is subclass of chamber.
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DisjointClasses DisjointClasses (:Abbot- | Nothing can be both
House :BakeHouseBrew- | an abbot house and a
House) bake/brew house.

Table 5: OWL 2 Axioms examples.

The second type of OWL 2 expression is the class expression. It represents
sets of individuals sharing common characteristics. Such individuals are said to
be instances of the respective class expression. Class expressions are constructed
recursively by using classes, properties and class expressions.

The class expression ObjectIntersectionOf collects all the individuals that
are instances of all the class expressions involved in the intersection. ObjectU-
nionOf allows one to aggregate all the individuals that are instances of at least
one of the class expressions involved in the union. ObjectComplementOf allows
one to aggregate all the individuals that are not instances of the class expres-
sion involved in the complement. Finally, ObjectOneOf permits to construct
enumerations of individuals.

Class expressions can also be defined by applying restrictions on object prop-
erty expressions. OWL 2 admits four types of class expressions defined by re-
strictions. The first one is ObjectSome ValuesFrom, formalizing the existential
quantification and collecting those individuals that are connected by an ob-
ject property expression to at least one instance of a given class expression.
The second one, called ObjectAllValuesFrom, formalizes the universal quantifi-
cation over an object property expression. It collects those individuals that are
connected by an object property expression only to instances of a given class
expression. The class expression ObjectHasValue consists of those individuals
that are connected by an object property expression to a specific individual. Fi-
nally, ObjectHasSelf collects those individuals that are connected by an object
property expression to themselves.

Another type of restriction admitted by OWL 2 concerns the cardinality of
object property expressions. Such restrictions are called “cardinality restric-
tions”. They can be either “qualified”, when the individuals that are connected
by the object property expression are also instances of a qualifying class expres-
sion, or “unqualified”. Class expressions ObjectMinCardinality, ObjectMazCar-
dinality, and ObjectExactCardinality collect those individuals that are connected
by an object property expression at least, at most, and exactly to a given number
of instances of a specified class expression, respectively.

All of the restrictions described above can also involve data type values
instead of individuals in an analogous way. They are represented in OWL 2

by the class expressions DataSome ValuesFrom, DataAllValuesFrom, DataHas-
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Value, DataHasSelf, DataMinCardinality, DataMaxCardinality, and DataFzact-
Cardinality, respectively.

Statements asserting what is true in a domain are called axioms and they
are the main components of OWL 2 ontologies. OWL 2 admits several types
of axiom such as axioms about class expressions, about object or data property
expressions, assertions, keys, data type definitions, and annotations. We focus
on the first four types of axioms and refer the reader to the W3C documents
for the latter two.

The first type of OWL 2 axiom concerns relationships between class ex-
pressions. SubClassOf allows one to state that, given two class expressions,
each instance of the first class expression is also an instance of the second class
expression, and thus to construct a hierarchy of classes.

EquivalentClasses allows one to state that some class expressions are equiva-
lent to each other. DisjointClasses permits to state that some class expressions
are pairwise disjoint, that is, they do not share any instance. Finally, Disjoin-
tUnion allows one to define a class expression as a disjoint union of several class
expressions and thus to express covering constraints.

The second type of axioms admitted by OWL 2 can be used to character-
ize and establish relationships between object property expressions. The axiom
SubObjectPropertyOf allows one to state that a object property expression is
included in another object property expression. FquivalentObjectProperties per-
mits to establish that several object property expressions are the same. Disjoin-
tObjectProperties allows one to state that several object property expressions
are pairwise disjoint, that is, they do not share pairs of connected individuals.
InverseObjectProperties is used to state that two object property expressions
are the inverse of each other.

The property axiom FunctionalObjectProperty allows one to state that an
object property expression is functional, namely that each individual can have
at most one outgoing connection of the specified object property expression.
InverseFunctionalObjectProperty states that an object property expression is
inverse-functional, that is, each individual can have at most one incoming con-
nection of the specified object property expression. ReflexiveObjectProperty
allows one to state that an object property expression is reflexive, i.e., each
individual is connected by the object property expression to itself, whereas Ir-
reflexive ObjectProperty states that an object property expression is irreflexive,
and hence no individual is connected to itself. SymmetricObjectProperty al-
lows one to state that an object property expression is symmetric, that is, if
an individual z is connected by a given object property expression OPE to an
individual y, then y is also connected to x by the same property expression OPE.

Conversely, AsymmetricObjectProperty states that the object property expres-
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sion is asymmetric. TransitiveObjectProperty states that an object property
expression is transitive, that is, if an individual z is connected by a given object
property expression OPE to an individual y, and y is connected to an individual
z by OPE, then x is also connected to z by OPE. Finally, ObjectPropertyDomain
and ObjectPropertyRange are used, respectively, to restrict the first and the sec-
ond individual related by an object property expression to be instances of the
specified class expression.

Concerning data type properties axioms, OWL 2 provides analogous con-
structs, namely SubDataPropertyOf, EquivalentDataProperties, DisjointDat-
aProperties, DataPropertyDomain, DataPropertyRange, and FunctionalDat-
aProperty.

The last type of axiom, also called assertion or fact, concerns individuals.
Samelndividual allows one to state that two individuals are the same entity,
while DifferentIndividuals that they are distinct. The axiom ClassAssertion al-
lows one to state that an individual is instance of a class. ObjectPropertyAsser-
tion states that two individuals are connected by an object property expression,
while NegativeObjectPropertyAssertion that they are not. Analogous axioms
are introduced to connect individuals with data type values, namely DataProp-
ertyAssertion and NegativeDataPropertyAssertion.

A key axiom HasKey states that each instance of a given class expression is
uniquely identified by given object property expressions and/or by given data
property expressions.

The mapping from OWL 2 constructs to DL [68] is illustrated in Table 6.
OWL 2 constructs are described via the OWL 2 Abstract Syntaz [134].

oneOf(dy ... dyn) {di}U...U{dn}
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owl:Thing T
owl:Nothing 1
intersectionOf(C1 ... Cy) Cin...NCy
unionOf(C1 ... Cp) Ciu...ucCn,
complementOf(C) -Ch
oneOf(01 ... 0n) {o1}U...U{on}
restriction(R someValuesFrom(C')) IrR.C
restriction(R allValuesFrom(C')) VR.C
restriction(R hasValue(o)) R:o
restriction(R minCardinality(n)) >n R
restriction(R maxCardinality(n)) <n» R
restriction(P someValuesFrom(D)) 3P.D
restriction(P allValuesFrom(D)) VP.D
restriction(P hasValue(d)) P:d
restriction(P minCardinality(n)) >n P
restriction(P maxCardinality(n)) <, P
SubClassOf(C1 ... CL) cCiC...CCy

EquivalentClasses(C, ... C,,)

Cl ECn

DisjointClasses(C ... Chp)

CinC; CLli+#j

Class(C partial Cy ...Cy)

ACCin...Nnc,

Class(C complete Cy ...Cr )

A=Cin...NncCy

EnumeratedClass(C o1 ...0p)

A={o}uU...U{on}

SubPropertyOf(R R1) RC Ry
EquivalentProperties(R ... R,,) R=...=R,
ObjectPropety(R Transitive) Tran(R)
ObjectPropety(R Functional) TC<1 R
ObjectPropety(R InverseFunctional) TC<1 R
ObjectPropety(R Symmetric) R=R"
ObjectProperty(R InverseOf(R1)) R=R7
ObjectProperty(R domain(C)) > RCC
ObjectProperty(R range(C)) TLCVR.C
SubPropertyOf(P Py) Pnp
EquivalentProperties(P; ... P,) P=...=P,
Functional(P) TLCL; P
ObjectProperty (P domain(C)) > PCC
ObjectProperty (P range(C)) TLCVPC
Individual(o type(C)) oeC

Individual(o value(R type(o1))
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Individual(o value(P type(d)) (0,d) € P
Samelndividual(o; . .. on) {o1}=...=o0n
DifferentIndividuals(o; . .. on) {0:} C —0j,i#j

Table 6: Mapping from OWL constructs to DL.

2.2.1 OWL 2 Profiles

As stated above, an OWL 2 profile is a trimmed-down version of OWL 2 DL
that trades some expressive power for the efficiency of reasoning. The standard
OWL 2 profiles currently identified are OWL 2 QL, OWL 2 RL, and OWL 2
EL.

The OWL 2 QL profile is designed for efficient query answering, which can
be performed in LOGSPACE with respect to the size of the ABox by using a
suitable reasoning technique. Such an efficiency therefore requires a limitation
of the profile expressive power.

Basically, OWL 2 QL admits pure existential quantification but it is very
limited for what concerns the number of supported constructs. In fact, OWL 2

QL does not support

- existential quantification to a class expression or a data range (Object-

SomeValuesFrom and DataSome ValuesFrom) in the subclass position;
- self-restriction (ObjectHasSelf);
- valued existential quantification (ObjectHasValue, DataHasValue);
- enumeration of individuals and literals (ObjectOneOf, DataOneOf);

- universal quantification to a class expression or a data range (ObjectAll-
ValuesFrom, DataAllValuesFrom);

- cardinality restrictions ( ObjectMaxzCardinality, ObjectMinCardinality, Ob-
jectExactCardinality, DataMaxCardinality, DataMinCardinality, DataFx-
actCardinality);

- disjunction (ObjectUnionOf, DisjointUnion, and DataUnionOf);
- property inclusions (SubObjectPropertyOf) involving property chains;

- functional and inverse-functional properties (FunctionalObjectProperty, In-

verseFunctionalObject Property, and FunctionalDataProperty);
- transitive properties ( Transitive Object Property);

- keys (HasKey), and
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- individual equality assertions and negative property assertions.

The OWL 2 RL profile is designed for scalable reasoning without sacrificing
too much the expressive power by defining a syntactic subset of OWL 2 which
is compliant to be implemented with rule-based framework. OWL 2 RL sup-
ports all axioms of OWL 2 apart from disjoint unions of classes (Disjoint Union)
and reflexive object property axioms (ReflexiveObjectProperty). It admits the

following constructs in subclass expressions:
- enumeration of individuals (ObjectOneOf);
- intersection of class expressions ( ObjectIntersectionOf);
- union of class expressions (ObjectUnionOf), and

- existential quantification (ObjectSome ValuesFrom, DataSome ValuesFrom,
ObjectHas Value, DataHasValue).

It also admits the following constructs in superclass expressions:

- intersection of classes (ObjectIntersectionOf);

- negation (ObjectComplementOf );

- universal quantification to a class expression (ObjectAllValuesFrom);
- existential quantification to an individual (ObjectHas Value);

- at-most 0/1 cardinality restriction to a class expression ( ObjectMazCardi-
nality 0/1);

- universal quantification to a data range (DataAllValuesFrom);
- existential quantification to a literal (DataHasValue), and

- at-most 0/1 cardinality restriction to a data range (DataMazCardinality

0/1).

OWL EL is suitable for applications employing ontologies containing a very

large number of classes and/or properties. Such profile does not admit:

- universal quantification to a class expression (ObjectAllValuesFrom) or a
data range (DataAllValuesFrom);

- cardinality restrictions (ObjectMaxzCardinality, ObjectMinCardinality, Ob-
jectExactCardinality, DataMaxCardinality, DataMinCardinality, and DataEx-
actCardinality);
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- disjunction (ObjectUnionOf, DisjointUnion, and DataUnionOf );
- class negation (ObjectComplementOf);

- enumerations involving more than one individual ( ObjectOneOf and DataO-

neOf);
- disjoint properties ( DisjointObjectProperties and DisjointDataProperties);
- irreflexive object properties (Irreflexive ObjectProperty);
- inverse object properties (InverseObjectProperties);

- functional and inverse-functional object properties ( FunctionalObject Prop-
erty and InverseFunctionalObjectProperty);

- symmetric object properties (SymmetricObjectProperty), and
- asymmetric object properties (AsymmetricObjectProperty).

OWL EL also restricts the set of supported class expressions ( ObjectIntersec-
tionOf, ObjectSomeValuesFrom, ObjectHasSelf, ObjectHasValue, DataSomeVal-
uesFrom, DataHasValue, and ObjectOneOf) to contain a single individual.

To sum up, OWL EL admits a very limited form of pure existential quan-

tification at the price of excluding numerous OWL 2 constructs.

2.2.2 The Semantic Web Rule Language

The extension of ontologies with rules has become a fundamental requirement in
order to increase the expressiveness and the reasoning power of OWL knowledge
bases. In the last decade scholars had interest in studying how rules can be
translated in DL axioms by extending OWL syntax and semantics in a coherent
manner [95, 77].

Many of the limitations of OWL derive from the fact that, even if it provides
several class expressions, it comes with few property constructors. Moreover,
although OWL is provided with several sorts of conditionals, these are, however,
very constrained. In fact, it is not possible to mix directly classes (concepts)
and properties (roles) since OWL disallows for arbitrary patterns of variables
and for fairly free mixing of expressions (e.g., property and class expressions).
For instance, one can express in OWL the following axiom:

SubClassOf(:Person ObjectUnionOf(:Human :IntelligentComputer)),
but cannot mix classes and properties as in the following case:
SubClassOf(:parentOf ObjectUnionOf(:Human :IntelligentComputer)),
where parentOf is an object property [56].



2 PRELIMINARIES 30

Furthermore, OWL does not include non-monotonic reasoning such as nega-
tion as failure? and disallows to express directly the composition constructor,
8o it is impossible to capture relationships between a composite property and
another (possibly composite) property. The standard example is the obvious
relationship between the composition of the “parent” and “brother” properties
and the “uncle” property. These restrictions can be onerous in some application
domains, for example in describing web services, where it may be necessary to
relate inputs and outputs of composite processes to the inputs and outputs of
their component processes [34].

A way to overcome some of these restrictions is to extend the language with
some form of rules.

Recently, a simple form of Horn-style rules has been added to OWL as a
new set of axioms [70, 70]. Such extension has finally led to the definition of the
Semantic Web Rule Language (SWRL) [129], the standard rule language exten-
sion of OWL which combines OWL with the Unary/Binary Datalog fragment
of the Rule Markup Language (RML) [124]. SWRL allows users to write rules
containing OWL constructs so as to provide more reasoning capabilities than
OWL alone.

The basic idea behind SWRL is to extend OWL DL with a form of rules,
while maintaining the maximum compatibility with OWL existing syntax and
semantics. In order to provide a formal syntax and semantics for OWL ontolo-
gies including such rules, a new type of axioms has been added to OWL DL
extending the OWL abstract syntax and the direct model-theoretic semantics
for OWL DL.

The proposed form of SWRL goes beyond basic Horn clauses in allowing
conjunctive consequents, class atoms admitting as predicate both simple and
complex class, equalities and inequalities. Most of these features are simply
“syntactic sugar”, and basically do not increase the power of the language.
The consistency problem for SWRL ontologies is undecidable [71]. In order to
provide support to SWRL reasoning many solutions have been investigated [123,
79, 63, 137, 10] which apply restrictions in the shape of the rules. For example,
DL Safe SWRL [10] rule variables bind only to explicitly named individuals
in the ontology. Another basic approach is to identify the Horn-logic rules
directly expressible in OWL DL (this fragment has been called Description
Logic Program (DLP) [63]). In Description Logic Rules [79], rule atoms admit
only OWL 2 class and property names and the normalised rule’s dependency
graph (undirected graph whose nodes are variables and edges are property atoms

of a rule) has no cycles. It turns out that rules of the form ordered(z,y) A

2We recall that a logic is non-monotonic if some conclusions can be invalidated when more
knowledge is added.
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dislikes(z,y) — Unhappy(x) cannot be expressed.
Datalog, instead, applies the following safety conditions:

e complex terms as arguments of predicates are disallowed,

e certain stratification restrictions on the use of negation and recursion are

applied,

e every variable that appears in the head of a rule also appears in a nonar-

ithmetic positive (i.e., not negated) literal in the body of the rule, and

e every variable appearing in a negative literal in the body of a rule also
appears in some positive literal in the body of that rule.

As highlighted in [95], traditional approaches suffer from many drawbacks.
The addition of rules to DL usually affects the semantics of DL. In the integra-
tion, DL and rule components should be able to contribute to the consequences
of the other component. The hybrid formalism should be flexible and allow one
to view the same predicate under both open- and closed-world interpretations.
The formalism should be decidable, and preferably of low worst-case complexity.
Even the solution proposed in [95] needs DL Safe rules.

Rule axioms have an antecedent component and a consequent component.
The antecedent and consequent of a rule are both lists of atoms and are read
as the conjunction of the component atoms. Atoms can be formed from unary
predicates (classes), binary predicates (properties), equalities or inequalities. In
a general sense, a rule is any sentence stating that if a set of premises is satisfied
in a given model, then a certain conclusion must be satisfied in the same model.

An SWRL-rule r has the form (Vxi,...,2,)(B = H), where:

- B (the body of r) and H (the head of r) are conjunctions of atoms of the
following types: C(z), d(y), R(z,y), P(z,y), =z =y, x #y, with
C a concept name, d a data type, R an abstract role name, P a concrete
role name, and z, y ecither individuals or variables (in the specific case of
atoms of the forms d(y) and P(z,y), y can be either a data type constant
or a variable), and

- Var(H) C Var(B) = {x1,...,2n}, where Var(H) and Var(B) are the sets of

variables occurring in H and in B, respectively.

SWRL syntax and semantics can be found in [129].

2.3 The set-theoretic fragment 4LQSR

In this section we summarize the set-theoretic notions underpinning the DL

D[%X and its reasoning tasks. In order to define the fragment 4LQSR, it is
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convenient to first introduce the syntax and semantics of a more general four-
level quantified language, denoted by 4LQS. Then we provide some restrictions
on quantified formulae of 4LQS that characterize 4LQSR. We recall that the
satisfiability problem for 4LQSR has been proved decidable in [26].

41 QS involves the four collections of variables Vg, Vi, Vo, V3, where:

-V contains variables of sort 0, denoted by z, v, z, ...;

- V1 contains variables of sort 1, denoted by X', Y!, Z!, ...
-V, contains variables of sort 2, denoted by X?2,Y?2, Z2, ...
- V5 contains variables of sort 3, denoted by X3,Y3, 73, ... .

In addition to variables, 4LQS involves also pair terms of the form (z,y), for

x,y € Vy. 4LQS-atomic formulae are classified as:

-level 0: z =y, v € X1, (z,y) = X2, (x,9) € X3, where z,y €V, {z,y) is
a pair term, X' € Vi, X2 € Vo, X3 in Vs;

- level 1: X! =Y X' e X2 with X', Y €V, X?in Vs,
- level 2: X2 =Y?2 X2 ¢ X3, with X2, Y2 €V, X?in V5.
4LQS purely universal formulae are classified as:

- level 1: (Vz1)...(Vz,)p0, where 21, ..,2, € Vo and ¢q is any propositional

combination of atomic formulae of level 0;

- level 2: (VZ7)...(VZ}

L Yp1, where Z1, .., Z1 € V1 and ¢ is any propositional
combination of atomic formulae of levels 0 and 1 and of purely universal

formulae of level 1;

- level 3: (VZ7)...(VZ2)p2, where Z7, .., Z7 € V5 and s is any propositional
combination of atomic formulae and of purely universal formulae of levels
1 and 2.

4L QS-formulae are all the propositional combinations of atomic formulae of
levels 0, 1, 2 and of purely universal formulae of levels 1, 2, 3.

Let ¢ be a 4LQS-formula. Without loss of generality, we can assume that
¢ contains only -, A, V as propositional connectives. Further, let S, be the
syntax tree for a 4LQS-formula ¢,®> and let v be a node of S,. We say that a
4LQS-formula 1 occurs within ¢ at position v if the subtree of S, rooted at v
is identical to Sy. In this case we refer to v as an occurrence of v in ¢ and to
the path from the root of S, to v as its occurrence path. An occurrence of

within ¢ is positive if its occurrence path deprived by its last node contains an

3The notion of syntax tree for 4LQS-formulae is similar to the notion of syntax tree for
formulae of first-order logic. A precise definition of the latter can be found in [40].
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even number of nodes labelled by a 4LQS-formula of type —y. Otherwise, the
occurrence is negative.

The variables z1,....2,, Z1,... 2}, and Z3,.... Z2 are said to occur quan-
tified in (Vz1) ... (Vzn)po, (VZ1)...(VZ), )1, and (VZ7)...(VZ2)g2, respectively.
A variable occurs free in a 4LQS-formula ¢ if it does not occur quantified in
any subformula of . For i = 0,1, 2,3, we denote with Var;(y) the collection of
variables of sort ¢ occurring free in .

Given sequences of distinct variables Z (in Varg), X' (in Var;), X2 (in Vary),
and X3 (in Vars), of length n, m, p, and ¢, respectively, and sequences of (not
necessarily distinct) variables 7 (in Varg), Y (in Vary), Y2 (in Vary), and Y3
(in Vars), also of length n, m, p, and ¢, respectively, the 4LQS-substitution
o = {&/§,X'/Y1, X2/V2, X3/Y3} is the mapping ¢ — o such that, for
any given universal quantified 4LQS-formula ¢, @o is the result of replacing
in ¢ the free occurrences of the variables x; in Z (for 4 = 1,...,n) with the
corresponding y; in ¢, of X} in Xt (for £ =1,...,m) with Y} in Y1 of Xf
in X2 (for j = 1,...,p) with Y7 in Y2, and of X3 in X (for h = 1,...,¢)
with Y;3 in Y3, respectively. A substitution o is free for ¢ if the formulae ¢
and o have exactly the same occurrences of quantified variables. The empty
substitution, denoted e, satisfies we = ¢, for each 4LQS-formula . The support
of a substitution o is the set of variables © € Varg, X! € Var;, X? € Var,,
and X2 € Vars such that zo # 2, X'o # X', X?0 # X2, and X?%0 # X3,
respectively.

A 4LQS-interpretation is a pair M = (D, M) where D is any non-empty
collection of objects (called domain or universe of M) and M is an assignment
over variables in Vg, V1, V2, V3 such that:

- Mx € D, for each = € Vy;
- MX! € P(D), for each X! € Vy;*
- MX? € P(P(D)), for each X? € Vy;
- MX3 € P(P(P(D))), for each X3 € Vs.
We assume that pair terms are interpreted ¢ la Kuratowski, and therefore we
put
M(z,y) =pef {{Maz},{Mxz, My}}.

The presence of a pairing operator in the language is very useful for the set-
theoretic representation of the logics of shdlss and D,C;ljx (see Chapter 3). More-
over, even though several pairing operators are available (see [53]), encoding
ordered pairs a la Kuratowski turns out to be quite straightforward, at least for
these purposes.

Next, let

4We recall that P(s) denotes the powerset of s.
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- M = (D, M) be a 4LQS-interpretation,
-T1,...,%, € Vo,

- X4 X ey,

—X%,...,Xg € Vs,

- ULy, Up €D,

-UL .. UL e P(D),

- U12,...,U§ € P(P(D)).

Mlzy/ur, . wnfun, X1 /UL, XU XU, XU

We denote the interpretation M’ = (D, M’) such that

- Mz, =u;, fori=1,...,n,
- M'Xj = Ujl, for j=1,..,m,

- M'X}=UR fork=1,..,p,

and which otherwise coincides with M on all remaining variables.

Let ¢ be a 4LQS-formula and let M = (D, M) be a 4LQS-interpretation.

The notion of satisfiability of ¢ by M (denoted by M = ¢) is defined induc-

tively over the structure of ¢ as follows:

- MEz=yiff Mz = My;

-MEzeXLiff Mz e MX;

- M E (x,y) = X?iff M(x,y) = MX?;

- M (z,y) € X2 iff M(x,y) € MX3;

S ME X =Yt MXT = MY

S MEX'e X?iff MX! e MXZ

S MEX2= Y2 MX2 = MY?;

- MEX?e X MX? € MX?;

- M= (Vz21)...(Vzn)po ff Mz1/uq, ..y 20 /un] = @0, for all ug, ..., u, € D;

- MENVZYH..(VZE ) e it M[ZL UL, . ZE JUL = g, for all UL, ..., UL €
P(D);

S M (VZ2).. (V22

)2 it M[Z2/UZ, ..., Z,%/U,Z] = o, forall U2, ..., U,zn S
P(P(D)).

v

Propositional connectives are interpreted in the standard way, namely:
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- MEp Aps iff M E @ and M [ g9
- ME@1 Vit M or M g

If M E ¢, then M is said to be a 4LQS-model for ¢. A 4LQS-formula is
said to be satisfiable if it has a 4LQS-model. A 4LQS-formula is valid if it is
satisfied by all 4LQS-interpretations.

Next, we present the fragment 4LQSR of 4LQS of our interest, namely the
collection of the formulae v of 4LQS fulfilling the restrictions:

1. for every purely universal formula (VZ7)...(VZ}, )1 of level 2 occurring in
¢ and every purely universal formula (Vz1)...(Vz, )@ of level 1 occurring

negatively in 1, the condition

n m
~po—= \ N\=i€2]
=17

Jj=1

is a valid 4LQS-formula (in this case we say that (Vz1)...(Vz,)po is linked
to the variables Z1,...,Z});

m

2. for every purely universal formula (VZ3)...(VZ2)p; of level 3 in ¢:

- every purely universal formula of level 1 occurring negatively in o
and not occurring in a purely universal formula of level 2 is only
allowed to be of the form

n n

(V21)(Vzn) = (\ Nz, 25) = Yi)),

i=1 j=1

with Yg eV? fori,j=1,..,n;

- purely universal formulae (VZ7)...(VZ},)¢1 of level 2 may occur only
positively in q.

Restriction 1 has been introduced for technical reasons concerning the de-
cidability of the satisfiability problem for the fragment. In fact it guarantees
that satisfiability is preserved in a suitable finite sub-model of . Restriction
2 allows one to express binary relations and several operations on them while
keeping simple, at the same time, the decision procedure (see [26]).

The reader can observe that the semantics of 4LQSR plainly coincides with
that of 4LQS.
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2.3.1 Expressiveness of 4LQSR

The fragment 4LQSR allows one to express several set-theoretic constructs,
among which we mention the restricted variants of the set former over vari-
ables of sort 0 and 1, since they in turn allow one to express other significant
set operators such as binary union, intersection, set difference, the singleton
operator, the powerset operator, etc. More specifically, atomic formulae of type
Xt ={X=1: o(X71)}, for i = 1,2, 3 can be expressed by the formulae

VXTHEXT e X o (X)),

respectively, provided that the syntactic constraints of 4LQSR are satisfied.
Among the other constructs of set theory which are expressible in the fragment
4LQSR, we recall:

e literals of the form X2 = pow;(X?'), where pow.,(X*) denotes the col-

lection of subsets of X' with less than h elements;

e the unordered Cartesian product X? = X{ ®...® X}, where X{®...®@ X}
denotes the collection {{z1,...,z,} 71 € X{,...,2, € X}

e literals of the form A = pow*(X{,...,X}), where pow*(X{,...,X}) is

the variant of the powerset introduced in [16] which denotes the collection

{Z:ZC UXilandZﬂXll;é(Z), forall 1 <i<n}.

i=1

For instance, a literal of the form X? = pow;(X1!), with h > 2, can be
expressed by the 4LQSR-formula

(VY (vle X? « <(VZ)(Z Yl —»ze XHA

h h
(Vzl)...(Vzh)< /\zz cy! — \/ 21=z7>>> ,

ij=1
1<
as can be easily verified.
Within the fragment 4LQSR, it is also possible to define binary relations
over elements of a domain together with conditions on them (i.g., reflexivity,
transitivity, weak connectedness, irreflexivity, intransitivity) which characterize

accessibility relations of well-known modal logics as illustrated in Table 7.
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Binary relation

(VZ2)(Z% € X}« ~(V21, 22) ({21, 22) = Z?))

Reflexive (V21)({z1,21) € X3)
Irreflexive (Vz1)=((z1,21) € X3)
Symmetric (Vz1,22) ({21, 22) € X} — (22, 21) € X})
Asymmetric (Vz1, 22) ({21, 22) € X3 — —((22,21) € X3))
. . (Vz1,22)(((21, 22) € X3 A (20, 21) € XB) —
Antisymmetric
(21 = 22))
) (Vz1, 22, 23) ({21, 22) € X3 A (21,23) € X3) —
Euclidean 3
<ZQ, 23> S XR)
.. (Vz1, 22, 23) ({21, 22) € X3, A (22, 23) € X3) —
Transitive 3
(21,23) € X3)
. (v21,22,23)((<21,2‘2> GX%/\<Z2,Z3> EX??) —
Intransitive

—(z1,23) € X%)

Weakly-connected

(VZl,ZQ,Z3)((<Zl,ZQ> S X% AN <2’1, Z3> S X%) —

((22,23) € X3V 20 = 23V (23,22) € X3))

Table 7: 4LQSR formalization of Boolean operations over relations
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Then, usual Boolean operations over relations can be defined as shown in

Table 8.

Intersection
X3 —xi, nxy, | (PP E X (22 Xi 022 X))
1 2
Union ) ‘ ‘
X8 = X3 U X3 (VZ?)(2? € X}, < (22 e X}, V2% € X3))
1 2
Complement
X4 = X5, (v2%)(2% € X}, & ~(2* € X3,)))
1 P

Set difference
X} = X3 \ X3,

(VZ2)(2% € X}, & (2% € X}, N—(Z% € X})))

Set inclusion
3 3
XR1 g XR2

(VZ%)(2* € X} — 2% € X},)

Table 8: 4LQSR formalization of Boolean operations over relations

In addition, since the fragment 4LQSR generalizes the fragment 3LQSR [25],



2 PRELIMINARIES 38

it can express the two-level syllogistic 2LS [53] and, hence, the sub-fragment
3LSSP of 3LSSPU not involving the set-theoretic construct of general union
[17]. We recall that 3LSSPU admits variables of three sorts and, besides the
usual set-theoretical constructs, it involves the singleton set operator {-}, the
powerset operator pow, and the general union operator Un.

Finally, 4LQSR allows one to express several modal logics, such as the normal
modal logic K45 and the modal logic S5. Details can be found in [26] and [25],

respectively.

2.3.2 The class of 4LQSR-formulae 4LQS§E:D,X

In this section we restrict our attention to the class of 4LQSR-formulae actually
involved in the set-theoretic representation of the DLs DL;‘D and DL‘%X, namely
propositional combination of 4LQSR-literals (4LQSR-atoms or their negations)
and 4LQSR-purely universal formulae of the types displayed in Table 9. We refer
to such class of 4LQSR-formulae as 4LQS§‘ pax The introduction of 4LQS§ e is
motivated by the fact that (1) other multi-sorted fragments such as 3LQSR [25]
or 3LSSP [17] do no allow one to represent DL roles and their relationships, and
(2) 4LQSR variables of sorts 2 are not required for the representation of the DLs
DL and D[f]l)’x (see Chapter 3).

Since the types of formulae illustrated in Table 9 do not involve variables
of sort 2, notions and definitions concerning 4LQS§' i -formulae only regard

variables of sorts 0, 1, 3.

4L QSR-literals of level 0

r=y, v X (x,y) e X3

—\($ = y)a —\(l‘ € Xl)? —\(<$,y> € X3)

4L.QSR-purely universal quantified formulae of level 1

(Vz1) ... (Vzn)po, where z1,..., 2z, € Varg and ¢y is
any propositional combination of literals of level 0.

Table 9: Types of formulae admitted in 4LQS§ e

Specifically, the variables zp,...,z, are said to occur quantified in
(Vz1) ... (Vzn)po. A variable occurs free in a 4LQS§£EX—f0rmula o if it does
not occur quantified in any subformula of . For i = 0,1,3, we denote with

Var;(¢) the collections of variables of sort ¢ occurring free in ¢.



2 PRELIMINARIES 39

Given sequences of distinct variables # (in Var), X* (in Var;), and X3 (in
Vars), of length n, m, and ¢, respectively, and sequences of (not necessarily
distinct) variables 77 (in Varg), Y (in Var;), and Y3 (in Vars), also of length n,
R

m, and g, respectively, the (level 0) 4LQS...-substitution

o= {7, X')Y X3 )Y3

is the mapping ¢ — o such that, for any given universal quantified 4LQS§ i
formula ¢, @o is the 4LQS§' i -formula obtained from ¢ by replacing the free

occurrences
- of the variables z; in & (for i = 1,...,n) with the corresponding y; in ¥,
- of Xj in X! (for j =1....,m) with le in Y1, and
- of X3 in X3 (for h=1,...,q) with ;3 in Y3, respectively.

A substitution o is free for ¢ if the formulae ¢ and o have exactly the same
occurrences of quantified variables. The empty substitution, denoted by e, sat-
isfies e = ¢, for each 4LQS§£;x—f0rmula . The support of a substitution o is
the set of variables x € Vary, X' € Var;, and X3 € Varsz such that zo # =,
Xlo # X1 and X30 # X3, respectively.

A 4LQS§£4Dx—z‘nterpretatz‘on is a pair M = (D, M), where D is a nonempty
collection of objects (called domain or universe of M) and M is an assignment

over the variables in Var;, for i = 0, 1, 3, such that:
- MXY e D,
- MX!'eP(D),
- MX3 e P(P(P(D))),

where X € Var;, for i = 0, 1,3, and P(s) denotes the powerset of s.
Pair terms are interpreted a la Kuratowski, and therefore we put

M(z,y) = {{Mz},{Mx, My}}.

Next, let
- M=(D,M)bea 4LQS§C$X -interpretation,
- X1,...,T, € Varg, and

- UL, ..., Uy € D,

By M|[Z/d], we denote the interpretation M’ = (D, M’) such that M'x; =
u; (for ¢ = 1,...,n), and which otherwise coincides with M on all remaining
variables. For a 4LQS§LBX -interpretation M = (D, M) and a 4LQSZE,.. -formula

4,X
DLy
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©, the satisfiability relationship M = ¢ is recursively defined over the structure
of ¢ as follows. Literals are evaluated in a standard way according to the
usual meaning of the predicates ‘€’ and ‘=", and of the propositional negation
‘=", Compound formulae are interpreted according to the standard rules of

propositional logic. Finally, purely universal formulae are evaluated as follows:
- M= (Vz21) ... (Van)po T M[Z/1] = po, for all @ € D™,

If M = ¢, then M is said to be a 4LQS§LBX—m0de1 for . A 4LQS§CBX—
formula is said to be satisfiable if it has a 4LQS§ LBX—Inodel. A 4LQS§' i -formula

is valid if it is satisfied by all 4LQSE 5 -interpretations.

D
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3 Description Logics via 4LQSR

In this chapter, we will introduce the DLs DE% and D£4]jx, and we will
prove the decidability of the consistency problem for DLg- and DE%X -KBs by
reducing them to the satisfiability problem for 4LQSR-formulae.

In particular in Section 3.1, we will introduce the DL D£4D and we will prove
that the consistency problem for D£4D is decidable by showing that by means
of a suitable mapping one can construct a 4LQSR formula, ¢y from a DL4D-KB
KB such that ¢xp is satisfiable if and only KB is satisfiable. In other words, we
will prove that a knowledge base of DLy and its 4LQSR representation are eq-
uisatisfiable. Then, we will show that under certain restrictions the consistency
problem for DE4D—KBS is NP-complete. Finally, we will briefly illustrate how
SWRL rules can also be mapped in 4LQSR-formulae.

In Section 3.2 we will introduce the DL DE%X which extends DLy, and we
will prove that the consistency problem for D[fBX is decidable in a way analogous
to the proof for DLY,.

3.1 The description logic DL}

In this section, we will present the description logic DL(D){4LQSR) (shortly
referred to as DLY). we will first introduce the syntax and the semantics of the
DL D,C4D and then we will prove that the consistency problem for D£4D-KBS is
decidable by reducing it to the satisfiability problem for 4LQSR-formulae, which
has been proved to be decidable in [26].

Let D = (Np, No, N, -P) be a data type map as defined in Section 2.1, and
let Ra, Rp, C, Ind be the denumerable pairwise disjoint sets of abstract role
names, concrete role names, concept names, and individual names, respectively,
and D be a data type map.

(a) DLH-data type, (b) DLY-concept, (¢) DLp-abstract role, and (d) DLEY-
concrete role terms are constructed according to the following syntax rules:

(a) t —sdr | =ty |t Mty | t1 Uty | {eq},

(b) C—s A|T|L|~Ci|CiUCs | CiNCs | {a} | IR.Self|AR{a}3Pfea} .
(c) R— S|U|Ry | -Ry | RiURy | RiM Ry | Ry | | Rie, | Rey | ¢, |1d(C),
(d) P—T | =P | FPe, | Py, | Poyjey s

where dr is a data range for D, ¢, t1,ts are data type terms, eq is a constant in
N¢(d), ais an individual name, A is a concept name, C, C, Cy are Dﬁé—concept
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terms, S is an abstract role name, R, R1, Ry are Dﬁé—abstract role terms, T a
concrete role name, and P a DL -concrete role term.

A DLY-knowledge base is a triple KB = (R, T,.A) such that R is a DLE-
RBozx, T is a DLL-TBox, and A a DL-ABox. A DLL-RBoz is a collection

of statements of the following forms:

Ri=R;, RiCRy, Ri...R,CR,t1, Sym(Ri1), Asym(R:),
Ref(Ry), Irref(Ry), Dis(R1, R2), Tra(R1), Fun(Ry),
P =5, P C P, Fun(Py),

where R, Ry are Dﬁé—abstract role terms and P;, P, are Dﬁé—concrete role

terms. A Dﬁ;l:)—TBOl’ is a set of statements of the types:

-C1=0y, CiCECy,, CiEVR.Cp, dR1.CLEC, 2,R.C1C Oy,
Ol E San-C27

-t =g, t1 E ta, C1 EVP 1y, Pt E Cy, >nPrt ECy,
C1 C <Py,

where C1, C5 are Dﬁé—concept terms, t1, to data type terms, Ry a D£4D-abstract
role term, and Py a DLp-concrete role term.

A DLL-ABoz is a set of assertions of the forms:

a:C, (a,b) : R, (a,b) : —R, a=b,
a#b, eq:t, (a,eq) : P, (a,eq) : P,

where C is a D£4D-concept term, d is a data type, t is a data type term, R is
a DLy -abstract role term, P is a DL -concrete role term, a,b are individual
names, and ey is a constant in Ne(d).

Any expression of the type w C R, where w is a finite string of DL -abstract
role terms and R is an DLf-abstract role term is called role inclusion aziom
(RIA).

The semantics of DLy, is analogous to that of SROTZQ(D) (see Table 1 of
Section 2.1.1) and is reported in Table 10.

The semantics of DLY, is based on interpretations T = (Al, Ap, 1), where AT
and Ap are non-empty disjoint domains such that d° C Ap, for every d € Np,
and ‘T is an interpretation function. Let KB = (R, T, A) be a DLE-KB. An
interpretation I = (A, Ap,-!) is a D-model of R (and we write I Fp R) if I
satisfies each axiom in R according to the semantic rules in Table 10. Similar
definitions hold for 7 and A too. Then I satisfies B (and we write I Fp KB)
if it is a D-model of R, 7, and A. A D£4D-KB KB is consistent if KB is satisfied

by some interpretation.
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Name Syntax Semantics
concept A Al C Al
abstract role R R'C Al x Al
concrete role T Tt C Al x Ap

individual a al € Al
nominal {a} {a}' = {a"}
data type d d° C Ap
ted dat
negated data d Ap \ dP
type
data type term t1 tP C Ap
egated data
neg —t (=t1)P = Ap \ tP
type term
data type terms
v ype b t1 s (ti M t2)P = P NP
intersection
data type terms
P t1 Ut (i Ut2)P =P UP
union
constant in
D D
ed eqg €d
Ne(d) ¢
data range dr dr dr® C Ap
ted dat
negated data —dr Ap \ drP
range
D
€dy,---,€ =
data range {€dys--,€a,} {{egl}i U ’ T;‘LD )
dl ... d’n’
data range ba vy
nominals {a1,...,an} {a1,...,ax}' ={al}U...U{al}
top T Al
bottom 1 0
negation -C (~C)Y' =AM\ C
juncti f
conjunction o cnD (CAD) =Dt
concepts
disjuncti f
isjunction o cuD (CUD) =1y D!
concepts
concept
p. C1 ECy IEp C1CCo < C1CCj
subsumption
concept equality Cr=Cy ct=ct
universal role U (U)' = AT x AT
valued existential
o JR.a (3R.a)' = {z € A": (z,a") € R"}
quantification
data typed
existential AP.cq (3P.eq)t = {z € A : (2,eD) € P'}

quantification

43
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(3R.Self)! = {x € AT:

intersection

self concept dR.Se,
i P f (x,z) € R}
inverse role R~ (RO ={{y,z) | (z,y) € R'}
abstract role
rack -R (-R)! = (AT x A1)\ R
complement
abstract role
) RiURy (Ry U R>)' = RIUR}
union
abstract role
i ] RiM Ry (R MRy)' = RINR}
intersection
abstract role
domain Re (Re)'={(z,y) e R :2 € C"}
restriction.
abstract role
. Ri1 C Rs IIZDngR2<:>R{gR£
subsumption
role inclusion Ri...R.CR I |:DIR1 .. RnIE R ::>
axiom Rio...oR, CR
abstract role
. Ri =Ry R} =R}
equality
abstract role
- RioRs {(a,¢) | 3b.(a,b) € REA(b,c) € RE}
composition
symmetric
' Sym(R) I=p Sym(R) < (R)'C R
abstract role
asymmetric
Y Asym(R) I Ep Asym(R) <= R'N(R7)' =0
abstract role
t iti
ransthive Tra(R) Ip Tra(R) <= R'oR'C R
abstract role
disjoint abstract
) 1 Dis(Ri,R:) | I =p Dis(Ri, Ry) <= RN RL =0
role
reflexive abstract Ref(R) I Ep Ref (R)I = 1
role {{z,z) |t€e A"} CR
irreflexive Ireef (R) I I Ep Irref(R) <I:>
abstract role R n{(z,z) |ze A} =0
functional Fun(R) . II ':? Fun(R) <— 1
abstract role (R7) oR C{(z,z) |z e A"}
concrete role _p (—|P)I _ (AI o AD) \ pl
complement
concrete role
) PUuP (PlL’P2)I:P11UP2I
union
concrete role
neree T PP (PN Py)Y = PLn P}

44
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concrete role
domain Pey (Pop)t ={{z,y) e Pl :x e C"}
restriction
concrete role
o By (Po)' = {{z,y) € Py et}
range restriction
concrete role (Peyj)' = {(z,y) € P":
o Poy e 1 D
restriction reCIANyet’}
concrete role
. PCP IEpbPIC P < PICP)
subsumption
disjoint concrete .
) : Dis(P1,P;) | Ip Dis(Pi, Py) <= PInPI=0
role
functional Fun(P) I E=p Fun(p) (=I> (z,y) € P
concrete role and (x,z) € P* imply y = 2
concrete role
-P (AT x APY\ P!
complement
concrete role
. P =P PlI = PQI
equality
data type terms
P t=to IEpt =ty <= tP =P
equivalence
data type terms
. yP t1 £t I|=Dt1$ét2<=>t]1375t]23
disequivalence
data type terms
e t1 Cta IEp (h Ct) <=7 CtD
subsumption
concept assertion a:Ch IEpa:C < (a'€C))
agreement a=1>b IEpa=b al =t
disagreement a#b IEpa#b < —(a'=0"
abstract role
_ (a,b): R IEb (a,b): R < (a',b') € R*
assertion
concrete role
. (a,eq) : P IEp (a,eq) : P < (al,edD> ept
assertion
negated abstract IE=p (a,b) : =R <—
) (a,b) : =R I I
role assertion -((a",b") € R)
negated concrete IEp (a,eq) : 7P <—
) (a,eq) : 2P I b .
role assertion —({a",eg) € P)
negated concrete
& _ ~(a: C1) —~(a: C1)' = ~(at € CY)
assertion

45

Table 10: Semantics of DLE,.

In Theorem 1, we prove the decidability of the consistency problem for DE%—
KBs by reducing it to the satisfiability problem for 4LQSR-formulae, which is

decidable [26]. Before introducing the theorem, it is convenient to define the
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4LQSR-formula i representing the set-theoretical representation of the DLE-
KB KB.
As a preliminary step, observe that the statements of the DLE-KB KB that

have to be considered are those of the following types:

-C1 =T, Cy = —-Cs, Cy=CUCs, Cy = {a}, Cy CVR,.Cy,
dR,.C; C Oy, >p,11.C1 E Oy, Ci C <, R0, Cy E VP 4y,
3P .t; C Cy, >, Pt C Ch, C1 C <Pty

- R =U, R1 = — Ry, Ry = Ry U R3, R, = RZ_’ R, = 7(1(01),
R]_ = R2Cl‘, R] ce Rn C Rn+1, Ref(Rl), |I’I’€F(R1), Fun(Rl),

- PlEPQ, PlE_\PQ, Pl EPQ, Fun(Pl), P1 EP201\7 PlEP201|t17

-t = tz, t1 = —|t2, t1 =ty U t3, t1 = {Bd},

-a:(Ch, (a,b): Ry, (a,b) : =Ry, a="b, a#b, eq:ty,
(a,eq) : Py, (a,eq) : 2 Py.

In order to define the 4LQSR-formula (x5, we shall make use of a mapping
7 from the DL} -statements (and their conjunctions) listed above into 4LQSR-

formulae. To prepare for the definition of 7, we map injectively

- individuals a and constants e; € Ne(d) into the sort 0 variables z, and

l‘ed,

- the constant concepts T and L, data type term ¢, and concept term C'
into the sort 1 variables X+, X1, X} XL, respectively, and

- the universal relation on individuals U, abstract role term R, and concrete

role term P into the sort 3 variables Xg, X }3%, and X;Q;, respectively. °

Then the mapping 7 is defined as follows:

T(C1 =T) = (V2)(z € X}, ¢ z € X}),

7(Ch = =Cy) = (V2)(2 € X¢, (2 € XL,)),
T(C1=CoUCy) = (V2)(z € X}, & (2 € XL Vz e XL)),
7(C1 = {a}) = (V2)(z € X}, > 2 = x4),

7'(01 C VRlcg) = (Vzl)(VZQ)(Zl c Xél — (<21,2’2> S X1331 —
22 e Xég))?

5The use of sort 3 variables to model abstract and concrete role terms is motivated by
the fact that their elements, that is ordered pairs (z,y), are encoded in Kuratowski’s style as
{{z},{z,y}}, namely as collections of sets of objects.
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T(3Ry.Cy T Cy) 1= (Va1)(Va) ({21, 22) € X3, Ao € Xb) = 21 € XL,
(Cy = 3Ry {a}) == (V2)(2 € X > (2,74) € X3),

7(Cy E<aR1.C2) = (V2)(¥21) ..
(T:/j\l(zi € Xoy A (2, 20) € X5) = V 2 = 2,),

1 1<J

- (Vznga)(z € X§, —

T(>pR1.C1 C Co) = (V2)(Vz1) ... (Vzn)(/Z\I((zl € X4 Nz z) € X3 ) —

N zi # zj) —>z€XéQ),

i<j
T(C1 EVPLty) == (Vz1)(Vao) (21 € X, = ((21,22) € X, — 20 € X})),
T(3P1ty E C1) = (Vz1)(Va2) ({21, 22) € X3, Aza € X}) = 21 € X{),
7(C1 = 3P1{eq}) = (V2)(z € X, © (2, 20,) € X}),
7(C1 E<nPrty) = (V2)(V21) ... (Vanga) (2 € X&, —

n+1
(,/\1 (2i € X}, A (2,2i) € X3,) — \</Z = 2j)),
i= <]

T(ZnPLtl E Cl) = (vz)(vzl) e (vzn)( /\ ((zb S thl A <Z> Zi> € X1331) —

- i/<\jzi7ézj)—>zeX}jl),
(R =U) == (V21)(V22) ((21, 22) € X3, > (21, 22) € X})),
T(R1 = ~Ra) = (Va1)(V22) ((21, 22) € XFy, 0 (21, 22) € X)),
7(Ry = Ry U Ry) = (V21)(¥22) (21, 22) € X3 5

((21,22) € X3, V (21, 22) € X)),
T(R1 = Ry ) = (V21)(Ve2) ({21, 22) € X3y, ¢ (22, 21) € X3,).
7(Ry = 1d(Ch)) == (V21)(V22) ({21, 22) € X?‘cl “

(21 € Xb, ANzp € X Nz = 2)),
T(R1 = Ra.. ) = (V21)(V22) ({21, 22) € X3, ©

((z1,22) € X3 N z1 € X4))),

7(Ry ... Ry C Rui1) == (V2)(¥21) . .. (V20)

(({z,21) € X%l Ao AN {(zZn—1,2n) € X%n) — (z,2n) € X}g’%nﬂ),

T(Ref(Ry)) = (V2)({2,2) € X?h)’

7(lrref(Ry)) == (V2)(=({z, 2) € X%l)),
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T(Fun(Ry)) = (V21)(¥22) (V23) (1, 22) € X3 A (21, 25) € X3 ) —
zo = 23),
T(P1 = P2) = (V21)(V22) ({21, 22) € X, ¢ (21, 20) € X},),
T(PL=P2) = (V1) (V22) (21, 22) € X, ¢ =((21,22) € X3,)),
T(P1 C Py) == (Vz1)(Vz22)({21, 22) € X?gl — (21,22) € X%z),

T(Fun(Py)) = (Vz1)(Vz2) (V23) ({21, 22) € X?gl N (z1,23) € X?,l) —
2 = 23),

T(P, = PQC“) = (Vz1)(V22) ({21, 22) € XIBD1 ~

((21,22) € X}, Az € X)),

T(PL =Py, ) = (V1) (V22) ({21, 22) € X} ¢ ((21,22) € XP, A 22 € X})),
T(PL = Py, ) = (V21)(V22) ({21, 22) € X3 ©

((21,22) € X}, Nz € X} Nz € X})),
T(t1 =ty) = (Vz)(z € X}, ¢ z € X})),
T(t1 = —tg) == (Vz)(z € X}, & =(z € X})),
T(t1 =t Uts) == (V2)(z € X}, > (€ X}, Vz e X])),
T(ty =ty Mtg) == (V2)(z € X}, < (z € X}, Az € X})),
T(t1 = {ea}) = (V2)(z € X}, & 2z =x.,),
T(a:Cy) =xq € Xt , 7((a,b) : Ry) = (za,13) € X},
F((0:8) : ~Ry) = = ((rar ) € X))
T(a=0) =2, =z, T(a #b) = (2, =),
T(eq : t1) = xe, € X},
7((a,eq) : P1) = (Ta, Te,) € X, T((a,€q) : 7P1) 1= ~((q, Te,) € X)),
T(aAB) =T7(a) AT(5).

Let cptxp, arlgs, crls, and indgp be, respectively, the sets of concept, of
abstract role, of concrete role, and of individual names in the Dﬁ%—KB KB.
Moreover, let N§B C Np be the set of data types in KB, NKB a restriction of
Np assigning to every d € NJB the set NAB(d) of facets in Np(d) and in KB.
Analogously, let NgB be a restriction of the function N¢ associating to every
d € NKB the set N&B(d) of constants contained in N¢(d) and in KB. Finally,
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for every data type d € NKB, let bf2,5(d) be the set of facet expressions for d
occurring in KB and not in Np(d) U {T%, 14}. We define the 4LQSR-formula

wxp expressing the consistency of KB as follows:

12
o= N\vin N\ (H),
=1

HeKB

where

Y1 = (V2)(z € X] < ~(z € X)) A (V2)(z € X] Vz e XA
=(V2)=(2 € X3) A =(V2)=(2 € X}),
Py = (V2)(z € X} <> 2 € XL) A (V2)=(2 € X)),

Pa= A (V2)(z € XL = z€eX}),

A€cptp

Ya=( N ((V2)(z € X} = 2z € X)) A=(Vz)=(z € X))
dENKB

AV2)( A (2 € X5, < =(z € X3)))),

(di,d; ENKB i<j)

Ys= A ((Vo)(ze€ Xj e ze X1 )A(V2)n(z € X)),

deNK5B

ve = A A (Vz)(zeX}d%zeX&),
deNEB  faeNEB(d)

7 = (V21)(Vz2)((21 € X§ A 22 € X7) ¢ (21, 22) € XP),

Pg = A (Vz1)(Vz2)((21,22) € X3 — (21 € X{ A 22 € X})),

Rearlep
1[)9 = /\ (VZ1)(VZ2)(<21,Z2> € X% — (Zl (S Xll N zo € XllD))?
TéEcrlen
Yvio= A (e €XHA A N ze, € X,
a€indis deNKB  e4eNEB(d)
n
Y11= A (V2)(z € X[, oy € V(z=1e,,))
. {edy,edp } v i
€dyse-s€dy in KB i=1
n
AN WEEX e V= aa),
a1,...,an in KB R i=1
o= A A (V2)(z € X}ud >z € O’(Xi)d)),

deNKB  ¢aebfRs(d)
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with o the transformation function from 4LQSR-variables of sort 1 to 4LQSR-
formulae recursively defined, for d € N§5, by

Xy, if g € NEB(d) U{T?, Ly}
—o(Xy,) if Ya = —xa
o(Xy,)ANo(Xg,) if Ya=xaApa

o(Xy,) Vo(Xg,) ifda=xaVpa.

U(qu,d )=

In the above formulae, the variable X{ denotes the set of individuals I, X} a
data type d € N 5’5 , X} a superset of the union of data types in N EB, X %-d and
X1, the constants T4 and L4, and X} , X a facet fq and a facet expression
Y4, for d € NKB, respectively. In addition, X}, X3, X3 denote a concept
name A, an abstract role name R, and a concrete role name 1" occurring in B,

respectively. Finally, X {131 car} denotes a data range {eq, , ..., eq, } occurring
ay an

.....

in B, and Xlal an} B finite set {a1,...,a,} of nominals in KCB.

Clearly, the constraints t1-1)12 have been introduced to guarantee that each
model of pxp can be transformed into a D£4D—interpretation.

We are now ready to introduce Theorem 1 which shows that the consistency

problem for ICB is reducible to the satisfiability problem for ¢xp.

Theorem 1. Let KB be a DLE-KB. Then, one can construct a 4LQSR-formula
wrB such that pxp is satisfiable if and only if KB is consistent. Hence the
consistency problem for DLy -KDBs is decidable.

Proof. Let us first assume that pip is satisfiable. It is not hard to see that i
is satisfied by a 4LQSR-model of the form M = (D; U Dy, M), where:

- Dy and Dy are disjoint non-empty sets and |J dP C Do,
deNKB

- MX} =D,
- MX) = D,
- MX} = dP, for every d € N5B,

- MX}, = fP, for every f4 € N§P(d), with d € N.

Exploiting the fact that M satisfies the constraints t1-119, it is then possible
to define a DLp-interpretation Ing = (AL, Ap, 1), by putting

- A= MX3},
- Ap = MX),

- Al:= M X}, for every concept name A € cpty,
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- §1:= M X3, for every abstract role name S € arlgg,

- TY:= M X3, for every concrete role name T € crlp, and

- a':= Mz,, for every individual a € indics.

- el = Mux,,, for every constant e, € N8B (d) with d € NKB.

Since M = A\ 7(H) and, as it can be easily checked, Inq =p H if and only if
HeKB
M = 7(H) for every statement H € KB, we plainly have Iaq Ep KB, namely

KB is consistent, as we wished to prove.

Conversely, let KB be a consistent DLH-KB. Then, there is a DLp-
interpretation I = (Al Ap,-!) such that I =p KB. We show how to con-
struct, out of the data type map D and the D£4D-interpretation I, a 4LQSR-
interpretation My p = (Di,p, M1 p) which satisfies pxp. Let us put Dyp =
AU Ap and define Mz p by putting

- MLDXIl = AI,
- MipX} = Ap,
- ]\417]:))(3 = UI,

- MipX}, = drP, for every variable X} in ¢xp denoting a data range dr
occurring in KB,

- MipX} = Al for every X} in ¢xp denoting a concept name in KB, and

- MipX3 = S, for every X2 in ¢xp denoting an abstract role name in
KB.

The variable X7, denoting concrete role names, and the variables z,, z.,, de-
noting individuals and data type constants, respectively, are interpreted in a
similar way. From the definitions of D and I, it follows easily that My p satis-
fies the formulae ¥1-112 and 7(H), for every statement H € ICB, and, therefore,
that My p is a model for xp. O

Remark. For a fized positive integer h, a Dﬁ% -KB KB is said to be h-restricted
if an atom of any of the forms
Ry...R,, CR, >n,R.Cy C Chy, >na Pt E to,
C) C <,,R.Cy, t1 E < Pio,

occurs in KB and only if n; < h, fori=1,...,5.

It turns out that by using the mapping function T and some additional con-
straints, the consistency problem for a h-restricted D£4D—KB KB can be ex-
pressed by a formula iz such that
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(i) @i belongs to the sub-language (4LQSR)" of ALQSR, whose satisfiability
problem is NP-complete (see [26] for details), and

(it) the size of Yy is polynomially related to that of KB.

From (i) and (i) above, and from the NP-completeness of the satisfiability prob-
lem for propositional logic, it follows immediately that the consistency problem
for h-restricted D[% -knowledge bases is NP-complete.

Notice also that h-restricted D£4D -KBs are quite expressive: for instance, in
[108] It has been shown that the ontology Ontoceramic, for ceramics classifica-
tion, is representable in (4LQSR)3 and, much in the same way, it can be shown

that it is representable as a 3-restricted DLy -KB.

. : 4,
3.2 The description logic DLY"

The DL DL (D)(4LQSR) (more simply referred to as Dﬁjg’x) is the extension of
the logic D£4D presented in Section 3.1 in which Boolean operations on concrete
roles and the product of concepts are admitted. In analogy with Dﬁf), the logic
DE%X supports concept constructs such as full negation, union and intersection
of concepts, concept domain and range, existential quantification and minimum
cardinality on the left-hand-side of inclusion axioms, role constructs such as
role chains on the left-hand-side of inclusion axioms, union, intersection, and
complement of roles, and properties on roles such as transitivity, symmetry,
reflexivity, and irreflexivity.

Let D = (Np,N¢, Ng,-P) be a data type map as defined in Section 2.1,
and let Ra, Rp, C, Ind be denumerable pairwise disjoint sets of abstract role
names, concrete role names, concept names, and individual names, respectively.
We assume that the set of abstract role names Ra contains a name U denoting
the universal role.

(a) DLY -data type, (b) DLE -concept, (c) DLy -abstract role, and (d) DLY"-
concrete role terms are constructed according to the following syntax rules:

(a) ti1,to —> dr | -ty | t1 Mts | t1 Uto | {ed},
(b) 01,02 — A | T | 1 | _\Ol | 01U02 | Cl|_|02 | {a} | 3RS€]f|E|R{a}|E|P{Pd},

(¢) Ri,Ry — S|U| Ry | 2Ry | Ri{URy | RiNRy | Rey (| Riey | Rey | e, | 1d(C) |
Cl X Cg,

(d) P, P,—T | -P; | P UP, | PPy | PC'1| | P|t1 | PCl|t17

where dr is a data range for D, t;,ts are data type terms, ey is a constant in

N¢(d), a is an individual name, A is a concept name, Cq,Cs are Dﬁ%x -concept
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terms, S is an abstract role name, R, Ry, Ro are DL',%X -abstract role terms, T’
is a concrete role name, and P, Py, Py are Dﬁ;g’x -concrete role terms.

A DLE KB is a triple KB = (R, T,.A) such that R is a DLg -RBox, T is
a DE%X—T Box, and A a Dﬁ%X—ABox. These are defined as follows.

A D,C%X—RBO$ extends the definition of DE%)—RBO:L’ by admitting also the

following statements:
Rl ECl X CQ, DiS(Pl,PQ),

where Cy, Cy are DL -abstract concept terms and Py, Py are DL ~concrete
role terms, whereas definition of DL%X— TBox and of Dﬁ%X—ABOZB coincide with
the definition of DLf- TBoz and of DLgy-ABoz, respectively (see Section 3.1).

The semantics of DL',;;’X extends the semantics of DLf, with the interpreta-
tion of the axioms reported in Table 11.

Name Syntax Semantics
concept
Cartesian C1 x Cs (Crx ) =0t xCf
product
concrete role
. PuP Plu P}
union
concrete role
NP PIn P}

intersection

disjoint concret
e 10 © | Dis(P, P,) | Ip Dis(P, Py) <= PINFi=0
role

Table 11: Semantics of axioms specific to DLG".

Decidability of the consistency problem for DE%X -KBs is proved in a similar
way to that of DL%—KBS. Before presenting the theorem, we define the 4LQSR-
formula @ip representing the set-theoretical representation of the DE‘B’X -KB
KB.

As a preliminary step, notice that the statements of B to be considered

are the following;:

-C1 =T, C1 =0y, C1 = CyUCh, Cy = {a}, Cy CVR,.09,
dR;.C; C Cy, >nR1.C1 C Oy, C1 C <oR1.Cy, Cy C VP 4y,
aP .4 E Gy, >p Pty ECy, C C <Py,

- Rl = U, R1 = —\RQ, Rl = R2 L R3, R1 = RQ_, R1 = zd(Cl),
Rl = R2C1‘, Rl e Rn C Rn+17 Ref(Rl), |I’I’ef(R1),
DiS(Rl,Rz), FUI’I(Rl), R =Cy x 02,
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- P =P, P, =Py, P =P UPs, P, CP,,

Fun(Py), b =P, , P =Py, P =p,,
-t = to, t1 = —itg, t1 =ta Uts, t1 ={eq},
-a:(C, (a,b) : Ry, (a,b) : =Ry, a="b, a# b,
- eq:t, (a,eq) : P, (a,eq) : 2 Py.

In order to define the 4LQSR-formula g, we shall make use of a mapping
0 from the DLE -statements (and their conjunctions) listed above into 4LQSR-
formulae. Specifically, 8 differs from the mapping function 7 defined in Section
3.1 as 0 considers Boolean operations on concrete roles and the product of
concepts. In addition, 6 constructs 4LQSR-formulae in Conjunctive Normal
Form (CNF), which are suitable for the algorithms presented in Chapter 4 to
solve the main reasoning tasks for DL%X and for implementation purpose (see
Chapter 5).

Then the mapping 6 is defined as follows:

0(Cr=T):=(V2)(-(z € X},)Vze XT)A(m(z € XT)Vz e X)),
0(Cr = =Cy) = (V2)((—(z € Xél) Va(z e Xéz)) A(z € X(172 Vz€E XéH))?

0(C1 = CoUCs) = (V2)((-(z € X§,) V (2 € XE, V2 € XE,))A
(m(zeXt,)Vze XL )N (=(z e XE,) Vze X)),

0(Cr={a}) = (V2)(m(z € X},)Vz=2a) A(—(z =za) V 2z € X},

9(01 C VRlCQ) = (VZl)(VZQ)(—\(Zl € Xél) vV (—\(<21,ZQ> S X%l)\/

Z2 E Xéz))?

G(EIRlCl C CQ) = (vzl)(VZQ)((—'(<Zl,ZQ> S X%l)\/

—|(22 € Xél)) V iz € Xé2),

0(Cy = 3Ry {a}) = (V2)((—(z € X{,) V (z,2a) € XF))A

(~((z,2a) € X3,,) V 2 € X)),

0(Cy E<nR1.Cy) = (V2)(Vz1) ... (Vzni1)(—(2 € X§,)V
(A (o € Xe) Vllaa) € X3V Vi = ),

3 i<j
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0(>,Ry.C1 C Cy) = (V2)(V21) ... (Y2) (A (=i € X&)V

i=1

—((z,2i) € X3,))V V 2 = 2) Vz € X)),
1<

0(C1 E VPl.tl) = (VZl)(VZQ)(_\(Zl S Xél) \Y (_\(<217Z2> (S X?;l)\/
Z2 S Xfll))v

H(EIPl.tl C Cl) = (Vzl)(VZQ)((—\«Zl, Zg> S X?pl) \Y _'(22 € thl))\/

Z1 € Xévl),

0(Cy =3P {ea}) = (V2)((—(z € X&) V (2, 2¢,) € XP A
(~({z, ze,) € X},) V2 € X)),

0(Cq ESnP1~t1) = (Vz)(Vzl) v (Vzpa1)(—(z € Xévl)\/

(R (ot € Xa) v (ms 2 € XV V 7t = 2),

i=1 i<j

0(2,Prty € C1) = (¥)(721) ... (72 A ({1 € XL

((z,20) € X))V V 2 = 2) V2 € X)),
1<)

0(R1 = U) = (Vzl)(Vzg)((—'«zl, 22> (S X?_?l) \Y <21, 22> € Xg)/\

(=((21,22) € XP) V (21, 22) € X3,))),

9(R1 = —\Rg) = (Vzl)(v22)<<_\(<21, ZQ> € X%l) V —|<<21, 22> S X%z))/\

(<Zl322> € X?%g N _'(<2le2> € X?%l)))

O(R=C1 x Cp) = (V21)(V22) (= ({21, 22) € X}) V 21 € XE, )N
(=((21,22) € X3)V 20 € Xéz) A((=(= € Xél)\/

(22 € X5,)) V (21, 22) € X3))

O0(Ry = Ry U Ry) == (Vz1)(Vao) ((m((21, 22) € X3, ) V (21, 22) € X3,V
<21,ZQ> S X%s)) A ((—\(<2’1, 2’2> (S X%Q) V <Zl, Z2> S X%l)/\

((~((21, 22) € X3,) V (21, 22) € X)),

O(Ry = Ry) == (Va1)(Vz2) ((—((21, 22) € X3 ) V (22,21) € X3, )A

(= ({22, 21) € X3,) V (21, 22) € X3,)),
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B(Ry = id(Ch)) = (Vo) (Vo) ((~((21, 22) € X )V 21 € XL )A
(—\(<21,ZQ> S X%l) V 29 € Xévl) N (—\(<21, 22> S X?ﬁ) V21 = 22))A

(m(z1 € XE,) V(22 € XE,) V21 # 22) V (21, 22) € X3p))),

O(R1 = Ra,)) = (V1) (V22) ((~((21, 22) € XB) V (21, 22) € X5,)A
(~((21,22) € X3,) V 21 € X)) A ((<((21, 22) € X))V ~(21 € X))V

<Zlv 22> € le)),

O(Ry...Ry C Rpi1) = (V2)(Vz1) ... (V2o ) ((=((2,21) € X3, ) V...V

“({zn_1,2n) € X%n)) V{z,zn) € X%n,+1>’
O(Ref(Ry)) == (Vz)({z,2) € X%l),
O(Irref(Ry)) = (V2)(=((z,2) € X3,)),

O(Fun(Ry)) := (Vz1)(V22)(Vas) (~((z1, 22) € X3,) V ({21, 23) € X))V

Zo = 23)7

O(Py = Py) == (V21)(V22) ((=((21, 22) € X}, ) V (21, 22) € X},)A

(~({21,22) € XB,) V (21, 22) € X},)),

0(Py = =P5) = (Vz1)(V22) ((=((21, 22) € X} V =((21, 22) € X3,))A

((21,22) € X3, V (21, 22) € X},)),
0(PL C Py) = (V21)(V22) (= ({21, 22) € X} ) V (21, 22) € X},),

O(Fun(Py)) = (V21)(V22) (V23) ((=((21, 22) € XB) V =({21,23) € X3 )V

Z9 = 23),

(P, = PZQI) = (Vz1)(V22) ((—({z1, 22) € inl) V (21, 22) € X}“DZ)/\
(=((21,22) € XP ) V21 € X&) A (=21, 20) € XP,) V(21 € XE, )V

<Zlv ZQ> € X?ﬂ))ﬂ

0P =Py, )= (Va1)(V22) (= ({21, 22) € X2 )V (21, 22) € X3 )N
(m((21, 22) € X)) V22 € X)) A ((2((21, 22) € XP,) V (22 € X}V

<217 22> € X%’I ))7



3 DESCRIPTION LOGICS VIA 4LQSR 57

0P = Pagy ) = (V) (Vo) (~((21,22) € X3V (21,22) € X))
(—'(<Zl,2’2> S X%ﬁ) V 2z € Xévl) N (—\(<21,ZQ> S X?,l) Vzy € thl)/\

({21, 22) € X},) V(21 € X))V =(22 € X)) V (21, 22) € X3,)),
O(t1 =t2) == (V2)((m(z € X)) Vze X )N (=(z € X} ) Vze X}])),
0(ty = —ty) = (V2)((~(z e X} ) Vo(z e X)) A (z € X} Vze X)),

O(ty = to Uts) = (V2)((—(z € X)) V(z € X}, Vz e XA
(m(z € Xj,) vz e X)) A (n(z € X)) V2 € X)),

O(ty = ta Mitg) = (V2)((—~(z € X)) V(z € X}, Az e X[)A
((m(z € X)) V(2 € X)) V 2 € X3)),

0(t1 = {ea}) = (V2)((m(z € X{,) V2 = e,) A (22 = 2¢,) V 2 € X})),
B(a:Ch) =1, € XL,

0(a: ~C1) = =(2q € X¢,),

0((a,b) : Ry) == (za, ) € X} ,

0((a,b) : ~Ry) = ~({zq, 20) € X3)),

0(a =Db) = x4 = xp, O(a # b) == ~(z, = 1),

O(eq : 1) = z¢, € X},

0((a,eq) : P1) = (za,7c,) € X},

0((a,eq) : =P1) = =((Ta, 7e,) € XP,),

O(aAB) =0(a)NO(B).

Let cptyy, arles, crles, indgs, NEB C Np, N§B, and bf%B(d) be as defined
in Section 3.1. We assume without loss of generality that the facet expressions
in bfRy(d) are in CNF. In a similar way to Section 3.1, we define the 4LQSR-
formula ¢ expressing the consistency of KB by putting:

12
oxB = /\ 0(H) A /\&,
1=1

HeKB

where



3 DESCRIPTION LOGICS VIA 4LQSR 58

&= V) ((m(z€ XE)V(z € XH)) A (2 € XHVze XE)A
(V2)(z € Xj Vz € Xp) A—(V2)=(z € XT) A=(V2)~(z € XT),

&= (¥2)((~(z € X} V2 € XE) A (=(z € X}) V2 € XP)A
(V2)-(z € X1),

&= A (2)(-(zeXi)vzeXp),

A€cptip

6= A72)(2(z € XDV € Xp) A=(v2) (= € X}) A (¥2)

( A (m(z€Xg)Va(z€Xj))A(z€ X V2e X)),
(ds,d; ENKB i<j)

&= A (P2)(~(z€XHVzeXt)A((z€ XL )Vze XA
deNKB

(V2)=(2 € X1))),

& = A (V2)(~(z € X},)Vze X)),
faENEB(d),
deNgB
&7 = (V21)(V22)((—(21 € X7) V ~(22 € XT) V (21, 22) € X{)A

((=((21,22) € XP) V21 € X{) A (=((21,22) € XP) V 2 € X7))),

&= N (V2)2)((7((z1,22) € X) V21 € XA

Rearlep
(=((21,22) € X3) V 23 € X1))),
So= N (V21)(Vz2)(=((21, 22) € XP) V21 € X7) A (=((21, 22) € X))V
Téecrlen
22 € Xp))),
Co= N (o€ X})A Az, €X],
a€indip dEN§B7
ea€NEB(d)
mn n
§11 = A (V2)((=(z € X%Edln.de })V Vi(z= medi))/\( A=#
{edy,--rea, } in KB " i=1 i=1
Tey, V2 € X{ledl,...,edn}))) A A . (V2)((—(z € X{la1 7777 an})\/
{a1,..., a,} in KB

n

\Z(z =2q,)) A (/:\1(z # Lo, V2 € X{lah_“’an})))’

fa= AN (V2)(n(z€ X)) Vze (X)) A (~(z € X))V
deNKB,

Ya€bFRy (d)
1
ze X)),
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with ¢ the transformation function from 4LQSR-variables of sort 1 to 4LQSR-

formulae recursively defined, for d € N§5, by

X if g € NEB(d) U{TY, La}
Ly ) eXR) if g = —x4q
SR ACIXL,) i a = xa A
CXL)V XL, if a=xaV .

The constraints £1-£12, which represent the CNF translation of the con-
straints ¥1-112 defined in Section 3.1, are introduced to guarantee that each
model of ¢xp can easily be transformed in a DE%X -interpretation. We are now
ready to present Theorem 2, which shows that the consistency problem for KB
is reducible to the satisfiability problem for ¢xp.

Theorem 2. Let KB be a DE%X -knowledge base. Then, one can construct a
4LQSR-formula oxp such that pxp is satisfiable if and only if KB is consistent.
Hence the consistency problem for DE%X -KBs is decidable.

Proof. To prove the statement, we show that if M is a 4LQSR-interpretation
such that M = ¢k, we can construct a Dﬁﬁx—interpretation Iaq such that
Iam Ep KB and, conversely, if I 'is a DE%X—interpretation such that I =p KB,
we can construct a 4LQSR-interpretation My such that My = dxs.

Thus, let M be any 4LQSR-interpretation M such that M = ¢xp. Rea-
soning as in the proof of Theorem 1 in Section 3.1, it is not hard to see that
such M is a 4LQSR-interpretation of the form M = (D; U Do, M).

Exploiting the fact that M satisfies the constrains &1-£12, it is then possible
to define a 'Dﬁg>< -interpretation Iy, = (A, Ap,-!) in an analogous way to the
DL} -interpretation in Theorem 1.

Since M = 0(H) A Xfi, and, as it can be easily checked, Iy Ep H, iff

HeKB =1
M = 0(H), for every statement H € KB, we plainly have that I E=p KB.

Conversely, let T = (AT, Ap,-T) be a DL -interpretation such that I =p
KB. We show how to construct, out of the data type map D and the DE%X-
interpretation I, a 4LQSR-interpretation Mip = (D1,p, Mi,p) which satisfies
éx5- Let us put Dip = AU Ap and define Mi p as in Theorem 1.

From the definitions of D and I, it follows easily that My p satisfies the
formulae &1-£12 and 0(H), for every statement H € KB, and, therefore, that
M p is a model for ¢xp. O
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3.2.1 Expressiveness of DL3 and of DE;‘D’X

Some considerations on the expressive power of the DL D£4D’X, which also apply
to the DL DLY,, are in order.

Despite Dﬁé’x allowing one to express existential quantification and at-least
number restriction only on the left-hand-side of inclusion axioms and universal
quantification and at-most number restriction only on the right-hand-side of
inclusion axioms, it is more liberal than SROZQ(D) [69] in the construction of

role inclusion axioms, since

- the roles involved are not restricted by any ordering relationship,
- the notion of simple role is not needed, and

- Boolean operations on roles and role constructs such as the product of

concepts are admitted.

For example, the role hierarchy {RS T S,RT C R, VT C T.VS C V}
presented in [69] and not expressible in SROZQ(D) is admitted in the language
of DE%X. Moreover, the notion of simple role is not needed in the definition of
role inclusion axioms and of axioms involving number restrictions. Also, Boolean
operators on roles are admitted and can be introduced in inclusion axioms such
as, for instance, Ry T Ry M R3 and Ry C —Ry U R3. Finally, Dﬁ;gx treats
derived data types by admitting data type terms constructed from data ranges
by means of a finite number of applications of the Boolean operators. Basic and
derived data types can be used inside inclusion axioms involving concrete roles.

Moreover, D[%’X supports more OWL constructs than the DLs underpinning
the profiles OWL QL, OWL RL, and OWL EL [78], such as disjoint union of
concepts and union of data ranges. A deep comparison among the standard
OWL 2 profiles and the profile identified by DE%X is illustrated in Table 12.
Furthermore, basic and derived data types can be used inside inclusion axioms
involving concrete roles. Concerning the expressiveness of rules, the set-theoretic
fragment 4LQSR underpinning D/L%X allows one also to express the disjunctive
Datalog fragment admitting negation, equality and constraints, subject to no
safety condition, and supporting for data types (see Section 3.2.2).

ObjectSomeValuesFrom Y | SUB to| SUB to| SUB
THING THING
and SUP
DataSomeValuesFrom Y |'Y SUB SUB
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ObjectHasValue Y | N SUB SUB
DataHasValue Y | N SUB SUB
ObjectHasSelf Y | N SUB Y

ObjectAllValuesFrom N | N SUP SUP
DataAllValuesFrom N | N SUP SUP
ObjectMaxCardinality N | N SUP to | SUP
0/1
DataMaxCardinality N |N SUP to | SUP
0/1
ObjectMinCardinality N |N N SUB
DataMinCardinality N | N N SUB
ObjectExactCardinality N | N N N
DataFxactCardinality N | N N N
ObjectOneOf Y | N SUB Y
DataOneOf Y | N N Y
ObjectInsersectionOf Y | SUP Y Y
DatalntersectionOf Y |'Y Y Y
SubClassOf Y |'Y Y Y
EquivalentClasses Y |'Y Class & Y
HasValue
_ Consruet  [BL QL |RL DLy

DisjointClasses Y |Y SUB Y
ObjectUnionOf N |N SUB Y
DataUnionOf N | N N Y
DisjointUnion N | N N Y

ObjectComplementOf N | SUP SUP Y
Samelndividual Y | N N Y
DifferentIndividuals Y |Y Y Y
ClassAssertion Y |'Y Y Y
ObjectPropertyAssertion Y |Y Y Y
DataPropertyAssertion Y |Y Y Y
NegativeObjectPropertyAssertion | ' Y | Y N Y
NegativeDataProperty Assertion Y |'Y N Y
SubObjectPropertyOf Y |'Y Y Y
SubDataPropertyOf Y |'Y Y Y
EquivalentObjectProperties Y |'Y Y Y
EquivalentDataProperties Y |'Y Y Y
TransitiveObjectProperty Y | N Y Y
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ReflexiveObjectProperty

FunctionalDataProperty

FunctionalObjectProperty

DisjointObjectProperties

DisjointDataProperties

IrreflexiveObjectProperties

InverseObjectProperties

InverseFunctionalObjectProperties

SymmetricObjectProperty

e e S e S A e S R

AsymmetricObjectProperty

SUP
SUP
SUP
DataPropertyRange SUP
HasKey SUP
ObjectPropertyChain Y | N N
Table 12: OWL 2 profiles comparison.

ObjectPropertyDomain

DataPropertyDomain

ObjectPropertyRange

e e S e S e R e R S R S I S

KiKIK|I=|=|Z2|Z2]|Z2|Z2|2(Z2|2|2|2|<
ZIK|IK| K<< <] Z|<<}<I<Z2|2|<

wn
@
)

s

For what concerns complexity issues, in [26] it is calculated that the small
model constructed by the decision procedure for the satisfiability problem for
4LQSR is exponential in the size of the input formula. This means that the
decision procedure for the satisfiability problem for 4LQSR is in N2Exptime.
Such complexity result also holds for the decision procedure for consistency
problem for DL;S’X -KBs, as the latter problem is polynomially reducible to the
satisfiability problem for 4LQSR.

Finally, for what concerns the expressiveness of rules, we remark that the
set-theoretic fragment 4LQSR underpinning DE%X allows one to express the dis-
junctive Datalog fragment with negation, equality, constraints and data types,
which is not subjected to any safety conditions.

Next, we define the OWL 2 profile identified by the DL DE%X. The gram-
mar of such a profile includes the general definitions of the OWL 2 Specifica-
tion (see [133, Section 13.1]), with the exception of the productions concerning

ClassExpression that are reported in what follows:

ClassExpression = subClassFExpression | superClassExpression
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subClassExpression = Class | ObjectIntersectionOf |
ObjectUnionOf | ObjectComplementOf |
ObjectOneOf | subObjectSomeV aluesFrom |
ObjectHasV alue | ObjectHasSelf |
subObject MinCardinality |
subDataSomeValuesFrom | DataHasV alue |

subDataMinCardinality

subObjectSomeV aluesFrom = 'ObjectSomeV aluesFrom’
"(" Object PropertyExpression
[ subClassEzpression]") |
'ObjectSomeV aluesFrom’
(" ObjectPropertyExpression owl : Thing ")’

subDataSomeV aluesFrom :='DataSomeV aluesFrom'
"(" DataPropertyExpression [ DataRange ]
"'|" DataSomeV aluesFrom'

’

"(" DataPropertyExpression | DataRange | ")

subObjectMinCardinality = 'Object MinCardinality’ '(' n
Object PropertyExpression
[ subClassEzpression ") |
'ObjectMinCardinality’ (' n
Object PropertyExpression owl : Thing ")’

subDataMinCardinality :='DataMinCardinality’ (' n

DataPropertyExpression [ DataRange ")’

superClassExpression = Class | ObjectIntersectionOf |
ObjectUnionO f | ObjectComplementOf |
ObjectOneOf | superObject AllV aluesFrom |
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ObjectHasValue | ObjectHasSelf |
superObjectM axCardinality |
super Data AllV aluesFrom | DataHasV alue |

super DataM azxCardinality

superObject AllV aluesFrom = 'Object AllV aluesFrom’
"(" Object Property Expression

[ supClassExpression]")’

superData AllV aluesFrom = 'DataAllV aluesFrom' ('
DataPropertyExpression | DataRange
1 | Data AV aluesFrom’ ('
DataPropertyExpression [ DataRange | ")’

superObject MaxCardinality = 'Object M axCardinality’ n
"(" Object Property Expression
[ supClassExpression]") |
'Object M axCardinality’ (' n

Object PropertyExpression owl : Thing ")’

super DataMaxCardinality = 'DataMaxCardinality’ ' ('
n DataPropertyExpression | DataRange | ")’

3.2.2 Mapping SWRL-rules into 4LQSR-formulae

In Table 13, we provide some examples showing how SWRL rules can be ex-
pressed by 4LQSR-formulae. We do not provide here a formal translation func-
tion since it is not hard to see that it could easily be constructed by resorting
to the mapping function 7 introduced in Section 3.1, and hence to the mapping
0 introduced in Section 3.2.

Type of Rule Rule

SWRL-rule hasParent(X,Y), hasBrother(Y, Z) : —hasUncle(X, Z).

(V&) (Vy) (V2) (2, Y) € Xiasparent A (Y 2) € Xilastrother =
(7,2) € Xirusvncte)

SWRL-rule Location(X), Trauma(Y"), isLocationOf(X,Y), isPartOf( X, Z)

- isLocationOf(Z,Y')

4LQSR-rule
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4LQSR-I‘1116 (VT) (Vy) (VZ)(iU € X}/ocation Ny 63 X%‘muma A <'7"7 Z> € X?sPurtOf -

<Z7 y) € XisLocationOf)
SWRILrule loc(X), sameLoc(Y, X),lat(Y, Z),long(Y,T) :

—lat(X, Z),long(X,T)
V(z,y, 2t Xie A X3 Ay, XN
4LQSR-I'1116 (.’I‘, Y, 2, )(IZ‘ 63 loc (.’L’, y) € s;meLoc <y Z>3€ lat
<y7 t> € Xiong) — <11‘, Z) € Xlat A <11‘, t> € Xiong

SWRL-rule Person(X), hasAge(X,Y), (Y > 18) : —Adult(X)
4LQSR_1‘U1€ (VT)(vy)(T € X%erson/\<x7 y> € XSasAge/\y € Xé18 — T E X,]Adult)
SWRL-rule Region(Y), hasLocation(X,Y) : —hasRegion(X,Y’)
4LQSR-I'111€ (V.CI?) (Vy) (y € X%egion /\3<.17, y> € Xgu,sLm:atian -

(.TJ, y> € XhasRegion)

Table 13: Examples of SWRL rules translation.

In addition, the 4LQSR-fragment admits formulae of the types:

o (Va)(Vy)(z € X4V (z,y) e X3 sz e XpVae X)),

o (Vz)(Vy)(z € Xj A~y € X)) = ~((z,y) € X))
that can be seen as rules admitting classical negation and disjunctive atoms both
in their head and in their body, which are not allowed in SWRL as consequence
of its monotonicity (i.e., it cannot be used to modify existing information). It

turns out that in SWRL one can not deal directly with incomplete information.
The following 4LQSR-formula ¢ is an example of such type of rules:

Y1 = (Vx)(Vy) (V’Z)(VU)) (((1‘, y> € X%asFather A <:l:7 Z> € st;asMother
N _'(<y7 ’UJ> € Xf%asSibling) A _‘(<Z7w> € Xi%asSibling))

- _‘(<wi>) € XI%asUncle))'

Since ¢ contains negated atoms, namely

_‘(<y7 u,> € XiasSibling)? _‘(<Z7 w> € Xi%asSibling% _‘(<I7 w>) € X}%asUncle%

it represents a rule not expressible in the SWRL language.
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4  Automated Reasoning in DL

The most important feature of a knowledge representation system is the
capability of providing reasoning services. Depending on the type of the appli-
cation domain, there is a wide variety of implicit knowledge that it is desirable
to infer from what is explicitly mentioned in the knowledge base. For instance,
one can query the knowledge base in order to retrieve the individuals belonging
to a specific class, the sub-properties of a particular property, or to check if two
individuals are related to each other through a set of properties. These are all
common ABox reasoning tasks. In this section, we shall introduce the reason-
ing services provided by the description logic DE%X and we shall present sound,
complete, and terminating procedures that solve them. In particular, we will
focus on two families of reasoning tasks. The first one concerns D£4]5X -TBox
reasoning, which includes the problem of deciding if a DC%X -KB is consistent,
whereas the second one is related to problems concerning Dﬁ%x -ABox reason-
ing.

One of the most classical reasoning task related to TBox reasoning is concept
subsumption, that is the problem to decide, given two (complex) concepts C' and
D, whether or not D is a more general concept than C' (in which we can write
C C D). Another important problem, strictly related to the first one, is concept
satisfiability, that is the problem to decide whether or not a concept contains
some instance.

The problems of subsumption and satisfiability are also extended to ab-
stract (concrete) roles. The problem of role subsumption consists in establish-
ing whether or not a role S is more general than a role T (in which we can
write T C S). The problem of role satisfiability for a role T' consists in deciding
whether or not there exists two individuals related to each other through 7.
Notice that concept (role) equivalence and disjunction can easily be reduced to
concept (role) subsumption. As we will show, the reasoning services concerning
D[f]ljx -TBox can be reduced to the problem of DE%X -KB consistency.

The second family of reasoning tasks consists in querying the Dﬁgx -KBs

and includes:

(1) Instance checking: the problem of deciding whether or not an individual

a is an instance of a concept C;

(2) Instance retrieval: the problem of retrieving all the individuals that are

instances of a given concept;

(3) Role filler retrieval: the problem of retrieving all the fillers  such that

the pair (a,x) is an instance of a role R;
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(4) Concept retrieval: the problem of retrieving all concepts that an individual

is an instance of;

(5) Role instance retrieval: the problem of retrieving all roles that a pair of

individuals (a,b) is an instance of;

(6) Conjunctive Query Answering (CQA): the problem of finding the answer

set of a conjunctive query.

This chapter is organized as follows.

In Section 4.1, we shall formally define the CQA problem and we shall pro-
vide an algorithm which solves the CQA problem and the reasoning tasks con-
cerning DL',]43’X -TBox.

In Section 4.2, we shall show that problems (1-6) can be reduced to a gen-
eralization of the CQA problem for DC%X, called Higher-Order Conjunctive
Query Answering for Dﬁé’x, and we shall provide an algorithm to solve the
latter problem.

Finally, in Section 4.2.2, we shall provide an improved version of the algo-

rithm introduced in Section 4.2.

. . . 4,
4.1 Conjunctive Query Answering for DLy

We now formally introduce the problem of CQA.

Let V = {vy,ve,...} and D = {d;,ds,...} be denumerable infinite sets of
variables disjoint from Ind and from |J{N¢(d) : d € Np}. A Dﬁéx—atomz’c
formula is an expression of the following types:

R(wl,’LUQ), P(’U)l,u), C(’Ujl), w1 = wa, t(u)v
where
- wy,we € VU Ind,

- up,ug € DU U{Nc(d) :d € ND},

Risa DE%X -abstract role term,

. 4%
- Pis a DL -concrete role term,

Cisa DE%X -concept term, and
-tisa D/L;ljx -data type term.

A Dﬁﬁx—atomic formula containing no variables is said to be closed. A DE%X—
literal is a Dﬁﬁx—atomic formula or its negation. A Dﬁ%x—conjunctive query is
a conjunction of DE%X -literals.

Let
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- V1,...,U, €V,
-dy,...,d; €D,
- 01,...,0, € Ind, and

-e1,...,e € J{Nec(d) : d € Np}.

A substitution

o={v1/o1,...,vn/0n,d1/e1,...,di/e, }
is a map such that, for every Dﬁ%x—literal L, Lo is obtained from L by replacing
- the occurrences of vy, ...,v, in L with o1, ..., 0n, respectively and
- the occurrences of dy,...,d; in L with eq, ..., e, respectively.

Substitutions can be extended to Dﬁ%x—conjunctive queries in the usual way.
Let Q@ :== (L1A...ALy) bea Dﬁ%x -conjunctive query, and KB a Dﬁ%X—KB.
A substitution o involving ezactly the variables occurring in @ is a solution for
Q@ w.r.t. KB if there exists a Dﬁ%x—interpretation I such that
IEp KB and I =p Qo.

The collection X of the solutions for @ w.r.t. KB is the answer set of Q w.r-.t.
KB. Then, the Conjuntive Query Answering problem for ¢ w.r.t. B consists
in finding the answer set ¥ of @ w.r.t. KB.

We shall solve the CQA problem just stated by reducing it to the analogous
problem formulated in the context of the fragment 4LQSR (and in turn to the
decision procedure for 4LQSR presented in [26]). The CQA problem for 4LQSR-
formulae can be stated as follows. Let ¢ be a 4LQSR-formula and let ¢ be a

conjunction of 4LQSR-quantifier-free atomic formulae of level 0 of the types
r=y, xeX!, (z,y) € X3,

or their negations. The CQA problem for ¢ w.r.t. ¢ consists in computing the

answer set of ¥ w.r.t. ¢, namely the collection ¥’ of all the substitutions

o ={x1/y1,. ., xn/yn}

such that
(a) the support of §(o) is a subset of the variables (of sort 0) in ;
(b) M |= ¢ Ao, for some 4LQSR-interpretation M.

In view of the decidability of the satisfiability problem for 4LQSR-formulae,
the CQA problem for 4LQSR-formulae is decidable as well. Indeed, given two
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4L QSR-formulae ¢ and 1 satisfying the above requirements, to compute the an-
swer set of 1 w.r.t. @, for each candidate substitution ¢’ defined as above one
has just to test the 4LQSR-formula ¢ A 1o’ for satisfiability. Since the num-
ber of possible candidate substitutions is |Varg(¢)|"2 o) and the satisfiability
problem for 4LQSR-formulae is decidable, the answer set of 1) w.r.t. ¢ can be

computed effectively. Summarizing,
Lemma 1. The CQA problem for 4LQSR-formulae is decidable. O

The CQA problem for DE%X can be solved via an effective reduction to the
CQA problem for 4LQSR-formulae, and then exploiting Lemma 1. The reduction

is accomplished through the function 6 (see Section 3.2) that maps injectively

- individuals a, constants e; € N (d), variables w € V;, and variables u € Ve

into sort 0 variables x,, ¢,, Tw, Ty, respectively,

- the constant concepts T and L, data type terms ¢, and concept terms C,

into sort 1 variables X1, X! X! XL, respectively,

- the universal relation U, abstract role terms R, and concrete role terms

P, into sort 3 variables X g,, X f’%, X%, respectively,

- DE%X-T '‘Bozes, DE%X -RBozxes, and DE?‘D"X -ABozes, into 4LQSR-formulae
in CNF,

and which we exploit to map instances of the CQA problem from the D£4D’X-
context to the 4LQSR-context.

The mapping function @, which has been used to map the DE%X -KB KB in
the 4LQSR-formula ¢ 5, will be extended to map also

- DC%X -conjunctive query @ in the 4LQSR-formula g and

- the answer set X of Q w.r.t. KB in a set ¥’ of 4LQSR-substitutions (of
level 0).

More specifically, let the mapping function 6 be defined as in Section 3.2. 6
is extended to DE%X -conjunctive query literals as follows.

- 6(R1(’U)1,U}2)) = <xw1,xw2> € X?—h?
- 0(Pr(wi,u)) == Ty, Ty) € Xj?,l,
- 0(Ci(wr)) = 2w, € X&,,

- O(wy = wa) = Ty, = Tapy,
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- 0(t(u)) = 24, € X,

- O(= R (w1, w3)) = ((Tuy Tury) € X3),
- 0(=Pi(w1,u)) = ~((Tw,, 2u) € X3,),

- 0(=C1(w1)) = (2w, € X¢,),

- O(-(w1 = w2)) = (Tw, = Tu,),

- O(=t(w)) = (14, € X]).

To complete, we extend the mapping 6 on substitutions

0= {1171/01, e 7xn/0n7d1/817 .. ~vdl/el}a

where
- T1,...Tp €V,
- dy,...d; €D,
- 01,...,0, € Ind, and

- €1,...,€ EU{NC(d)dEND}7

by putting
O(o) :=0({x1/01,...,xn/0n,d1/e1,....di/er})
={Zy,/Toys- s Ty [Tops Xy [Teqs -y Tdy [Tey }
= O'/,
where
Tyys---yTn, Tdyy---5Tdy, Loyy---5Top,, Teys---yTey

are 4LQSR-variables of sort 0. Finally, § is extended to DLy -conjunctive
queries as usual.

Given a DE%"X -KB KB and a DE%X -conjunctive query @), using the function
0 we can effectively construct the following 4LQSR-formulae in CNF':

12
o=\ 0E)A NG,
i=1

HeKB
Q/JQ = G(Q) .

The following theorem states that the CQA problem for Dﬁ%x is decidable.
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Theorem 3. Given a DE%X -knowledge base ICBB and a D[l%x -conjunctive query
Q, the CQA problem for Q w.r.t. KB is decidable.

Proof. We solve the problem of CQA for DC%X via a reduction to the problem
of CQA for 4LQSR, and then by exploiting the decidability result provided by
Lemma 1.

We have proved in Theorem 2 in Section 3.1 that if M is a 4L QSR-
interpretation such that M |= ¢xp, we can construct a Dﬁ%x—interpretation
Iaq such that Ipq Ep KB and, ifLisa Dﬁ%x—interpretation such that I |Fp KB,
we can construct a 4LQSR-interpretation My such that My = dxs.

To prove the theorem, we have to show that for all substitutions o, o € ¥ iff
6(o) € X'. To prove the first part of the theorem, let us assume for the sake of
contradiction that there exists a substitution o such that o € ¥ and (o) ¢ ¥'.

Since 6(0) ¢ X', by the definition of ¥’ (answer set of ¥ w.r.t ¢xg) at least

one of the following two conditions (a) and (b) must not hold for 6(o):

(a) the support of (o) is a subset of the variables (of sorts 0) in ¥g;
(b) M = ¢xs Apgb(a), for some 4LQSR-interpretation M.

It is easy to check that by the construction of the mapping 6, condition (a) is
fulfilled. Thus condition (b) must not hold and hence M & 1g6(0), for every
4LQSR-interpretation M such that M = ¢xs.

Since o € %, there is a Dﬁé’x -interpretation I such that I =p KB and I |=p
Qo. Thus, by Theorem 2 in Section 3.1, we can define a 4LQSR-interpretation
M such that My |= ¢xp and M = ¥gb(o), which leads to contradiction as
desired.

The converse part of the theorem can be proved in an analogous way. O

4,
4.1.1 A procedure for the CQA problem for DLY"

In this section, I will first introduce a KE-tableau-based algorithm that also
serves as decision procedure for the consistency problem for DLy -KBs. I recall
that, since the mapping 6 considers a proper subset of the formulae of 4LQSR,
i.e., it does not involve 4LQSR-variables of sort 2, 4LQSR-atomic formulae of
levels 1 and 2, and 4LQSR-purely universal quantified formulae of levels 2 and 3,
we can focus our attention to the fragment 4LQS§ e which is actually involved

in the set-theoretic representation of DC%X. I will illustrate a procedure that,
R

given a KE-tableau representing the saturation of the 4LQSy...-formula ¢xp
corresponding to a Dﬁ%X—KB and a 4LQS§£;jx -formula g corresponding to a

D[f]l:;x -conjunctive query @, yields all the (level 0) substitutions
0 = {xl/yla s ,xn/yn}7
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with {z1,...,2z,} € Vars(y)) and {y1,...,yn} € Varg(¢) belonging to the an-
swer set X of g w.r.t. ¢xs.

To prepare for the procedure Saturate-KB to be described next, a brief in-
troduction on the KE-tableau system is in order (see [35] for a detailed overview
of KE-tableau). The KE-system is a refutation system inspired to Smullyan’s
semantic tableaux [113]. The main characteristic distinguishing KE-tableaux
from the latter is the introduction of an analytic cut rule (PB-rule) that per-
mits to reduce inefficiencies of semantic tableaux. In fact, firstly, the classic
tableau system cannot represent the use of auxiliary lemmas in proofs; sec-
ondly, it cannot express the bivalence of classical logic. Thirdly, it is extremely
inefficient, as witnessed by the fact that it cannot polynomially simulate the
truth-tables. None of these anomalies occurs if the cut rule is permitted.

‘We now introduce some notions and notations useful for the presentation of
the procedure Saturate-KB.

Let ¢y be the formula obtained from the formula ¢xp representing the
DLY -KB (see Section 4.1) by:

- moving universal quantifiers in ¢ as inwards as possible according to

the rule (Vz)(A(2) A B(z)) «— ((V2)A(2) A (V2)B(z2)),

- renaming universally quantified variables so as to make them pairwise

distinct.

Let Fi, ..., F) be the conjuncts of ¢y that are 4LQS§£$X—literals (we recall
that a 4LQS§CBX-literal is of one of the types z = y, z € X!, (x,y) € X3
and their complements) and let Si,...,S,, be the conjuncts of 5&5 that are
4LQS§ c1-purely universal formulae.

For every
Sii=(Vz}) ... (V2 )xisi=1,...,m,
I put
Exzp(S;) = A\ ~ Si{ztJxay,. .. ,zfu/:cani}.
{Taq,s Tap, }CVaro(dicp)
Let
Oxp = {F:j=1,....k} U JEzp(S)) (2)
i=1
and let

o ={C1,...,Cp}
be a collection of disjunctions of 4LQS% i -literals.
T is a KE-tableau for ® if there exists a finite sequence 71, ..., 7; such that

(i) 71 is a one-branch tree consisting of the sequence C4, ..., Cy,
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(ii) 7; =T, and

(iii) for each ¢ < ¢, T;4+1 is obtained from 7; by an application of one of the

rules in Figure 1.

BV.. VB S

3

E-Rul — -
B; ule A A PB-Rule

where S{‘B = {Blv ---»Bn} \ {Bi}v with A a literal
fori=1,...n

Figure 1: Expansion rules for the KE-tableau.

The set of formulae S? = {B1s---,B,} \ {B;} occurring as premise in the E-
rule contains the complements of all the components, with the exception of the
component [3;.

Let 7 be a KE-tableau. A branch ¥ of T is closed if it contains both A and
= A, for some formula A. Otherwise, the branch is open. A formula ,V...V3, is
fulfilled in a branch ¥, if §; is in ¢, for some ¢ = 1,...,n. A branch ¢ is complete
if every formula 51 V...V, occurring in ¢ is fulfilled. A KE-tableau is complete
if all its branches are complete. A formula, or a branch, or a KE-tableau that
is not fulfilled is said to be unfulfilled.

Next, we introduce the procedure Saturate-KB that takes as input the set
R
DLy

as shown above, and yields a complete KE-tableau T for ®x5.

®x5 constructed from a 4LQS -formula ¢xp representing a D,C%X-KB KB

Procedure 1. Saturate-KB(®Pip)
1. Tep := Pp;
2. Select an open branch ¥ of Txg that is not yet complete.

(a) Select a formula By V ...V B, on 9 that is not fulfilled.
(b) IijE isin ¢, for some j € {1,...,n}, apply the E-Rule to 51 V...V,
and Sf on ¥ and go to step 2.

(c) If S? is mot in ¥, for every j = 1,...,n, let BP be the collection
of formulae By,...,[B, present in 9 and let 3, be the lowest index
formula such that B, € {{B4,...,8,} \ B}, then apply the PB-rule

to B, on ¥, and go to step 2.
3. Return Tig.

Soundness of the procedure Saturate-KB can easily be proved in a standard

way and its completeness can be shown much along the lines of Proposition
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36 in [35]. Concerning termination of the procedure Saturate-KB, our proof is
based on the following two facts.

The rules in Figure 1 are applied only to unfulfilled formulae on open
branches and tend to reduce the number of unfulfilled formulae occurring on
the considered branch. In particular, when the E-Rule is applied on a branch
1, the number of unfulfilled formulae on ¥ decreases. In case of application of
the PB-Rule on a formula 8 = 8, V...V 3, on a branch, the rule generates two
branches. In one of the branches the number of unfulfilled formulae decreases
(because S becomes fulfilled), whereas in the other one the number of unful-
filled formulae stays constant but the subset B? of {B;,...,B,} occurring on
the branch gains a new element. Once |B§| gets equal to n — 1, namely after
at most n — 1 applications of the PB-rule, the E-rule is applied and the formula
8= 01V...V B, becomes fulfilled, thus decrementing the number of unfulfilled
formulae on the branch. Since the number of unfulfilled formulae on each open
branch gets equal to zero after a finite number of steps and the rules of Figure
1 can be applied only to unfulfilled formulae on open branches, the procedure
terminates.

By the completeness of Procedure 1, each open branch ¥ of Txpg induces
a 4LQS§L$x—interpretation My such that My E Pxp. Specifically, My =
(Dy, My) is defined as follows. We put

- Dy = {x €V : z occurs in V};

- Myx ==z, for every x € Dy;

- MyX}t ={x:2€ X} isin 9}, for every X} € Vi occurring in 9;

- My X3 = {{z,y) : (x,y) € X3 is in 9}, for every X3 € V5 occurring in 9.

It is easy to check that My |= ¢, and thus, plainly, My = ¢xp holds.
Next, we provide some complexity results. Let r be the maximum number
of universal quantifiers in S;, and k := |[Varg(¢xpg)|. Then, each S; generates
k" expansions. Since the number of such formulae in the knowledge base is m,
then the number of disjunctions in the initial branch of the KE-tableau is m-k".
Next, let £ be the maximum number of literals in 5;, for ¢ = 1,...,m. Then, the
maximum depth of the KE-tableau, namely the maximum size of the models of
D constructed as illustrated above, is O(¢mk™). Additionally, the number of
leaves of the tableau, that is the number of such models of @y, is O(2F").

Given a KE-tableau constructed by the procedure Saturate-KB and a
4LQS§£BX -formula ¢ representing a Dﬁ%x—conjunctive query ), we now de-
scribe how to yield all the substitutions ¢’ in the answer set ¥’ of ¢ w.r.t.

oxp. By the soundness of the procedure Saturate-KB, we can limit ourself to
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consider only the models My of ¢xp induced by each open branch 9 of Txg.
For every open and complete branch 9 of Tip, we construct a decision tree
Dy in which every maximal branch of Dy defines a substitution o’ such that
My = go’.

Let d be the number of literals in 1g. Dy is a finite labelled tree of depth

d + 1 whose labelling satisfies the following conditions, for ¢ =0, ..., d:

(i) every node of Dy at level ¢ is labelled with (o, ¢q0o;); in particular, the
root is labelled with (o(,¥g0(), where oy, is the empty substitution;

(ii) if a node at level i is labelled with (o}, ¥ go}), then its s successors, with
s > 0, are labelled with

(o108 g (olotth)), . (0l0% Y g (a0 th)),

where g; 1 is the (i41)-st conjunct of Ygo’ and S,,,, = {o¥ ™", ..., 0%}
is the collection of the substitutions o = {z1/y1,...,2;/y;} with
{z1,...,2;} = Vary(gi+1) such that p = g;110, for some literal p on . If
s = 0, the node labelled with (o}, %9g0?) is a leaf node and, if ¢ = d, o} is
added to X'.

It is easy to verify that the leaves of the maximal branches of Dy defines a
substitution o’ such that My = ¥go’.

Let 6(Txp) and A(Txg) be, respectively, the maximum depth of Txp and
the number of leaves of the tableau Txp computed above. Plainly, §(Txg) =
O(fmk™) and \(Tig) = O(2°"F"). Tt is easy to verify that s = 2 is the max-
imum branching of Dy. Since Dy is a s-ary tree of depth d + 1, where d is
the number of literals in g, and the s successors of a node are computed in
O(6(Tis)) time, the number of leaves in Dy is O(s(4T1)) = O(2¥4+1)) and they
are computed in O(2F(4+1)§(Ticp)) time. Finally, since we have A\(Tis) of such

decision trees, the answer set of ¥ w.r.t. ¢xp is computed in time

O 5(Tiem)\(Tic)) = ORHHD i - 27K ) = Otk 2HHD+omk”)

As the sizes of ¢xp and of 1 are polynomially related to those of KB and
of @, respectively (see Section 3.2 for details on the reduction), the construction
of the answer set of (Q with respect to KB can be done in double-exponential
time (2EXPTIME). When ICB contains neither role chain axioms nor qualified
cardinality restrictions, the complexity of the CQA problem is in EXPTIME,
since in this case the maximum number of universal quantifiers in ¢xp is a
constant (in particular r = 3).

We now provide an example of application of the procedure Saturate-KB to
a DE%X -KB. Let KB be the following knowledge base:
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KB :={{Student Ll Italian T PizzaLover,
PizzaLover N EatLowCalFood T Slim}, (3)
{Student(Clara)}, {0}}.

We map the individual Clara to the 4LQSE c1-variable of sort 0 z¢ and the
concepts Student, Italian, PizzaLover, EatLowCalFood, and Slim to the
4LQSY,.. -variables of sort 1 X§p, X}, Xp,, X} op, X4y, respectively. Then,
by means of the mapping € in Section 3.2, we define the following 4LQSR-formula,
representing KB in set-theoretic terms:

brcs =(72)(~(z € Xdr) Vo € Xb) A (~( € XP) vz € Xh))A
(V) (—(x € Xp) V ~(z € Xgrcr) Vo € Xg )N

From ¢x 5, we define the formula ¢x by moving universal quantifiers as inward
as possible and renaming universally quantified variables so as to make them

pairwise distinct.

éxp =(Vz)(=(z € Xgr) V& € Xp)A
(Vy)(—(y € X|") Vy € Xp)A
(V2)(=(

€ X

2 € Xp) V(2 € Xerer) V 2 € Xg )N

The set ®xp constructed from ¢ by applying (2) is the following:

Oy = {~(zc € X&) Vo € Xpy,
~(zc € X}') Ve € Xp,
~(zc € Xp) V (20 € Xgicp) V 2e € X,
ro € Xér}.

The set ®xp in now given in input to the procedure Saturate-KB that returns
the KE-tableau illustrated in Figure 2.

We are now ready to evaluate Dﬁﬁx -conjunctive queries over the KE-tableau
Ticp built by the procedure Saturate-KB. For example, let us consider the D£4D’X-
conjunctive query Q = Slim(z) A Student(z). The 4LQSD ¢--formula represent-
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ing Qis g =z, € X;pAz, € XL, . The forest of decision trees whose maximal

branches represent the answer set of g w.r.t. ¢xp is illustrated in Figure 3.

~(z¢ € X&) Ve e XL,

—\(.”L‘C € X|1) Vo € XI%L

~(vc € Xp )V ~(zc € Xgicp) Voo € Xg,

ro € Xsl-l—
| E-Rule
o € XFl,L
/DB—RuIN
zc € XeLer ~(zc € Xgicr)
E-Rule ‘ Complete
xo € Xsll_
Complete

Figure 2: KE-tableau for ®xp.

—(zc € Xsl-r) Vo € XI%L

—(x¢ € X|1) Vo € XFl,L

—(zc € Xp) V ~(zc € Xficp) Voe € X

To € Xsl-l—
|
To € XF1>|_
zc € Xgicr —(rc € XgicF)
| |
ze € X, {ebw, € Xip Na, € XE))

({e} 2. € Xgp Nz € X5,)

Figure 3: Decision trees for the evaluation of the conjunctive query Q.
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Hence, by the mapping 6 defined in Section 3.2 and extended in Section 4.1,
and by Theorem 3 in Section 4.1, the answer set of Q w.r.t. B by the forest of
decision trees is:

Y= {oy, = {z/Clara}, oy, := {e}}.

4.2 ABox Reasoning services for ’DE%X

In this section, we will study the decidability for the most widespread ABox
reasoning tasks relative to the DL DE%X by resorting to a general problem,
called Higher-Order Conjunctive Query Answering (HOCQA) problem, which
can be instantiated to each of them.

Specifically, let

- Vi={vi,va,...},
- Ve={erez ...},
-Va={t1t2 ...},
- Ve ={a,co,...},

- Vo ={ry,ra,...}, and

- Vcr = {p17 P2, }

be pairwise disjoint denumerable infinite sets of variables disjoint from Ind,
U{N¢(d) : d € Np}, C, Ra, and Rp. HO-DE%X-atomic formulae are expres-
sions of the following types:

R(wl,wz), P(wl,u), C(wl),
t(u), r(wy, wa), p(wy,u),
c(w1), t(u), wy = wa,

and their negations, where

- wi,ws € V;UInd,

u € Ve UU{Nc(d) : d € Np},

Risa DE%X -abstract role term,

. 4
Pisa DED’X -concrete role term,

Cisa 'Dﬁﬁx -concept term,

tisa DL’%X -data type term,

- r € Vg,
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- pevcr:
- c€V and
-t eVy.

A HO—DE‘BX -atomic formula containing no variables is said to be ground. A
HO-DE%X—liteml is a HO-DE%X-atomic formula or its negation. A HO DE;LD’X-
conjunctive query is a conjunction of HO—DE‘BX -literals. We denote with A the
empty HO-D;C%>< -conjunctive query.

Let

Viy...,Vn € Vi,

er,...,e € Ve,

ti,...,t € Vq,
Cl,...,Cm €V,
i, rk € Var,
P1s---:Pr € Var,

01,...,0n € Ind,

€dys--->ed, € U{Nc(d):de Np},
t1,...,t1 € J{Nc(d) : d € Np},
cy,...,Cp, €C,

Ri,...,R; € Ra, and
Pi,...,P, € Rp.

A substitution

o={vi/o1,...,Vn/0on,€1/€4,,.. . &5/€a,, t1/t1,...,ti/ti,c1/C1,. .., € /Chm,
rl/Rla--'7rk/Rk7p1/P17"'7ph/Ph}

is a map such that, for every HO—D[I;S’>< -literal L, Lo is obtained from L by

replacing:
- the occurrences of v; in L with o;, for i =1,... n;
- the occurrences of e, in L with dp, for b=1,...,g;

- the occurrences of tg in L with tg, for s =1,...,1;
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- the occurrences of ¢; in L with C}, for j =1,...,m;
- the occurrences of ry in L with Ry, for £ =1,... k;
- the occurrences of p; in L with P, fort =1,... h.

Substitutions can be extended to HO—Dﬁéx—conjunctive queries in the usual
way.

Let Q == (L1A...ALy,) bea HO—DE%>< -conjunctive query, and 5 a DE%X—
KB. A substitution ¢ involving ezactly the variables occurring in @ is a solution
for Q w.r.t. KB if there exists a DE%X -interpretation I such that

IEp KB and I |=p Qo.

The collection 3 of the solutions for @ w.r.t. ICB is the Higher-Order Answer
Set of Q@ w.ar.t. KB. Then the Higher-Order Conjunctive Query Answering
problem for QQ w.r.t. KB consists in finding the HO-answer set X of Q w.r.t. KB.

As remarked above, the HOCQA problem can be instantiated to significant
ABox reasoning problems such as the ones illustrated in the beginning of Chap-
ter 4.

Specifically, the instance checking problem (1.) is a specialization of the
HOCQA problem admitting HO—DE%X—conjunctive queries of the form Qo =
C(wy), with wy € Ind. The instance retrieval problem (2.) is a particular
case of the HOCQA problem in which HO—DE%>< -conjunctive queries have the
form Qrr = C(wy), where wy is a variable in V;. The HOCQA problem can
be instantiated to the role filler retrieval problem (3.) by admitting HO—D£4D’X—
conjunctive queries Qrp = R(w1,ws), with wy € Ind and wy a variable in V;.
The concept retrieval problem (4.) is a specialization of the HOCQA problem
allowing HO—DE%X—conjunctive queries of the form Qgr = c(wy), with w; €
Ind and c a variable in V.. Finally, the role instance retrieval problem (5.) is a
particularization of the HOCQA problem, where HO-D24D’X -conjunctive queries
have the form Qr; = r(w1,ws), with wy,ws € Ind and r a variable in V.

In particular, the CQA problem for DE%X is an instance of the HOCQA
problem with HO—D,C‘I]:;>< -conjunctive queries of the form (Ly A ... A Ly,), where
the conjuncts L; are atomic formulae of any of the types

R(wy,wsq), C(wy), P(wy,ur), and w; = we (or their negations),
with wy,wy € (Ind UV;) and vy € Vg UU{N¢c(d) : d € Np}. Notice also that
problems (1.), (2.), and (3.) for DE%X are instances of the CQA problem for
DLES, whereas problems (4.) and (5.) for DE%X fall outside the definition of
the CQA problem for DE%X.

We shall solve the HOCQA problem just stated by reducing it to the analo-
gous problem formulated in the context of the set-theoretic fragment 4LQSR (and
in turn to the decision procedure for 4LQSR presented in [26]). The HOCQA
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problem for 4LQSR-formulae can be stated as follows. Let ¢ be a 4LQSR-formula
and let v be a conjunction of 4LQSR-quantifier-free atomic formulae of level 0

of the types
=y, ze X!, (z,y) € X3,

or their negations.
The HOCQA problem for 1 w.r.t. ¢ consists in computing the HO answer
set of ¥ w.r.t. ¢, namely the collection ¥’ of all the substitutions ¢’ such that

(a) the support of ¢’ is a subset of the variables (of sorts 0, 1, and 3) in 1,

and
(b) ¢ Ao’ is satisfiable.

In view of the decidability of the satisfiability problem for 4LQSR-formulae,
the HOCQA problem for 4LQSR-formulae is decidable as well. Decidability of
the HOCQA problem is proved in analogous way to the decidability of the CQA
problem for 4LQSR-formulae (see Section 4.1).

Lemma 2. The HOCQA problem for 4LQSR-formulae is decidable. O

In an analogous way to the CQA problem for DE%X, the HOCQA problem
for DL’%X can be solved by a reduction to the HOCQA problem for 4LQSR-
formulae, and then by exploiting Lemma 2. The reduction is accomplished
by means of the mapping function 6 introduced in Section 3.2 and in Section
4.1 which we now extend in order to map also HO-DC‘LD’X -conjunctive queries
into 4LQSR-formulac in ONF. We exploit the resulting mapping function € in
order to map effectively the HOCQA problem from the D,C;l:;x -context into the
4LQSR-context. Given a DLE-KB KB and a DL -HO-conjunctive query Q,
by means of the mapping function @ the following 4LQSR-formulae in CNF can
be effectively constructed.

12
oxs = N\ OH) A N&
i=1

HeKB

Vg = 0(Q).

Then, it is sufficient to show that, denoting by % the HO-answer set of @
w.r.t. KB and by ¥’ the HO-answer set of ©g w.r.t. ¢, X consists of all the

substitutions ¢ involving exactly the variables occurring in @, and such that
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6(c) € ¥'. Then, since by Lemma 2 ¥’ can be computed effectively, ¥ can be

computed effectively too.

The mapping 6 is extended to HO—DE%>< -conjunctive queries as follows.

- 0(t(u)) = x4 € X,
- O(cy(wy)) =1y, € X2

c1?

- a(rl(wlan)) = <levmw2> € X3

- 0(p1(w1,u1)) = (Twy, ¥u,) € X3,
- 0(t(u)) =my, € X},

- O(=c1(wn)) = (7w, € X¢,),

- O(ry(wr, w2)) = ((Twy s Tuy) € X3),
- 0(=p1(w1,u1)) = ~((Twy, 7u,) € X)),

- 0(-t(w)) = (7w € X{).

We also extend the mapping 6 to the substitutions

o= {vi/o1,....vn/0n,e1/eq,,...,e4/€q,,c1/Ch,
ty/ty, ..t /ti,r /Ry, ..t /Ry py /Py

with
- Vi,...,Vy €V,
- eq,...,e5 €V,
- Cly.-,Cm € V¢,
-,y fg € Vap,
- P13 Pn € Ve,

- t1,...,t1 € Vg, 01,...,0, € Ind,

- €dy,---€dynt1,. .t € U{Neo(d) - d € Np},
-Cq,...,C, € C,

- Ri,...,Rr € Ra, and

- P17'°-7P]L€RD7

coesCn/C,
P/ Pn}
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by putting

0(o) :=
O({vi/o1,...Vn/0n.€1/€a,. .. 85/€q,,c1/C1,...,Cn/Cm,
ri/Ri,.. sk, /Risp1/Pry- - Pn/Prti/t1, ..., i /ti})
= {0, [Toys oo By [Tons Tey [Ty, s o s ey [Tey » Xey [ XEy s X, [ XE s

X XX XD XD X XD X XS XX /X )

1
/

=0
(5)
where
= Dy Dyyy Toyse--r Lo,y Ttyy--- Lty Tdyy--->Lq, are variables of sort 0 in
4LQSR,

- Xcll,. X! Xél, . ,Xém are variables of sort 1 in 4LQSR,

Cm?

X3, X3 X3

rypoe Fi? p1?°

of sort 3 in 4LQSR.

3 3 3 3 3 :
e Xy Xiyy ooy Xioand Xp ..o, X3, are variables

Theorem 4. Given a DE%X -knowledge base KB and o H O-Dﬁéx-conjunctifue
query Q, the HOCQA problem for Q w.r.t. KB is decidable.

Proof. Theorem 4 can be proved much along the same lines of the proof of
Theorem 3. O

. 4,
4.2.1 An algorithm for the HOCQA problem for ’DEDX

In this section, we will introduce an effective set-theoretic procedure to compute
the answer set of a HO—DE;LD’X -conjunctive query @ w.r.t. a D£4D’X -KB KB.
Such procedure, called H OCQA—D£4’X, takes as input the 4LQS§‘ 1 -translation
of KB ¢xp and the 4LQS1§£;, .-formula representing the HO—DC?‘D"X—conjunctive
query @ ¥q, and returns a KE-tableau 7Tk g, representing the saturation of KB,
and the answer set X' of 1) w.r.t. ¢xcs (namely the collection of all substitutions
o’ such that M = ¢xcp A bgo’, for some 4LQSH i -interpretation M).

Specifically, procedure HOCQA -DE%X constructs a complete KE-tableau
Tics for the expansion @i of ¢cp (cf. (2)), representing the saturation of the
DE%X -KB KB. Then, it constructs for each open branch of Tz a decision tree
whose leaves are labelled with elements of X'

In order to deal with literals of type x = y, we slightly modify the definitions

concerning the KE-tableau introduced in Section 4.1.1.
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Specifically, let 7 be a KE-tableau as defined in Section 4.1.1. A branch
¥ of T is closed if it contains either both A and —A, for some formula A, or
a literal of type —(z = z). Otherwise, the branch is open. A KE-tableau is
closed if all its branches are closed. A formula 81 V ...V B, is fulfilled in a
branch ¢, if §; is in ¢, for some ¢ = 1,...,n. A branch ¢ is fulfilled if every
formula 5y V...V B, occurring in ¥ is fulfilled. A KE-tableau is fulfilled if all
its branches are fulfilled. A formula, or a branch, or a KE-tableau that is not
fulfilled is said to be unfulfilled. A branch ¢ is complete if either it is closed or it
is open, fulfilled, and it does not contain any literal of type z = y, with x and y
distinct variables. A KE-tableau is complete (vesp., fulfilled) if all its branches
are complete (resp., fulfilled or closed).

In addition, let ¥ be a branch of a KE-tableau. We denote with <y an
arbitrary but fixed total order on the variables in Varg(19).

Procedure H OCQA-DE%X takes care of literals of type x = y occurring in
the branches of Txp by constructing, for each open and fulfilled branch ¢ of
T a substitution oy such that ¥Yoy does not contain literals of type = = y
with distinct x,y. Then, for every open and complete branch 9" := 9oy of
Txn, procedure H OCQA-D,C‘ID’>< constructs a decision tree Dy, such that every
maximal branch of Dy, induces a substitution ¢’ such that ocyo’ belongs to the
answer set of ¢ with respect to ¢xz. The decision tree Dy: built by procedure
HOC’QA-DLZ;S’>< significantly differs from the definition given in Section 4.1.1
as it allows one to deal with HO-conjunctive queries and with literals of type
x=1y.

Specifically, Dy is defined as follows.

Let d be the number of literals in ¢g. Then Dy is a finite labelled tree of
depth d + 1 whose labelling satisfies the following conditions, for i =0,...,d:

(i) every node of Dy at level ¢ is labelled with (o7}, ¥goyoy}); in particular, the
root is labelled with (o(, ¥qosa(), where of is the empty substitution;

(ii) if a node at level ¢ is labelled with (o}, %gog0o}), then its s successors, with
s > 0, are labelled with

(1684 iQoa(lel™)). ., (1" wauo(otol ™)),

where g;11 is the (i+1)-st conjunct of yygogo; and S,,, | = {of**, ..., 0"}

is the collection of the substitutions

0= {.77,,1/.7701, T 7‘7"7)7@/'77070’)(:1 /Xé’lv' e 7Xim/Xé’mv

0 W e s g (6)
X2 /X% X2 X XD XD X XP Y

with



1:
2
3:
4:
5
6

]

10:

11:
12:
13:
14:

15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
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- {xvu cee 7$Un} = VarO(Q’i+1)a
— {X(}l, . ,X(}m} = Var;(gi41), and

—{X3,... X3 X7, ... X} } =Vars(giy1)

such that ¢ = ¢; 110, for some literal ¢ on ¥'. If s = 0, the node labelled
with (o}, 1goyo?) is a leaf node and, if i = d, oyo] is added to ¥’. In this
case, the leaf node is contained in a non failing-branch and the substitution

oy0; is a match for the query 1.
4%
We are now ready to present the procedure HOCQA-DL".

procedure HOCQA—Dﬁ%X (Yq,Px5);

=0
- let @k be the expansion of ¢xp (cf. (2));
Tks = Prs;

while Txp is unfulfilled do
- select an unfulfilled open branch ¥ of Txg and an unfulfilled formula
B1V...V By, in ¥
if S]E is in ¢, for some j € {1,...,n} then
- apply the E-Rule to 81 V...V 3, and S]-B on v;
else
- let B? be the collection of the formulae By, .., 8, present in ¥ and
h the lowest index such that 3, ¢ BE;
- apply the PB-rule to /3, on v;
end if;
end while;
while Ti has open branches containing literals of type x = y, with distinct
z and y do
- select such an open branch 9 of Txg;
oy := € (where € is the empty substitution);
Eq, := {literals of type = = y, occurring in ¥};
while Eq, contains & = y, with distinct z, y do
- select a literal = y in Eq,, with distinct z, y;
z = minc,(z,y);

oy =0y - {z/2,y/2};

Eqy := Eqyou;
end while;
Y := doy;

if ¥ is open then
- initialize S to the empty stack;
- push (€,9goy) in S;
while § is non-empty do
- pop (0’,hgoga’) from S;
if Yoo’ # X then
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31: - let g be the leftmost conjunct of Ygoyo’;
32: Yoogo' :=pgoyo’ deprived of g;

33: Litgf :={t € ¥ :t = qp, for some substitution p};
34: while Litg is non-empty do

35: -let t € Lity , t = qp;

36: Lityy = Lity \ {t};

37: - push (o'p,goga’p) in S;

38: end while;

39: else

40: Y =% U{oso'};

41: end if;

42: end while;

43: end if;

44: end while;

45: return (Tks,X');

46: end procedure;

For each open branch ¢ of Txp, the procedure H OC’QA—’DL',%X computes
the corresponding Dy by constructing a stack of its nodes. Initially the stack
contains the root node (€,9goy) of Dy, as defined in condition (i). Then,
iteratively, the following steps are executed. An element (¢’,¢¥qoyo’) is popped
out of the stack. If the last literal of the query ¢ has not been reached, the
successors of the current node are computed according to condition (ii) and
inserted in the stack. Otherwise the current node must have the form (o', \)
and the substitution oyo’ is inserted in ¥’. Notice that, in case of a failing
query match, the set Litg computed at step 33 is empty. Since the while-loop
34-38 is not executed, no successor node is pushed in the stack. Thus, the failing
branch is abandoned and the procedure selects another branch by popping one
of its nodes from the stack.

We now provide an example of execution of the procedure H OCQ,)A-D,C;;’><
with input a HO-conjunctive query and a knowledge base. Let us consider
the knowledge base KB (3) used in the example of Section 4.1.1. The KE-
tableau for CB constructed by the procedure H: OCQA-DL%X is the same as the

. . . e 4,
one illustrated in Figure 2. We give in input to the procedure H OCQA-DL'DX

the HO-DLG"-conjunctive query Q = ¢(x), whose corresponding 4LQS§£BX-
representation is the formula g = z, € X!. The forest of decision trees

constructed by the procedure H OC*QA—DL‘le’X is shown in Figure 4.
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—(z¢c € Xsl-l—) Ve € XFl,L

—(z¢ € Xll) Vzo € XF1>|_

~(zc € Xp )V ~(zc € Xgicp) Vae € Xg,

To € Xsl-r
|
ro € XFl,L
rc € Xiicr —(zc € X¢ cp)
| |
vo € XY ({e}, o € X2)

| (s /w0, X1/ X}, A)

({e},z. € X}) o
({x./zo, X2/ X A) (az/me, Xe/XpL}A)

({z:/2c, X2/ Xpr )
{z:/zc, X&/XELCF}a A)
<{£L‘z/l‘c, Xcl/X};‘L}v )‘>

Figure 4: Decision trees for the evaluation of the HO-conjunctive query Q.

Finally, as shown in Figure 4, by the mapping 6 defined in Section 3.2 and
extended in Section 4.1 and in Section 4.2, and by Theorem 4 in Section 4.2,
the answer set of QQ w.r.t. 5 computed by the procedure H OCQA—DL?D’X is the
following:

Y= {0}, = {z/Clara,c/Studente}, o3, := {x/Clara,c/PizzaLover},
oy, = {z/Clara,c/EatLowCalFood}, o, = {x/Clara,c/Slim},
oy, = {z/Clara, c/Studente}, o := {x/Clara,c/PizzaLover}} .

4.2.1.1 Correctness of the procedure HOCQA-D,C;I:;X

Correctness of the procedure HOCQA-DL’%X follows from Theorems 5 and 6,
which show that ¢xp is satisfiable if and only if 7xp is a non-closed KE-tableau,
and from Theorem 7, which shows that the set ¥’ coincides with the HO-answer
set of g w.rt. ¢xp. Theorems 5, 6, and 7 are stated below. In particular,

Theorem 5 requires the following technical lemmas.
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Lemma 3. Let ¥ be a branch of Tipg selected at step 15 of Procedure HOCQA-
DC%X (bq.,oxB), let oy be the associated substitution constructed during the exe-
cution of the while-loop 18-23, and let M = (D, M) be a 4LQS§LBX -interpretation

satisfying . Then
Mz = Moy, for every x € Vary(9), (7)

is an invariant of the while-loop 18-23.

Proof. We prove the thesis by induction on the number i of iterations of the
while loop 18-23 of the procedure HOCQA-DLE (¢¥q,¢is). For simplicity, we
indicate with o,(;) and with Eq((fg the substitution oy and the set Eg,,calculated
at iteration ¢ > 0, respectively.
If i = 0, then 01(90) is the empty substitution e and thus (7) trivially holds.
Assume by inductive hypothesis that (7) holds at iteration i > 0. We want
to prove that (7) holds at iteration i + 1.

At iteration i+1, ag’+1> = al(;)'{x/z, y/z}, where z = mine  {z,y}and z =y

is a literal in Eq,(;g? with distinct x,y. We assume, without loss of generality,
that z is the variable = (an analogous proof can be carried out assuming that
z is the variable y). By inductive hypothesis, Mw = M waf;) for every w €
Varg(9). If waf;) € Varg(¥) \ {y}, plainly wagi) and waffﬂ) coincide and thus
M wagi) =M wa,gH_l). Since Mw = M wal(;), it follows that Mw = M waffﬂ).

(#)
9

If woy’ coincides with y, we reason as follows. At iteration ¢ + 1 variables

x,y are considered because the literal x = y is selected from Eq((,ig. Ifx=yis
a literal belonging to 1, then Ma = My. Since waf;) coincides with y, waf;H)
coincides with z, My = Mx, and Mw = M waq(;) (by inductive hypothesis),
then Mw = M wofﬁ'l). If x = y is not a literal occurring in ¢, then ¥ must
contain a literal ' = 3’ such that, at iteration ¢, x coincides with z’ 01;) and
y coincides with y’ol(f). Since Mx' = My, Mx' = Mz’ 07(;) (by inductive
hypothesis), and My = My’ (rg), then M2z = My and thus, by reasoning as
above, Mw = M waffﬂ). Hence, (7) is an invariant of the loop, as we wished

to prove, since it holds at each iteration of the while-loop. O

Lemma 4. Let Ty, ..., Ty be a sequence of KE-tableaux such that To = ®xp and
where T;11 is obtained from T; by applying either the rule of step 8, or the rule
of step 11, or the substitution of step 24 of Procedure HOC’QA—DE?‘D’X (g, 9x8),
fori=1,...;h — 1. If T; is satisfied by a 4LQS§‘L§jx -interpretation M, then

Tit1 is satisfied by M as well, fori=1,...,h — 1.

Proof. Let M = (D, M) be a 4LQSR-interpretation satisfying 7;. Then M
satisfies a branch ¢ of 7;. In case the branch 9 is different from the branch
selected at step 6 (if the E-rule (step 8) or the PB-rule (step 11) is applied),
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or at step 3 (if a substitution for handling equalities at step 24 is applied), ¥
belongs to T;41 and therefore T;,; is satisfied by M. In case 9 is the branch
selected and modified to obtain 7;41, we have to consider the following distinct

cases.

e The branch ¥ has been selected at step 6 and thus it is an open not yet
tulfilled branch. Then, if step 8 is executed, the E-rule is applied to an
unfulfilled formula 87 V ...V S, and to the set of formulae Sf on the
branch ©} generating the new branch ¥’ := ¥; ;. Plainly, if M [= 9, then
MEBV...VE, ME Sjﬁ and, as a consequence, M | ;. Thus
M = ¥, so that M satisfies T;41. If step 10 is performed, the PB-rule
is applied on ¥ originating the branches (belonging to T; 1) ¥ := 9; 3,
and 9" := ¥; By. Since cither M = B, or M |= B, then M = ¥’ or
M = 9”. Thus M satisfies T; 41, as we wished to prove.

e The branch 9 has been selected at step 14 and thus it is an open and
fulfilled branch not yet complete. Once step 24 is executed, the new
branch Joy is generated. Since M =9 and, by Lemma 3, Mz = Mzoy,
for every x € Vary(), then M |= Joj, so that M satisfies T;41. Thus
the thesis follows. O

Then we have:
Theorem 5. If ¢xcp is satisfiable, then Tip is not closed.

Proof. Let us assume by contradiction that 7xp is closed. Since ®xp is satis-
fiable, there exists a 4LQSR-interpretation M satisfying every formula of ®xz.
Thanks to Lemma 4, any KE-tableau for ® x5 obtained by applying either step
8, or step 11, or step 24 of the procedure HOCQA—DE%X is satisfied by M.
Thus Txp is satisfied by M as well. In particular, there exists a branch 4. of
Ticp satisfied by M. Since by hypothesis Txp is closed, then the branch 9. is
closed as well and thus, by definition, it contains either both A and —A, for
some formula A, or a literal of type —(x = x). As the branch ¥ is satisfied by
M, then either M | A and M | —A, or M | —(x = ), contradicting the
hypothesis. Thus, the KE-tableau Tx 3 is not closed. O

Theorem 6. If Tip is not closed, then ¢xg is satisfiable.

Proof. Since T is not closed, there exists a branch 9 of Txs which is open
and complete. The branch ¢’ is obtained during the execution of the procedure
H OC'QA—DL'%X from an open fulfilled branch ¥ by applying to © the substitution
oy constructed during the execution of step 14 of the procedure. Thus, ¥ = Joy.
Since each formula of @iz occurs in ¥, showing that ¢ is satisfiable is enough

to prove that @y is satisfiable.
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‘We now construct a 4LQS§£4D «-interpretation My satisfying every formula
X occurring in ¢ and thus ®xz. The interpretation My = (Dy, My) is defined

as follows.
e Dy :={x0y : x € Varg(9)};
o Myx = xoy, € Vary(9);
o MyX':={xoy:x e X! occurs in 9}, X! € Var(9);
o MyX? = {{xoy,yoy) : (x,y) € X> occurs in ¥}, X3 € Varz(0).

We will show that My satisfies each formula in 9. The proof is carried out
by induction on the formula structure and cases distinction. Let us consider, at
first, a literal x = y occurring in ¢. By the construction of oy described in the
procedure, zoy and yoy have to coincide. Thus Myx = xoy = yoy = Myy and
then My =z =y.

Next, we consider a literal —=(z = w) occurring in . If zoy and woy coincide,
namely they are the same variable, then the branch ¢ = Yoy must be a closed
branch, against the hypothesis. Thus zoy and woy are distinct variables and
therefore Myz = zoy # woy = Myw. Hence My [ z = w, and finally
My E —(z = w), as we wished to prove.

Let z € X! be a literal occurring in ¢. By the definition of My, we have
roy € MyX', namely Myx € MyX'. Thus My = = € X! as desired.
If ~(y € X*') occurs in ¥, then yoy ¢ MyX'. Assume, by contradiction that
yog € MyX'. Then there is a literal z € X! in ¥ such that zoy and yoy coincide.
In this case the branch ¥, obtained from ¥ by applying the substitution oy,
would be closed, contradicting the hypothesis. Thus yoy ¢ My X! implies that
Myy ¢ MyX", so that My £y € X1, ie., My = —(y € X1).

If (z,y) € X3 is aliteral on ¥, then by the very definition of My, (xoy, yos) €
My X3, that is (Myxz, Myy) € MyX?, so that My |= (z,y) € X>.

Let —((z,w) € X?) be a literal occurring on ¥, and assume that (zoy, woy) €
MyX3. Then there is a literal (z/,w’) € X? in 9 such that zoy coincides with
Z'oy and woy coincides with w’oy. But then, the branch ¥/ = Yoy would
be closed, contradicting the hypothesis. Thus, (zog,woy) ¢ MyX?>, that is
(Myz, Mgw) ¢ MyX3. Hence My [~ (z,y) € X3, and finally My = —((z,y) €
X3).

Let B = (1 V...V be a disjunction of literals in . Since ¢ is fulfilled, j is
fulfilled too and, therefore, 9 contains a disjunct f; of 3, for some i € {1,...,k}.
By inductive hypothesis, My = 3;, hence My = 5.

We have shown that My satisfies each formula in ¥ and, in particular the

formulae in ®xp. It turns out that ®p is satisfiable, as we wished to prove. [
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It is easy to check that the 4LQS§CBX—interpretation My defined in The-
orem 6 satisfies ¢xp, a collection of 4LQS§C3X -purely universal formulae and
of 4LQS§£4D .-literals corresponding to a DE%X—KB KB and, therefore, that the

following corollary holds.
Corollary 6.1. If Tip is not closed, then ¢xp is satisfiable.

In what follows, we state and prove a technical lemma which is needed in

the proof of Theorem 7.

Lemma 5. Let ¥g = ¢ A ... ANgqq be a HO-4LQSR-conjunctive query, let
(T, ') be the output of HOCQA—DL'%X, and let ¢ be an open and complete

branch of Txi. Then, for any substitution o', we have
/ / / / !
o ey <= {qo',....,qu0'} TV

Proof. If o' € ¥', then ¢’ = oyol; and the decision tree Dy contains a branch
n of length d + 1 having as leaf (¢7;, ). Specifically, the branch 1 comprises the

nodes

(6,q109 A ... Aqaoy), (PN, qeaop™ Ao Aqaogp™), ..., (b ... p@ N,
and hence o’ = ogpM) ... pd,

Consider the node
(P pUH g aopp™) L pUTD AL A quogp™) L plHD)
obtained from the father node

(P . D qii109p™ L pD A LA qaogp™ .. p®)
since qip109p™M ... p = t, for some t € ©. The literal ¢ 4109p") ... p" is
ground, therefore it coincides with g;410’. Thus ¢;110" = t, and hence ¢; 10" €
9. Given the generality of ¢ = 0,...,d — 1, we have {q10’,...,qq0'} C ¥, as
we wished to prove.

To prove that if {q107,...,qq0’'} C ¥ then ¢’ € ¥’, we have to show that the
decision tree Dy constructed by the procedure HOC’QA-DE%>< has a branch
n of length d + 1 having as leaf a node (07, A) such that ¢’ = oyol, (where
oy is the the substitution determined by the procedure IJOCQ%!—DL‘A,jX such
that ¢ = doy). Let (e,q1o9 A ... A gqog) be the root of the decision tree
Dy:. At step 29 of the procedure, the node (e,q109 A ... A qqo9) is popped out
from the stack and the conjunct ¢ = q10y is selected. Then, all the elements
of the set Litg are considered, namely all the literals ¢ in ¢ such that ¢t =
q1o9p, for some substitution p. Among them, we have also the substitution
q10’ = qiogo’,. Thus, we put pM = o), and at step 37 the procedure pushes
the node (07}, g2090) A ... A gaogol)) in the stack. Then, also the conjuncts

§2090), ... ,qq090) are processed sequentially. Since each of them coincides
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with a literal on ¥, we have that p? = ... = p(¥ = e. Considering that

ole = o/}, the procedure builds the sequence of nodes
(6, quo9 A ... Nqaoy)

(0h, q2o90y A ... A qaoyoly)

(UZI? 4doy U;l)
(0q: M)

constituting a branch 7 of length d + 1 of Dy. Since 7 has as leaf node (o7, \),

then oyol), = 0’ € ¥/, as we wished to prove. O]

Theorem 7. Let Y/ be the set of substitutions returned by the procedure HOCQA-
DE%X (Vq, ¢xB). Then X' is the HO answer set of g w.r.t. ¢xs.

Proof. To prove the theorem, we show that the following two assertions hold.
1. If o’ € ¥/, then ¢’ is an element of the HO answer set of ¢g w.r.t. ¢xg.
2. If ¢’ is a substitution of the HO answer set of ¢)g w.r.t. ¢x, then o’ € ¥'.

We prove assertion (1.) as follows. Let 0/ € ¥’ and let ¥ = ¢¥oy be an open
and complete branch of 7xz such that Dy, contains a branch 7 of d + 1 nodes
whose leaf is labelled (o7, \), where ¢/, is a substitution such that ¢’ = oy07.
By Lemma 5, {¢107,...,q40'} C . Let My be a 4LQS§CBX-interpretation
constructed as shown in Theorem 6. We have that My | q;o’, fori=1,...,d
because {q10’,...,q40'} C ¥ holds. Thus My = go’, and since My |= ¢z,
My = ¢k A pgo’ holds. Hence ¢’ is a substitution of the answer set of g

w.r.t. ¢xp. To show that assertion (2.) holds, let us consider a substitution o’

R
DLy

interpretation M = ¢k AYgo’. Assume by contradiction that ¢’ ¢ X', Then,
by Lemma 5, we have {q10,...,qq0'} € ', for every open and complete branch

belonging to the answer set of ¢g w.r.t. ¢xp. Then there exists a 4LQS

¥ of Tcg. In particular, given any open complete branch ¥ of T, there is an
i €{1,...,d} such that g;0’ ¢ ¥ = doy and thus My [~ q;0’.

By the generality of ¥/ = doy, every My satisfying T (and therefore also
¢xi) does not satisfy 1go’. Since we can prove that M |= ¢xpAtbgo’, for some
4LQS§C;.) «-interpretation M, by restricting our interest to the interpretations
My of ¢xp defined in the proof of Theorem 6, it turns out that ¢’ is not
a substitution belonging to the answer set of ¥ w.r.t. ¢xp, a contradiction.
Thus, the assertion (2.) holds. Finally, since the assertions (1.) and (2.) hold,
Y’ and the answer set of ¥g w.r.t. ¢xp coincide and the thesis holds. O
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4.2.1.2 Termination of the procedure HOCQA-D£4D’><

Termination of the procedure HOC’QA—DE%X is based on the fact that the
while-loops 5-13 and 14-44 terminate.

Concerning termination of the while-loop 5-13, the proof is based on the
following two facts. The E-Rule and PB-Rule are applied only to unfulfilled for-
mulae on open branches and tend to reduce the number of unfulfilled formulae
occurring on the considered branch. In particular, when the E-Rule is applied
on a branch ¢, the number of unfulfilled formulae on 1 decreases. In case of
applications of the PB-Rule to a formula g = 3, V...V B, on a branch, the
rule generates two branches. In one of them the number of unfulfilled formulae
decreases (because 8 becomes fulfilled). In the other one the number of unful-
filled formulae remains constant but the subset B? of {B,,...,5,} occurring
on the branch gains a new element. Once |BB| gets equal to n — 1, namely
after at most n — 1 applications of the PB-rule, the E-rule is applied and the
formula 8 = 81 V...V B, becomes fulfilled, thus decrementing the number of
unfulfilled formulae on the branch. Since the number of unfulfilled formulae on
each open branch gets equal to zero after a finite number of steps and the E-rule
and PB-rule can be applied only to unfulfilled formulae on open branches, the
while-loop 5-13 terminates.

Concerning the while-loop 14-44, its termination can be proved by observing
that the number of branches of the KE-tableau resulting from the execution of
the previous while-loop 513 is finite and then showing that the internal while-
loops 1823 and 2842 always terminate. Indeed, initially the set Eq, contains
a finite number of literals of type x = y, and oy is the empty substitution.
It is then enough to show that the number of literals of type © = y in Eqy,
with distinct @ and y, strictly decreases during the execution of the internal
while-loop 18-23. But this follows immediately, since at each of its iterations
one puts oy = oy - {x/z,y/z}, with z := min. (2, y), according to a fixed total
order <y over the variables of Varg(¢) and then the application of oy to Eqy
replaces a literal of type © = y in Eqy, with distinct  and y, with a literal of
type © = x. The while-loop 28-42 terminates when the stack S of the nodes
of the decision tree gets empty. Since the query g contains a finite number
of conjuncts and the number of literals on each open and complete branch of
Tics is finite, the number of possible matches (namely the size of the set Litg )
computed at step (C) is finite as well. Thus, in particular, the internal while-
loop 34-38 terminates at each execution. Once the procedure has processed the
last conjunct of the query, the set Litg of possible matches is empty and thus
no element gets pushed in the stack S anymore. Since the first instruction of
the while-loop at step (¢) removes an element from S, the stack gets empty after
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a finite number of “pops”. Hence, the procedure H OC'QA—DE%X terminates, as

we wished to prove.

. 4,
4.2.1.3 Complexity of the procedure HOCQA-DLy"

We now provide some complexity results.

Let 7 be the maximum number of universal quantifiers in each S; (i =
1,...,m), and put k := |Varg(¢xp)|. Then, each S; generates at most k" ex-
pansions. Since the knowledge base contains m such formulae, the number of
disjunctions in the initial branch of the KE-tableau is bounded by m - k". Next,
let ¢ be the maximum number of literals in each S;. Then, the height of the
KE-tableau (which corresponds to the maximum size of the models of ®xp
constructed as illustrated above) is O(¢mk”™) and the number of leaves of the
tableau, namely the number of such models of ®x 5, is O(2¢*"). Notice that the
construction of Eqy and of oy in the lines 1623 of the procedure H OCQA—DE%X
takes O(¢mk™) time, for each branch o).

Let n(Txn) and A(Teg) be, respectively, the height of Tk and the number
of leaves of T computed by the procedure H OCQA—DE%X. Plainly, n(Txs) =
O(fmk™) and N(Txg) = O(2™"), as computed above. It is easy to verify
that s = O(¢mk") is the maximum branching of Dy. Since the height of Dy
is h, where & is the number of literals in 1), and the successors of a node are
computed in O(¢mk") time, it follows that the number of leaves in Dy is O(s") =
O((¢mk")"), so that they are computed in O(s" - tk" - h) = O(h - (¢mk")+1)
time. Finally, since we have A(Txg) of such decision trees, the answer set of 9
w.r.t. ¢xcp is computed in time

O(h - (bmk™)PHD - X\(Tieg)) = O(h - (bmkr)(hH1) . 2tmk™y,

Since the size of ¢xp and of Yo are related to those of KB and of @), respec-
tively (see the proof of Theorem 4), the construction of the HO-answer set of @
with respect to B can be done in double-exponential time. In case KB contains
neither role chain axioms nor qualified cardinality restrictions, the complexity of
the HOCQA problem is in EXPTIME, since the maximum number of univer-
sal quantifiers in ¢xp is a constant (in particular r = 3). The latter complexity
result is a clue of the fact that the HOCQA problem is intrinsically more dif-
ficult than the consistency problem (the latter proved to be NP-complete in
Section 3.1). This is motivated by the fact that the consistency problem simply
requires to guess a model of the knowledge base whereas the HOCQA problem
forces the construction of all the models of the knowledge base and to compute
a decision tree for each of them.

We remark that such result compares favourably to the complexity of the

usual CQA problem for a wide collection of description logics such as the Horn
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fragment of SHOZQ and of SROZQ, respectively, EXPTIME- and 2EXP-
TIME-complete in combined complexity (see [101] for details).

4.2.2 An efficient variant of the KE7-tableau system

In this section, we will present an efficient variant of the KE-tableau system
for sets of universally quantified clauses, where the KE-tableau-elimination rule
is generalized in such a way as to incorporate the -rule. The novel system,
called KE7-tableau, turns out to be an improvement of the system introduced
in Section 4.2.1 and of the standard first-order KE-tableau [35].

Before presenting the novel procedures C’onsistency-DL',;lD’X and
HOCQAY-DLY" which solve the consistency problem of DLy -KBs and
the HOCQA problem for ’DE;S’X, respectively, it is convenient to give various
useful definitions and notations.

The procedure Consistency-DLy" takes as input a 4LQSR-formula ¢z, rep-
resenting a DE%X -KB, and checks its consistency. If ¢xp is consistent, the proce-
dure Consistency-DE;g’X builds a KE-tableau Tx g, whose distinct open and com-
plete branches induce the models of ¢xi. Then the procedure H OCQ%W-DL’%><
computes the answer set of a given 4LQSR-formula ¥q, representing a HO-
D[%X -conjunctive query @ with respect to ¢xp by means of a forest of decision
trees based on the branches of the KE-tableau Ti 5, computed by the procedure
C’onsistency-Dﬁ‘BX with input ¢xg.

Before presenting the procedures to be given next, we shortly introduce the
variant of KE-tableau called KE7-tableau.

Let ® = {Ci,...,C,}, where each C; is either a 4LQS§L4D,x-literal of the
types illustrated in Table 9 or a 4LQS§ ¢+ -purely universal quantified formula
of the form (Va1) ... (Vz)(B1 V...V By), with 81,..., 5, 4LQS§EBX—literalS. A
tableau T is a KE7-tableau for ® if there exists a finite sequence 71, ..., T; such
that:

(i) 71 is the one-branch tree consisting of the sequence Cy,...,C,,
(ii) 7t =T, and

(iii) for each ¢ < t, T;y1 is obtained from 7; either by an application of one of
the rules (E7-Rule or PB-rule) in Figure 5, or by applying a substitution
o to a branch ¢ of 7; (in particular, the substitution o is applied to each
formula X of ¥, and the resulting branch will be denoted with ¥o).
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v ST
E7-rule
Bt A i PB-rule
where ; i
’[p = (V.’I,‘l) - (me)(ﬁlv . \/,Bn), Where A s hteral
T:i= {333/9501 ce wm/xom}7
and SﬂiT = {BlTa "'anT} \

{B;7}, fori=1,..,n

Figure 5: Expansion rules for the KE7-tableau.

In the definition of the E7-Rule reported in Figure 5, we have:

(a) 7 := {x1/T0y ... Tm /o, } is & substitution such that xy,...,x,, are the
quantified variables in ¢ and x,,, ..., 2,, € Varg(®);

(b) 8P = {B,7,....B,7} \ {B;7} is a set containing the complements of all
the disjuncts 51, ..., 8, to which the substitution 7 is applied, with the
exception of the disjunct 3;.

Let 7 be a KE7-tableau. A branch 9 of T is closed if either it contains
both A and —A, for some formula A, or a literal of type —(z = x). Otherwise,
the branch is open. A KE7-tableau is closed if all its branches are closed.
A formula ¢ = (Vz1)... (Vo) (81 V ... V B,) is fulfilled in a branch ¢, if ¢
contains S;7, for some i = 1,...,n and for all 7 having as domain the set
QVarg(y) = {z1,...,T,} of the quantified variables occurring in ¢ and as
range the set Varg(«)) of the variables of sort 0 occurring free in 9. Notice that,
since the procedure Consistency—DE%X to be defined next does not introduce
any new variable, Varg(d) coincides with Varg(¢xg), for every branch ¢. A
branch 9 is fulfilled if every formula ¢ = (Vxy) ... (V2 )(B1 V...V By) occurring
in ¥ is fulfilled.

A KE7-tableau is fulfilled if all its branches are fulfilled. A formula, or a
branch, or a KE”-tableau that is not fulfilled is said to be unfulfilled. A branch ¥
is complete if either it is closed or it is open, fulfilled, and it does not contain any
literal of type x = y, with = and y distinct variables. A KE7-tableau is complete
(resp., fulfilled) if all its branches are complete (resp., fulfilled or closed).

A 4LQS§CBX-interpretation M satisfies a branch ¢ of a KE”-tableau (or,
equivalently, 9 is satisfied by M), and we write M | 9, if M | X, for every
formula X occurring in .

A 4LQS§L‘.6X -interpretation M satisfies a KE7-tableau T (or, equivalently,
T is satisfied by M), and we write M |= T, if M satisfies a branch 9 of T.

A branch 9 of a KE7-tableau T is satisfiable if there exists a 4LQSE

i
DLy

interpretation M that satisfies ¥. A KE7-tableau is satisfiable if at least one of
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its branches is satisfiable.

1:
2
3:
4:
5
6

10:
11:
12:
13:

14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:

26:
27:
28:
29:
30:
31:
32:
33:

The procedures Consistency-DLyY and HOCQAY-DLE* are shown next.

procedure Consistency-DLE" (éxs)

D :={¢: ¢ is a conjunct of gxp};
Txs = Pxs;
£ :=0;
while T is unfulfilled do
- select an unfulfilled open branch ¥ of Txg and an unfulfilled formula
Y= (z1)...(Vom)(B1 V...V Bn) in ¥
253 ={7:7={x1/%0oy, -y Tm /%o, } }, where {x1,...,2m} = QVaro(¢)
and {Zo,, ..., To,, } € Varo(¢xn);
for 7 € 253 do
if 8,7 ¢ ¥, for every i = 1,...,n then
if S77 is in ¥, for some j € {1,...,n} then
- apply the E”-Rule to 3 and Sf" on V;
else
- let B®™ be the collection of literals Bl T, ... ,Bnr present in 9
and let i be the lowest index such that 8,7 ¢ Bﬁ";
- apply the PB-rule to Bhr on J;
end if;
end if;
end for;
end while;
for 9 in Txr do
if ¥ is an open branch then
oy := € (where € is the empty substitution);
Eq, := {literals of type & = y, occurring in ¥};
while Eq, contains z = y, with distinct x, y do
- select a literal = y in Eq,, with distinct z, y;
z = minc, (v,y) (with <z, an arbitrary but fixed total order on
Varg(¢xs));
oy =0y - {x/z,y/z};
Eqy := Eqyov;
end while;
E=EU{(¥,00)};
Y = doy;
end if;
end for;

return (735, E);

34: end procedure;
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1: procedure HOCQAA’-DKBX (¥a, &)

2 =0

3 while £ # () do

4 - let (9,009) € &;

5: - = Yoy;

6 - initialize S to the empty stack;
7 - push (e,9¥qoy) in S;

8 while S is not empty do

9: - pop (¢0/,%gopc’) from S;
10: if Yoogo’ # X then

11: - let g be the leftmost conjunct of Ygoyo’;
12: Yoogo’ = Pgoyc’ deprived of g;

13: Litl = {t € ¥ : t = gp, for some substitution p};
14: while Lit’q9 is not empty do

15: -lett € Lit};, t = qp;

16: Lith = Lit? \ {t};

17: - push (¢/p,vgosa’p) in S;

18: end while;

19: else

20: ¥ =¥ U{oso’'};

21: end if;

22: end while;

23: E:=E\{(W,00)};

24: end while;
25: return ¥';

26: end procedure;

98

As example of execution of the procedure Consistency—DL]g‘X, we consider
the knowledge base KB (3) used in the example of Section 4.1.1. We recall that
the 4LQSE ... -formula representing KB in set-theoretic terms is the following:

4,
DLFS

dxs =(Vz)(—(z € X37) Vo € Xp)A
(V) (~(y € X{') Vy € Xp)A
(V2)(~(z € Xp) V (2 € Xgicp) V 2 € Xg)A

The KE-tableau returned by the procedure Consistency—Dﬁ%X with input

o is illustrated in Figure 6.
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(V) ((x € Xr) Vo € Xb)

(Vy)(~(y € X)) Vy e X}))

(V2)(~(2 € Xp ) V(2 € Xgicp) V2 € Xg1)

To € XI%L
/PB—RulN
zc € Xgicr ~(zc € Xgicr)
E-Rule ‘ Complete
ro € Xle
Complete

Figure 6: KE"-tableau for ¢xpg.

4.2.2.1 Correctness of the procedures Consi.stency-'DLff]f)’X
and HOCQA"-DLY

Correctness of the procedure C’onsistency-DC‘Bx follows from Theorems 8 and
9, which show that ¢xp is satisfiable if and only if Txpg is a non-closed KE7-
tableau, whereas correctness of the procedure 1'1VOC'QAAY-D,C4D’>< is proved by
Theorem 10, which shows that the output set ¥’ is the HO-answer set of 1o
w.r.t. ¢oxs.

Before stating (and proving) Theorems 8, 9, and 10, we prove the following
technical lemmas, which are needed for the proof of Theorem 8.

Lemma 6. Let ¥ be a branch of Tixp selected at step 19 of procedure
Consz‘stencg,/—DL'f]lj>< (okB), 09 the associated substitution constructed during the
execution of the while-loop 23 28, and M = (D, M) a 4LQSR-interpretation
satisfying . Then,

Mz = Mzoy, for every x € Varg(9), (8)

is an invariant of the while-loop 23-28.

Proof. The thesis is proved by induction on the number 4 of iterations of the
while-loop 23-28 of the procedure HOCQA’Y-Dﬁ;ljX (¥g,¢xB) in an analogous
way to the proof of Lemma 3 in Section 4.2.1.1. O

Lemma 7. Let Ty, ..., Ty be a sequence of KE?-tableauz, where To = ¢xp, and
Tit1 is obtained from T; by applying either the rule of step 11, or the rule of
step 14, or the substitution of step 30 of procedure Consistency-Dﬁ%X (o), for
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i=1,...,h—=1. IfT; is satisfied by a 4LQS§C3 -interpretation M., then T;11 is
satisfied by M as well, fori=1,...,h — 1.

Proof. Let M = (D, M) be a 4LQS§£BX—interpretation satisfying 7;. Then M
satisfies a branch 9 of 7;. In case the branch ¢ is different from the branch
selected at step 5, if the E7-Rule (step 11) or the PB-rule (step 14) is applied,
or if a substitution for handling equalities (step 30) is applied, ¥ belongs to
Ti+1 and therefore 7 is satisfied by M. In case ¥ is the branch selected and

modified to obtain 7;;1, we have to consider the following two cases.

The branch 9 has been selected at step 6 (and thus it is an open branch
not yet fulfilled): Let ¢» = (Vz1)... (V2 )(B1 V...V 5,) be the unfulfilled
formula selected in ¥, and 7 = {@1/%0,,...,2m /T, } the substitution in 255
chosen at step 8. If 3,7 € 0, for some i = i,...,n, then step 8 proceeds with
the next iteration. Otherwise, if step 10 is executed, the E7-Rule is applied to
the formula v = (Vz1)... (Von)(B1 V... V B,) and to the set of formulae S].BT
on the branch 9, generating the new branch ¢ := ¥; 8;7. Since M = 9, we
plainly have that M =4 = (Vzy1)...(Vo,)(B1 V...V (,) and M |= SJ-BT.

Since M = (7 , we have that Mz /Mz,,,...,zm/Mz,,]| = B;, for
je{1,...,n}\ {i}.

Considering that

MEY=Nz1)...(Ve) (B V...V Bn),

then

Mz /Mzoy ... xm/ Mz, ] E LV ...V Bn,

so that Mz /My, ..., 2m/Mz,, | E Bi, namely, M = 8;7, as we wished to
prove.

If step 14 is performed, the PB-rule is applied on 9, originating the branches
¥ = ¥;B, and 9" = ¥; B (belonging to Tit1). Since either M = B or
M = 3, then either M = ¥/ or M = 9”. Thus M satisfies T;11, as we
wished to prove.

The branch 9 has been selected at step 19 (and thus it is an open
and fulfilled branch not yet complete: Once step 30 is executed, the new
branch Joy is generated. Since M |= ¥ and, by Lemma 6, Ma = Mxoy, for
every x € Varg(J), then M |= 9oy, and therefore M satisfies T; 1, completing

the proof of the lemma. O

Theorem 8. If ¢icp is satisfiable, then T is not closed.
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Proof. Let us assume, for contradiction, that Ticp is closed. Since @i is satisfi-
able, there exists a 4LQSE ¢+ -interpretation M satisfying every formula of ¢xcs.
Thanks to Lemma 7, any KE?-tableau for ¢xp obtained by applying either step
11, or step 14, or step 30 of the procedure C(msiszfency-Dﬁ%>< is satisfied by M.
Thus, Txp is satisfied by M as well. In particular, there exists a branch . of
T satisfied by M. From the initial assumption that Txp is closed, it follows
that the branch 9. is closed as well and thus it must contain either both A and
—A, for some formula A, or a literal of type —(xz = z). But ¥, is satisfied by
M; hence, either M = A and M = -4 or M = —(x = z), which are clearly
impossible. Thus, the KE7-tableau Tk is not closed, proving the theorem. [

Theorem 9. If Tip is not closed, then ¢xp is satisfiable.

Proof. Since Txp is not closed, there must exist a branch ¥ in Txp which is
open and complete. The branch 1’ is obtained during the execution of the
procedure C’onsistency-DE%X from an open fulfilled branch ¥ by applying to it
the substitution oy constructed during the execution of the while-loop at step
19 of the procedure. Thus, ¥ = oy. Since each formula of ¢ occurs in 9, to
prove that ¢xp is satisfiable, it is enough to show that 1 is satisfiable.

Let us construct a 4L(§)S§’C;,jx

formula X occurring in ¢ and thus ¢xg. We put:

-interpretation My = (Dy, My) satisfying every

Dy = {xoy : © € Vary(V) };
Myx = xoy, for every x € Varg(¥);
MyX' = {zoy: 2z € X' occurs in 9}, for every X' € Var(9);
My X3 = {{xog,yog) : (x,y) € X3 occurs in 9}, for every X € Varz(d).

Next, we show that My satisfies each formula in ¥J. We shall proceed by
structural induction and case distinction. To begin with, we consider the case
in which the literal x = y occurs in ©. By the very construction of oy, as
described in procedure Consistency-Dﬁ%x, xoy and yog must coincide. Thus,
Myx = xoy = yog = Myy and then My =z = y.

Next, let us assume that the literal =(z = w) occurs in 9. If zo9 and woy
coincide, namely they are the same variable, then the branch ¢ = doy must
be closed, contradicting the initial hypothesis. Thus, zoy and woy must be
distinct variables and therefore Myz = zoy # woy = Myw. It follows that
My [~ 2z = w and, therefore, My = —(z = w), as we wished to prove.

If x € X! occurs in o, then, by the very definition of My, we have zoy €
MyX*, namely Myx € My X', Thus, My |z € X!, as desired.
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If ~(y € X') occurs in ¥, then yog ¢ MyX'. Assume, for contradiction,
that yog € MyX'. Then there is a literal z € X' in ¥ such that zoy and
yoy coincide. In this case, the branch ¥ obtained from ¥ by applying the
substitution oy would be closed, contradicting the initial hypothesis. Thus, we
have yoy ¢ MyX!, which implies Myy ¢ MyX'. Hence, My £y € X!, so
that My = —(y € X1).

If (x,y) € X? occurs in o, then, by the very definition of My, we have
(woy,yoy) € My X3, that is, (Myz, Myy) € MyX3, so that My = (x,y) € X3.

Next, assume that —(({z,w) € X?) occurs in ¥, but (z09,woy) € MyX3.
Then a literal (2/,w’) € X? occurs in ¥ such that zoy coincides with 2'cy and
woy coincides with w’oy. But then, the branch ¥ = Yoy would be closed, a
contradiction. Thus, we must have (209, woy) & MyX3, that is (Myz, Myw) ¢
MyX3. Hence, My = (z,y) € X3, yielding My E —((z,y) € X3).

Finally, let ¢ :== (V21) ... (VZ,,)(B1 V...V B,) be a 4LQSR-purely universal
quantified formula of level 1 occurring in 1. Since ¢ is fulfilled, then 1 is fulfilled
too, so that ¢ must contain the formula 3;7, for some i = 1,...,n and for all 7 in
SEP. Let 7= {x1/%o,, ., &m /%o, } be any substitution in X}5. By inductive
hypothesis, we have My |= f;7, for some i € {1,...,n}. Thus,

Mylz1/Mxo,,. .., 2m/Mz,,] E Bi

and, a fortiori,

Myzi/Maoy, ... &m/M2xo ] E L1V ...V By

From the generality of 7, it follows that My = (Vz1) ... (VTm)(B1 V...V Bn),
namely My = 4.
In conclusion, we have shown that My satisfies each formula in ¥ and, in

particular, all the formulae in ¢k, as we wished to prove. O

Lemma 8. Let ¢ = q1 A ... Agq be a 4LQSI§£Bx -HO-conjunctive query, ¥’
the output of HOC’QA'V-DC;S’X (g, €), and ¥ an open and complete branch of
Tics. Then, for any substitution o', we have:

ey = {qo,....,quo’} TV

Proof. Lemma 8 is proved in a similar way to Lemma 5 in Section 4.2.1.1. [

Theorem 10. Let X' be the set of substitutions returned by the call to the
procedure IT-IOC'Q/W-l)E;g’X (¥qg, ). Then X' is the HO-answer set of g w.r.t.

bxB-
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Proof. The theorem is proved much along the same lines of the proof of Theorem
7 in Section 4.2.1.1. O

4.2.2.2 Termination of the procedures C’ons2'stency-’DlZ;ID’X
and HOCQA"-DLY

Termination of the procedure C’onsz’stency-D/L%x is based on the fact that the
while-loops 5-18 and 19-32 terminate. In addition, the procedure HOCQA" -D/J%X
terminates, provided that the while-loop 822 terminates.

Concerning termination of the while-loop 5-18 of C’onsistency-Dﬁ‘lD’X, the
proof is grounded on the following facts. The loop selects iteratively an un-
fulfilled branch ¢ and a 4LQS§LEX -purely universal quantified formula of level
1Y = We1)...(Vo,,)(B1 V...V B,) occurring in it. Since the sets QVarg(v)
and Varo(¢xg) are finite, line 7 builds a finite set EgB containing finite substi-
tutions 7. The internal for-loop 8-17 selects iteratively an element 7 in X5
The E7-Rule and PB-rule are applied only if ;7 ¢ ¢, for all i = 1,...,n. In
particular, if the E7-Rule is applied on ¥, the procedure adds §;7 in ¢, for some
i =1,...,n. In case the PB-rule is applied on ¥}, two branches are generated.
On one branch the procedure adds (;7, for some ¢ = 1,...,n, whereas on the
other one it adds §;7, so that the set BAT gains (3,7 as a new element. After
at most n — 1 applications of the PB-rule, |BET| gets equal to n — 1 and the
E”-Rule is applied. Since the set 253 is finite, the for-loop 8-17 terminates
after a finite number of steps. After the last iteration of the for-loop, ¥ contains
06;T, for some i = 1,...,n and for all 7, thus ¢ gets fulfilled. Since ¢xp contains
a finite number of formulae 1, the while-loop 518 terminates in a finite number
of steps, as we wanted to prove.

Proofs of termination of the while-loop 19-32 of the procedure
C’onsistency-Dﬁ‘lﬁx and of the while-loop 822 of the procedure HOCQA” -D£4[;X
follow along the same lines of the proof of termination of the while-loop 14—44
of the procedure HOCQA-DLE".

Termination of the while-loop 19-32 of the procedure C’onsistency-Dﬁ%x
can be proved by observing that the number of branches of the KE”-tableau
resulting from the execution of the previous while-loop 5-18 is finite and then
showing that the while-loops 19-32 and 23-28 always terminate.

Indeed, initially the set Eq, contains a finite number of literals of type x =y,
and oy is the empty substitution. It is then enough to show that the number of
literals of type « = y in Eqy, with distinct z and y, strictly decreases during the
execution of the internal while-loop 23-28. But this follows immediately, since
at each of its iterations one put oy = oy - {x/z,y/z}, with z = min.,(z,y),
according to a fixed total order <y over the variables of Varg(d) and then the
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application of oy to Eq, replaces a literal of type x = y in Eq,, with distinct
and y, with a literal of type z = x.

The while-loop 822 of the procedure H OC’QA'Y—DE%X terminates when the
stack S of the nodes of the decision tree gets empty. Since the query g con-
tains a finite number of conjuncts and the number of literals on each open and
complete branch of Tip is finite, the number of possible matches (namely the
size of the set Litg ) computed at step (13) is finite as well. Thus, in par-
ticular, the internal while-loop 1418 terminates at each execution. Once the
procedure has processed the last conjunct of the query, the set Lit?f of possible
matches is empty and thus no element gets pushed in the stack & any more.
Since the first instruction of the while-loop at step (i) removes an element from
S, the stack gets empty after a finite number of “pops”. Hence the procedure
HOCQA” -DE%X terminates, as we wished to prove.

4.2.2.3 Complexity issues

Next, we provide some complexity results.

Concerning the procedure Consiszfency—Dﬁ%X7 we reason as in the case of
procedure H OC’QA—Dﬁ%X. Let ¥ be any 4LQS§ 1 -purely universal quantified
formula of level 1 in @i (see line 2 of the procedure C’onsz‘sL‘ency—D[f]l:;X for the
definition of ®xp). Let r be the maximum number of universal quantifiers in 1,
¢ the maximum number of literals in ¢, and k = |Varg(®xp)|. It easily follows
that |E§B | = k". Since the maximum number of literals contained in ) is £, the
procedure applies £ — 1 times the PB-Rule and one time the E”-Rule to ;, for
j=1,...,k". Thus ¢ generates a KE7-tableau of height O(¢k").

Assuming that m is the number of 4LQS§L;.D,x -purely universal quantified
formulae of level 1 in ®cp, the maximum height of the KEY-tableau (which
corresponds to the maximum size of the models of ¢xp that are constructed as
illustrated in Theorem 9) is O(mfk") and the maximum number of leaves of the
KE"-tableau, i.c., the maximum number of such models of ¢ip is O(2™*").
Notice that the construction of Eqy and of oy in the lines 19-32 of procedure
C’onsistency-DC‘Bx takes O(m/lk")-time, for each branch 9.

Let n(Tx) and X(Txp) be, respectively, the height of Txs and the number of
leaves of T computed by the procedure C’onsz’stency-DE%x. Plainly, n(Tig) =
O(¢mk™) and A(Tig) = O(2°™*"), as computed above.

It is easy to verify that s = O(¢mk") is the maximum branching of Dy.
Since the height of Dy is h, where h is the number of literals in 1¢g, and the
successors of a node are computed in O(¢mk") time, it follows that the number
of leaves in Dy is O(s") = O((mk")") and that they can be computed in

O(sh - tmk" - h) = O(h - (mk")"*D)-time.



4 AUTOMATED REASONING IN DLy 105

Finally, since we have A(Txp) of such decision trees, the answer set of ¥g

w.r.t. ¢xp can be computed in time
O(h - (bmk™) "D X(Txeg)) = O(h - (bmkr)(h+1) . gbmk™y,

In consideration of the fact that the sizes of ¢xp and g are polynomially
related to those of B and of @, respectively (see the proof of Theorem 8
for details on the reduction), the HO-answer set of ) with respect to KB can
be computed in double-exponential time. It turns out that the asymptotic
complexity of the procedures C'onsis7fency-D£;L3‘X and HOCQA” —DE%X coincides
with the asymptotic complexity of the procedure H OCQA—DE%X. As we will
show in the next section, the introduction of the KE7-tableau has therefore

remarkable aftermaths since its implementation is very efficient.
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5 A C++ reasoner for DL

In this chapter, we will introduce the C++ implementation of two reasoners
based on the decision procedures introduced in this dissertation.

The first one is the KE-tableau-based reasoner (referred to as KE-system)
and is based on the procedures H OCQA—DE%X, whereas the second one is the
KE"-tableau-based reasoner (referred to as KE7-system) and is based on the
procedure C’onsistency-DE%X and HOCQA’Y-DE%X. The two reasoners have
been realized by exploiting the same data structures.

In this chapter, we will also provide a benchmarking of the two mentioned
systems and of a system based on the FO KE-tableau [35] (referred to as FO
KE-system). The latter system is realized much along the same lines of the
KE7-system and implements the expansion rules presented in [35].

The source code of the implementation of the three reasoners is available via
the GitHub repository in [30].

The rest of the chapter is organized as follows. In Section 5.1 and Section
5.2, we will provide a general overview of the KE-system and of the KE7-system,
respectively. In Section 5.3 we will introduce some technical details concerning
the two mentioned systems. In Section 5.4, we will provide some examples of
reasoning with the KE-system and the KE7-system. Finally, in Section 5.5,
we will describe how we performed a benchmarking of the KE-system, of the
KE”-systemand of the FO-KE-system, and we will show that the KE7-system

is more efficient than the other two.

5.1 Overview of the KE-system

We now give a general overview of the KE-system.
The input of the reasoner is an OWL ontology serialized in the OWL/XML
syntax. The working flow of the reasoner is illustrated in Figure 7.

Parser Analyzer Saturation Rule
OWL /XML Internal Data Structures Saturated Knwoledge
Representation Base
|

Fully Expanded
KE-tableau

Complete
KE-tableau

<

Computing

<
Expansion Rule
Equivalence Classes

Procedure

Figure 7: Execution cycle of the KE-tableau-system.

If the ontology meets the requirements of the DL DE%X, an ad hoc parser
produces the internal representation of all axioms and assertions of the ontol-

ogy in set-theoretic terms as a list of strings. Such a translation exploits the
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function @ used in Section 4.2 to map a DLE-KB KB into a set of 4LQSE

DLy
formulae. Each such string represents either a 4LQS§C3X -literal or a 4LQS§CBX—

purely universally quantified formula (see Table 9 in Section 2.3.2). The internal
representation turns out to be useful whenever one would include additional se-
rializations, since the data structures have not to be modified. In the subsequent
step, the reasoner builds the data structures required for the execution of the
reasoning procedure, then it constructs the expansion of each 4LQS§ ci--purely
universally quantified formula in ' according to the procedure H OCQA—DE%X
in Section 4.2.1, yielding an expanded (ground) knowledge base, ®x5. Then a
KE-tableau Tk, representing the saturation of KB, is constructed.

Initially a one-branch KE-tableau Txp for ®xp is constructed. Then, the
tableau Tip is expanded by systematically applying the E-Rule (elimination
rule) and the PB-Rule (principle of bivalence rule) in Figure 1 in Section 4.1.1
to formulae of type 51 V...V 3, till saturation, giving priority to the application
of the E-Rule. Once such rules are no longer applicable, for each open branch
¥ of the resulting KE-tableau, atomic formulae of type x = y occurring in ¥
are analysed in order to build for each ¥ the equivalence class of x and y. The
system constructs the equivalence classes regarding the individuals involved in
formulae of type x = y occurring in 9 and substitutes each individual = on
¥ with the representative of the equivalence class of x. Such step returns the
complete KE-tableau.

The equivalence class is obtained by computing for each open branch ¥ of
Tics the substitution oy such that Yoy does not contain literals of type x = vy,
with distinct z,y. The resulting set of pair (¢, o) is stored in the set £. Finally,
the reasoner is ready to evaluate a query g given in input as a string coded in

the internal representation.

5.2 Overview of the KE”-system

We now give a general overview of the KE”-system which has been implemented
much along the same lines of the KE-system. The working flow of the KE7-
system is reported in Figure 8.

As in the case of the KE-system, the input of the KE7-system is an OWL
ontology serialized in the OWL/XML syntax and admitting SWRL rules.

If the ontology meets the requirements of the DL DC%X , the parser produces
the internal coding of all axioms and assertions of the input knowledge base
KB in set-theoretic terms as a list of strings. Then, as in the KE-system, the
KE"-system builds the data structures required to execute the algorithm, which
are implemented in a similar way. In the two subsequent steps, the reasoner
constructs a complete KE7-tableau T whose open branches represent all
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OWL/XML Specs Internal Data Structures
Representation

| HOCQA"-DLY | Consistency-DLG"|  Expansion

Rules
HOCQA
Procedure Complete
= KE-tableau
Computing

Equivalence Classes

Parser

Analyzer

HOCQA
Answer Set

Fully Expanded
KE"-tableau

Figure 8: Execution cycle of the KE7-system.

possible models for the set-theoretic representation ¢xg of KB (see Section 4.2.2
for the definition of KE7-tableau). The tableau Tip is constructed in two steps.
In the first step, the KE7-system applies systematically the two expansion rules
(see Figure 5 in Section 4.2.2): the first one is a generalization of the KE-
elimination rule that incorporates the gamma rule and the second one is the
principle of bivalence rule (PB-rule), thus constructing all branches of the KE7-
tableau (see Figure 5 in Section 4.2.2). In the second step, the KE7-system
processes each open branch ¥ of T as follows. As in the KE-system, the KE7-
system constructs the equivalence classes regarding the individuals involved in
formulae of type x = y occurring in ¥ and substitutes each individual z on
¥ with the representative of the equivalence class of . Such step returns the
complete KE7-tableau. Finally, as in the KE-system, the reasoner takes as input
the internal coding of 1¢g, the set-theoretic representation of a query @, and
computes the HO-answer set of 1¢g with respect to ¢xp. The task of computing
the complete KE7-tableau for ¢xp is performed by the implementation of the
procedure C’onsz'stencg,/-DC;g’>< illustrated in Section 4.2.2, whereas the task of
computing the HOCQA answer set of a given query w.r.t. the knowledge base
is performed by the implementation of the procedure H OCQA’V-DL;ID’X.

We recall that the procedure C’onsz’stency-Dlﬁ%x initially constructs a one-
branch KE"-tableau Ti; for the set @iz of conjuncts of ¢xcg. Then, it expands
Tis by systematically applying the E7-Rule and the PB-rule in Figure 5 of
Section 4.2.2 to formulae of type ¥ = (Va1)...(Va,,)(B1 V...V 5,) till they
are all fulfilled, giving priority to the application of the E7-Rule. Once such
rules are no longer applicable, for each open branch 9 of the resulting KE7-
tableau, atomic formulae of type = = y occurring in ¢ are used to compute the
equivalence class of x and y. For each open branch ¢ of Txp, the equivalence
class of each variable occurring in 1 is obtained by computing the substitution
oy such that Joy does not contain literals of type x = y, with distinct x,y. The
resulting pair (9, 0y) is stored in the set £.
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As explained in Section 4.2.2, the procedure HOCQA" —DE;S’X takes as input
a query ¢g and the set £ yielded by the procedure Consistency—Dﬁf‘jX and
returns the answer set ¥ of ¢g w.r.t. ¢x. For each open and complete branch
¥ of Ticp, the procedure H OCQA”’—DE;S’>< constructs a decision tree Dy such that
every maximal branch of Dy induces a substitution ¢’ such that oyo’ belongs
to the answer set of g w.r.t. to ¢xs.

The procedure H OCQA”—Dﬁ;LD’X is applied to a given query ¥ and to the
set &€ built by the procedure Consistency-DE%X. For each open and complete
branch ¥ of Txp, the procedure H OCQAV—DEgX constructs a decision tree Dy
such that every maximal branch of Dy induces a substitution ¢’ such that oyo’

belongs to the answer set of 1 w.r.t. to ¢xp.

5.3 Implementation of the reasoners

We first show how the internal coding of DLEX -KBs are represented in terms
of 4LQSH ¢i--formulae, the data structures used by both reasoners for represent-
ing formulae, nodes, and how KE-system and KE7-system are implemented.
Next, we describe the functions that implement the procedure H OCQA-D[%X
used by the KE-system and the functions that implement the procedures
Consistency-DLy" and HOCQAY-DLE" used by the KE-system. For the sake
of conciseness, in this section we often refer to (1) the construction of the equiv-
alence classes regarding the individuals involved in formulae of type x = y
occurring in a branch of either a KE-tableau or a KE7-tableau as to simply the
construction of equivalence classes and to (2) the computation of the HO-answer
set of 1o with respect to ¢xp as the construction of the answer set.

Since the KE-system and the KEY-system implement in an analogous way
the data structures and the functions that compute the equivalence classes and
the answer set, we organize this section as follows. We first introduce the data
structures used by both reasoners, then we describe the function that imple-
ments the procedure H OC’QA—’DE%X for what concerns the saturation of DE%X—
KBs and the function that implements the procedures Consz‘stency-DE%X. Fi-
nally, we describe the functions that implement the computation of equivalence
classes and of the answer set.

To begin with, variables, quantifiers, Boolean operators, set-theoretic rela-
tors, and pairs of 4LQS§L;.D,x are mapped into strings as follows. Variables of
type X, are mapped into strings of the form Vi{name}. For the sake of
uniformity, variables of sort 0 are denoted with X% Y©, ... whereas an individ-
ual a, a concept C, and a role R of a DL4D’X -KB are respectively mapped into
the variables X2, X}, and X3, according to the function 6 described in Section
4.2. The symbols V, A, V, =A, =V are mapped into the strings $FA, $AD, $0R,
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$DA, $RO, respectively. The relators €, ¢, =, # are mapped into the strings $IN,
$NI, $EQ, $QE, respectively. A pair (X9, X9) is mapped in the string $0A V01
$C0 V02 $A0, where $0A represents the bracket “(”, $A0 the bracket “)”, and
$C0 the comma symbol.

Data structures for representing DC%X -KBs are the following.

4LQS§‘ ¢+ -variables are implemented by means of the class Var that has four
fields. The field type of type integer defines the sort of the 4LQS§ ci--variables,
the field name of type string represents the name of the variable, and the field var
of type integer represents a free variable when set to 0, or a purely universally
quantified (bound) variable, when set to 1. The field index stores the position
of the variable in the vector VVL, delegated to collect free variables.

Purely universal quantified variables and free variables are collected in the
vectors VQL and VVL respectively, which provide a subvector for each sort of
variable. The access to VQL and VVL is masked by the class VariableSet,
introduced to protect the elements of the two vectors from direct manipulations.

The operators admitted in 4LQS§£$X
mapped in three vectors that are fields of the class Operator. Specifically, we
identify the vector boolOp with values $0R, $AD, $RO, $DA, the vector setOp
with values $IN, $EQ, $NI, $QE, $04, $A0, $CO, and the vector qutOp with values
$FA.

4LQS§% .-literals are stored using the class Lit that has two fields. The field

1itOp of type integer represents the operator of the formula and corresponds

and internally coded as strings are

to the index of one of the first four elements of the vector setOp. The field
components is a vector whose elements point to the variables involved in the
literal and stored in VQL and VVL.

4LQS}§L4D ~formulae are represented by the class Formula having a binary
tree structure, whose nodes contain an object of the class Lit.

The left and right children contain the left and right subformula, respectively.
The class Formula contains the following fields. The field 1it of type pointer
to Lit represents the literal. The field operand of type integer represents the
propositional operator and its value is the index of the corresponding element
of the vector boolOp. The field psubformula of type pointer to Formula is
the pointer to the father node, whereas the field 1subformula and the field
rsubformula contain the pointers to the nodes representing the left and the
right component of the formula, respectively.

We are now ready to describe the functions that implement the reasoning
procedures of the KE-system.

As stated above, the first step of the KE-system consists in parsing the on-
tology from the OWL/XML file to the internal representation. Such a task is
performed by the function readOWLXMLontology that takes in input the ontology
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serialized in the OWL/XML format and returns a vector of strings represent-
ing the internal coding of the KB. The elements of the vector so obtained are
analysed and parsed by the function insertFormulaKB that returns an object
of type Formula representing the input formula. At this step the formula is
transformed in CNF'. Additionally, universal quantifiers, if present, are moved
as inward as possible and renamed in such a way as to be pairwise distinct. The
function insertFormulaKB builds also the vectors VVL and VQL.

Once all input formulae have been parsed, the reasoner constructs the ex-
pansion of the KB by means of the procedure expandXB that yields the vector
of the output formulae (out) from the vector of the input formulae (inpf).

In order to instantiate all the quantified variables, expandKB exploits a stack
and the vectors VVL and VQL. After this step, the reasoner checks for atomic
clashes in the expanded KB by means of the procedure checkNodeClash.

The construction of the KE-tableau is performed by the procedure
expandTableau that exploits two stacks of type vector of pointers to Node. The
first stack, named noncomBranches, keeps track of the non-complete branches,
whereas the second one, called unfulFormula, keeps track of the unfulfilled
disjunctive formulae. Initially, expandTableau attempts to empty the stack
unfulFormula by selecting iteratively its elements and applying either the pro-
cedure ERule or the procedure PBRule, respectively implementing the E-Rule
and the PB-Rule described in Figure 1 in Section 4.1.1, according to the pro-
cedure HOCQA-DLY" in Section 4.2.1. The disjuncts of the current formula
are stored in a temporary vector and selected iteratively. If a disjunct has its
negation on the branch, it is removed from the vector. Once all disjuncts of the
formula have been selected, if there is only an element in the stack, then the
procedure ERule is applied to the disjunctive formula. If there is more than one
clement in the vector, then the procedure PBRule is applied. In case the stack
is empty, a contradiction is found and the branch is closed. Clash checks are
performed at each insertion of a formula, when a branch gets closed, it is added
to closedbranches.

The procedure expandTableau terminates when either noncomBranches or
unfulFormula are empty. When the procedure terminates with some elements
in noncomBranches, such branches are added to the vector openbranches.

The next two phases consist in building the equivalence classes and in eval-
uating the input queries, respectively. Since the KE-system and KE7-system
implement such steps in the same way, we first introduce functions that imple-
ment the KE?-system and then the functions that implement the construction
of the equivalence classes and of the answer set.

As mentioned above, the KE7-system takes as input an OWL ontology com-

patible with the DL'4D’X requirements, also admitting SWRL rules and serialized
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in the OWL/XML syntax. As a first step, the function readOWLXMLontology
produces the internal coding of all the axioms and assertions of the on-
tology, yielding a list of strings. Then the reasoner builds from the out-
put of readOWLXMLontology the objects of type Formula that implement the
4LQS§ ¢+ -formulae representing the knowledge base, and stores them in the field
root of an object of type Tableau. In this phase, the formulae are transformed
in CNF and universal quantifiers are moved as inward as possible and renamed
in such a way as to be pairwise distinct.

The object of type Tableau representing the KE7-tableau is the input of
the procedure expandGammaTableau that expands the KE7-tableau by iter-
atively selecting and fulfilling the purely universal quantified formulae given
in input. Omnce a purely universal quantified formula has been selected,
expandGammaTableau builds iteratively the set of substitutions 7 to be applied
to the purely universal quantified formula selected. A substitution 7 is a map
from the quantified variables of the formula, selected in order of appearance, to
the elements of the vector VVL. Such a map is a vector whose indices represent
the quantified variables occurring in the selected formula and whose values are
the indices of the elements in the vector VVL selected by the 7. The substitution
T is constructed by applying standard techniques for computing the variations
with repetition of the set of indices of the elements of VVL taken k by k, where
k is the number of quantified variables occurring in the selected formula.

The procedure expandGammaTableau fulfils the formula selected by system-
atically applying the functions EGrule with the current 7 and PBrule, respec-
tively implementing the E”-Rule and the PB-rule. More precisely, it works as
follows. The disjuncts of the current formula to which 7 is applied are stored in
a temporary vector and selected iteratively. If a disjunct has its negation on the
branch, it is removed from the temporary vector. Once all the elements of the
temporary vector have been selected, if the last one does not have its negation
on the branch, then EGrule is applied to the formula inserting the last element
of the temporary vector in the branch according to Figure 5. If there is more
than one element left in the temporary vector, then the procedure PBrule is
applied. In case the stack is empty, a contradiction is found and the branch gets
closed and inserted in the vector closedbranches.

If the procedure expandGammaTableau terminates with some elements in
openbranches, then the reasoner builds the set of equivalence classes of the vari-
ables involved in formulae of type X% = Y, for each element of openbranches
by means of the procedure buildsEqSet. The latter procedure updates the field
EgSet of the object of type Tableau with the new information concerning the
set of equivalence classes. After the execution of buildsEqSet, if openbranches

contains some elements, a consistent knowledge base is returned.
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We now describe the function that evaluates queries in both the KE-system
and KE7-system. Such function, called performQuery, implements the proce-
dure HOCQAY-DLE" (see Section 4.2.2) and the while-loop of lines 28 — 42 of
the procedure HOCQA-DLY" (sce Section 4.2.1).

The function performQuery takes as input the object of type Tableau re-
turned by buildsEqSet and a string representing the internal coding of the in-
put query ¢, and yields an object of type QueryManager storing, among other
information, the answer set of g w.r.t. ¢x5. The execution of performQuery
is based on an object of type QueryManager that stores the input query 1 as a
string, the data structure representing g, namely an object of type Formula,
and, for each element of openbranches, the answer set of g w.r.t. ¢xi.

The answer set is implemented by endowing the object of type QueryManager
with the pair of vectors VarMatch. The first vector of VarMatch contains an
integer for each element in openbranches, which is set to 1 if the correspond-
ing branch has solution, 0 otherwise. The second (three-dimensional) vector
contains for each element in openbranches a vector of solutions, each one con-
stituted by a vector of pairs of pointers to Var. The first Var of such a pair
is a variable belonging to the query, whereas the second Var is the matched
individual.

The function performQuery implements a decision tree for each element in
openbranches by means of a stack that keeps track of the partial solutions of
the query, in the nodes of the decision tree. Such a stack, called matchSet is
constituted by a vector of pairs of objects of type Var such that the first object
represents the query variable and the second one the matched element. Initially,
matchSet is empty. At first step, the procedure selects the first conjunct of
the query, and for each match found, it pushes in matchSet a vector of pairs
representing the match. The procedure selects iteratively the conjuncts of the
query and then applies to the selected conjunct the substitution that is currently
at the top of matchSet. If the literal obtained by the application of such partial
solution has one or more matches in the branch, the resulting substitutions are
pushed in matchSet. Once all the literals of the query have been processed,
if matchSet is not empty, then it contains the leaves of the maximal branches
of the decision tree and hence its elements are all added to VarMatch. In this
case, the element of the first vector of VarMatch, whose index corresponds to

the selected branch, is set to 1.

. . 4,
5.4 Example of reasoning in DLS"

In this section we will provide some examples of reasoning in Dﬁﬁx both with
the KE-tableau and KE"-tableau. We will also show the results provided by the
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KE-system and by the KE?-system when they are executed on the knowledge
bases considered.
5.4.1 Example of reasoning with the KE-system

‘We now show how the KE-tableau is constructed and how the KE-system works.

Let us consider the simple OWL ontology illustrated in Figure 9.

o Thing
Pk i Equivalent To Types
T. VEFV_YOUHQ @ Person and VeryYoung @ Person
LB Kid @ VeryYoung
8 Kid

Figure 9: OWL ontology of the example.

Then, the representation of the ontology in terms of the DL DE‘BX is the

following knowledge base:

KB :={{0}, {Kid = Person 1 VeryYoung},
{Person(Ann)}}.

As mentioned above, the mapping function 6 (see Section 4.2) is applied to

KB thus yielding the following 4LQSZ, .. -formula ¢xp representing KB:

4,
DLy

kB = (VT)((_‘(T € Xl'l<id) Ve Xéerson)
A (—\(1‘ € Xliid) Ve X\lleeroung)
A (_‘(x € XFl’erson) \ _\(IE € X\lleeroung) Ve X&Id))

1
N T Ann € XPerson :

In the subsequent step, the formula ¢xp is transformed in CNF, universal
quantifiers are moved as inward as possible, and universally quantified variables
are renamed so as to make them pairwise distinct. The resulting 4LQS§£BX—

formula ¢xp is the following:
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&KB :(Va;)((—\(x € X&id) Vae X&’erson)/\
(Vy)(_'(y € Xliid) \% ye X\lleeroung)/\
(VZ)(—\(Z € XFl’erson) \ _'<Z € X\l/eeroung) Vze X&id))/\

1
T Ann € XPerson .

The internal representation of ¢xz computed by the KE-system is illustrated

in Figure 10, whereas the vectors VVL and VQL are shown in Figure 11.

Figure 11: The vectors VVL and VQL of ICB.
Then, the 4LQS§ ¢y ~formula @5 representing the expansion of bxp is com-

puted. The formula @ consists in the following collection of 4LQS§ -literals:

4%
Ly

1 1
P ={~(24 € Xkia) V Tann € Xperson:
1 1
_‘(IA € XKid) Vg€ XVeeroung7
1 1 1
_'(xA € XPerson) N _'(xA € XVeeroung) V ZAnn € XKId?

1
TAnn € XPerson} .

The reasoner computes @z by means of the function expandKB, yielding the
result shown in Figure 12, where each line of the console output is the internal
representation of an 4LQS}§£;.) «-formula mapped in an object of type Formula.
According to the procedure IHTOCQA-DZZ%X in Section 4.2.1, the initial KE-
tableau Txp computed by the expansion function expandKB is constituted by
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the set of formulae ® . Specifically, @i is stored in the field setFormula of

an object of type Node, representing the root node of the class Tableau.

Figure 12: Expansion of KB as computed by the reasoner.

Then, the tableau Txp is expanded by systematically applying the E-Rule
and the PB-Rule in Figure 1 in Section 4.1.1 to formulae of type 51 V...V By,
till all g-formulae have been analysed. The resulting KE-tableau that consists
of two complete open branches is illustrated in Figure 13. The complete open

branches computed by the reasoner are shown in Figure 14.

(VI)(_‘(‘T € X&id) Vre Xl%erson)

(vy)(_‘(y € Xliid) \ Y€ X\I/eeroung)

(\V/Z)(—\(Z € Xp )V _‘(z S X\lleeroung) Vze Xliid)

Person

_‘(:EA"n € Xliid) V& Ann € XFl’erson

1 1
_‘(mAnn € XKid) V TAnn € XVeeroung

1 1 1
_'(‘TAHH € XPerson) \ _‘(xAnn € XVeeroung) V T Ann € XKid

1
TAnn € XPerson

/B—Rul\

1 1
ZAnn € XVeeroung _'(IA"n € XVeeroung)

E-Rule E-Rule

1 1
T Ann € Xiig (T ann € XiGa)

Complete Complete

Figure 13: KE-tableau for ¢xp.
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Ve{Ann} $NI V1{V

IN Vi{VeryYoung})
IN Vi{Person}) )

}$
}$

o{Ann} $NI Vi{ve oung}) )

Figure 14: The open branches of the KE-tableau computed by the reasoner.

In the last step, for each open complete branch, the reasoner computes the set
of equivalence classes for the individuals involved in formulae of type x = y and
checks for inconsistency. For instance, let us consider the following knowledge
base KBs.

KBy :={{0},
{Person(Ann), Person(Paul), Person(John), Person(Carl),
Annet # Ann, Ann = Anna, Paul = Paolo, Carl = Carlo},
{03}

The tableau Txp, is the consistent one-branch KE-tableau shown in Figure

15. For the single branch of Tip,, the three equivalence classes computed by

the reasoner are shown in Figure 16.

}
ohn}

aul}

Figure 15: The one-branch KE-tableau Txg, .
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Figure 16: Set of equivalence classes for Tig,.

5.4.2 Example of reasoning with the KE7-system

We now show an example of execution of the KE7-system. Let us consider the

ontology in Figure 17 and the query:

7/)Q = <Z‘z, «TEva> S X;:))

Property assertions: Eva

Object property assertions
™ Relative Eva
Negative object property assertions

" Mother Ann
Property assertions: Ann

Object property assertions
™= Relative Ann

Object property hierarch

= 4

v

v-™Relative
™ Mother

Figure 17: OWL ontology of the example.
The 4LQS§ 1 -formula representing the knowledge base in Figure 17 is the

following:

o= ~((TBva,Tann) € ngwother) AT Ann, T Ann) € X%elative/\
(TEvas TEva) € X?{elative/\
(V21) (V) (~((21: 22) € Xipouner) V (21, 22) € Xrctarive) -
The KE7-tableau for ¢ together with the decision trees for the evaluation
of Yo w.r.t ¢xp is shown in Figure 18.
As a first step, the reasoner produces the internal code of the OWL ontology

as shown in Figure 19.
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—\(<SL‘EUQ, iI?Arm) € X]?/[other)
<9:Anna T Ann

<$Evu7$Euu eX Relatwe

|
)
|
)
|

(VZ])(VZQ)(_'(<21, 22> € X]Uothe'r) \ <Z15 ’22> € X%elative)

//////;;B-f{u;;\\\\\\\

_‘(<IAn,n; xE1)a> S Xg/[m‘,h,er <‘TATWI7 IEU!I> S X]%/[oth,e'r

Complete (Open) E'-Rule

<{€}-, <$z-, mEva> € X7::)>
| (T Anns TEva) € XRelatwe

{z2/2Boas X2/ X Betative }» ) Complete(Open)

<{€}7 <va$Eva> € Xr3>
/ \

({z2/2Evas r/XRelatwe} A) {22/ ann, r/XRelatwe} A)
{72/ Ann, 'I“/XMoth'r} A)

Figure 18: KE7-tableau for ¢xp and decision trees for the evaluation of ¢g.

($0A VO{Ann} $CO Ve{Ann}$A0 $IN V3{Relative})
($0A Ve{Eva} $CO Ve{Eva}$A0 $IN Vv3{Relative})

$0A Ve{Eva} $CO Ve{Ann}$A0 $NI V3{Mother})
($FA Vo{z})($FA Ve{z1})( ($0A Ve{z} $CO Vo{z1}$A0 $NI V3{Mother})
$OR ($OA VO{z} $CO VO{z1}$A0 $IN V3{Relative}) )

Figure 19: Internal representation of the ontology.

The vectors VVL and VQL built by the reasoner are shown in Figure 20.

Check VvQL
Vector @
ve{z}, @
ve{zi}, 1
Vector 1
Vector 3

3{Relative}, ©
3{Mother}, 1

Figure 20: The vectors VVL and VQL.
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The KE7-tableau computed by the reasoner is shown in Figure 21.

Branch: ©
($0A Ve{Ann} $CO Vo{Eva}$A0 $NI V3{Mother})

($0A Vo{Ann} $CO Ve{Ann}$A0 $IN V3{Relative})

($0A ve{Eva} $CO Ve{Eva}$A0 $IN V3{Relative})

($0A ve{Eva} $CO ve{Ann}$A0 $NI v3{Mother})

($FA ve{z})($FA VB{z1})( ($0A Ve{z} $CO VO{z1}$A0 $NI V3{Mother})
$OR ($0A Ve{z} $CO Ve{z1}$A0 $IN V3{Relative}) )

Ve{Ann} $CO Ve{Eva}$A0 $IN V3{Mother})
Vo{Ann} $CO Ve{Eva}$A0 $IN V3{Relative})

Vvo{Ann} $CO Ve{Ann}$A0 $IN V3{Relative})

Vo{Eva} $CO Ve{Eva}$A0 $IN V3{Relative})

Ve{Eva} $CO Ve{Ann}$A0 $NI V3{Mother})

ve{z}) ($FA ve{z1})( ($0A VO{z} $CO Ve{z1}$A0 $NI V3{Mother})
$OR ($0A VvO{z} $CO Vo{z1}$A0 $IN V3{Relative}) )

Figure 21: The KE7-tableau computed by the reasoner.

The execution of the query HO-conjunctive query g is illustrated in Figure
22.

Printing query results

Tableau branch number: ©

Solution number: ©
3{r},V3{Relative}; Vvo{z},Ve{Eva};

Tableau branch number: 1

Solution number: ©
3{r},Vv3{Mother}; ve{z},ve{Ann};

Solution number: 1

3{r},V3{Relative}; Vvo{z},Vve{Ann};
Solution number: 2
3{r},V3{Relative}; Vve{z},Ve{Eva};
Printing Y/N results

Branch number: @ Answer:1

Branch number: 1 Answer:1

Figure 22: Results of the execution of the query .
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5.5 Remarks on the different versions of the reasoners

The C++ implementation of the KE7-system described in Section 5.2 is more
efficient than the implementation of the KE-system reported in Section 5.1. The
motivation behind such performance improvement relies on the introduction of
the E7-Rule (see Figure 5 in Section 4.2.2) that acts on the 4LQS§LEX -purely
universal quantified formulae in the knowledge base by systematically instanti-
ating them and applying the standard E-rule (elimination rule) on-the-fly. The
E”-Rule takes the place of the preliminary phase of systematic expansion of the
4LQS§ c1-purely universal quantified formulae in the KB and of the application
of the E-rule implemented by the KE-system. The KE7-system turns out to be
also more efficient than the implementation of the FO-KE-tableau in [36] that
applies the standard - and E-rule.

In fact, it turns out that the KE-system and the FO-KE-system have similar
performances.

We point out that 4LQS§£;X—quantiﬁed variables and 4LQS§L:D,X -quantifier-
free variables are collected in two separate vectors and stored in order of appear-
ance in the KB. These vectors ensure that the individuals used for the expansion
of the universally quantified formulae are selected in the same order for all the
three systems. This fact guarantees that the number of branches of the three
systems is the same, a key-aspect in the evaluation of their performances. In
fact, in a KE-tableau system, the number of branches coincides with the number
of distinct models that each system computes in order to saturate the KB. Since
the number of distinct branches is the same and the PB-rule is the same in all
the three systems, the difference of performance among them is due just to the
expansion rules.

With the following example we can make a comparison on the tableau con-

struction among the three systems. Let
o8 =" ({2 1talys TRome) € X?ocated]n)A
(Vz21)((21,21) € X?sPart()f)/\
(V22)(V23) (=((22, 23) € XFocatearn) V (22:23) € Xispareoy)

be a DLE-KB, and let

VYo = (TRome: TItaly) € X
be a HO—DE%X—conjunctive query. In Figures 23 and 24 we show the KE7-
tableau and the KE-tableau, respectively, calculating the answer set of 1g w.r.t.
¢xp. Since the FO KE-tableau can be represented along the same lines of the

KE-tableau we refrain from reporting it.
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Figure 23: KE7-tableau for ¢xz and decision trees for the evaluation of 1q.

The metric used in the benchmarking is the number of models of the input
KB computed by the reasoners and the time required to compute such models.
In addition to some real-word ontologies (see Chapter 6), the examples applied
are simple, ad hoc constructed DE%X -KBs of the following form:

P ={ra € Xp, 2y € X}, 7. € XD, x4 € X,
(V2)(V21)((2 € X4 A (z,21) € Xp Az € Xp A (2, 21) € Xp =)
z1 € Xé)}

For instance, ®x; generates more than 108 open branches. These are computed
in about 2 seconds using the KE7-system and in about 6 seconds using the other
systems. As shown in Figure 25, the KE?-system has a better performance than
the other ones up to about 400%, even if in some cases (lowest part of the plot)
the performances of the three systems are comparable. Thus the KE7-system
is always convenient, also because the expansions of DE%X -purely universal

quantified formulae of level 1 are not stored in memory. As remarked above, we
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also considered the ontologies ArchivioMuseoFabbrica, Ontoluoghi in Chapter
6 and Ontoceramic (see [27]), suitably deprived of some of the OWL constructs
not expressible in Dﬁé’x. For instance, since the reasoner does not implement

a data type checker, we pruned the ontologies from data properties.

_‘(<$Italya xRome> € Xlsocatedln)

3
<xRomP $R0m€> € XisPartOf
<7¢'Italy Tltaly €X zsPartOf

( (<xRomenytaly> € Xlocated]n v <xR0m37 $Italy> € XzaPmtOf)

|
)
|
)
|
(~(@rtaty, Trome) € Xipeatearn) V (T1talys TRome) € Xiiparioy)
|
(=({z Rome, TRome) € Xijhcatedin) V (¥ Rome: TRome) € Xispartof)

|

)

( (<33[taly7xltaly> € XloratedIn v <$Itall}?x[tal74> € quParz‘Of)

% B-Rule\

3 3
- ( <xR0m€ s xftaly> € Xlocated[n <xR0m€ ’ xltaly> € Xlocated[n
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Figure 24: KE-tableau for ¢xp and decision trees for the evaluation of 1.
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Figure 25: Comparison among the KE-system, FO KE-system, and KE7-

system.
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6 Semantic Web Ontologies

In this chapter, we will present three ontologies for real-world problems:
one concerning the problem of knowledge extraction from non-structured text
and two concerning the human and social science field. Specifically, concerning
the former problem, we will present an ontology for recognizing geographical
places which is used as a knowledge representation and reasoning support for
an extended version of a rule-based location extraction algorithm introduced in
[31]. The ontology, called OntoLocEstimation, can be represented in the DL
DL’%X . Concerning the latter problem, we will present an ontology expressible in
D£4D’X for the renovation of the Benedictine Monastery of San Nicolo I’Arena in
Catania, called ArchivioMuseoFabbrica, and an ontology for representing an
ideal Benedictine monastery described by the Saint Gall plan, called SaintGall.
Since the latter ontology makes a broad use of the OWL construct Some Values-
From, it cannot be expressed in Dﬁ%x. The rest of this chapter is organized as
follows. In Section 6.1, we will introduce the ontology OntoLocEstimation, in
Section 6.2, the ontology ArchivioMuseoFabbrica. Finally, in Section 6.3, we

will present the SaintGall ontology.

6.1 The ontology OntoLuoghi

6.1.1 Introduction

Recognizing location names of geographical places and of public or private build-
ings inside non-structured text documents is an important issue with several
practical applications. For instance, in the investigative field, it is important
to reveal a place named in the transcription of an interception (i.e., by means
of wire-tapping) and in the social media context to reveal the places visited by
users to provide targeted advertisements.

This problem falls both in the category of information extraction from un-
labeled texts and of mamed entity recognition, where most of the existing ap-
proaches are focused on the English language and are in general not applicable
to the Italian language, or they lead to unsatisfactory results due to the pecu-
liarities of the language.

The problem of location name recognition has been addressed in various ways
[109], e.g., using maximum entropy models [98], or with Conditional Random
Fields [82], or with automatic learning techniques to infer the rules for the
named entities identification inside free texts [2], or, in the last decade, also
with linked data and ontologies [76] (a survey of the main geographical ontologies

and datasets can be found in [8]). However, many of such approaches have been
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tested, or developed, vertically on top of the English language, making them
hard to generalize to the Italian language. In addition, as witnessed by some
preliminary experiments, widespread applications such as Stanbol [117] turned
out to be unsatisfactory from the point of view of success ratio when applied to
Ttalian places drawn from non-structured text written in Italian.

Only in the last decade, however, linked data and ontologies have been used
to face the question. For instance, in [76] the authors present an ontology
constructed on top of the GNIS [121] and GEONet [48] gazetteers, and of the
WordNet [92] vocabulary, and provided with a statistical ranking algorithm to
correctly identify geographical locations.

Here we focus on the problem of recognising names of geographical places
in the Italian country, which appear in non-structured Italian text documents.
The approach consists in extracting location names from Italian texts according
to an extended version of the algorithm presented in [31], and then storing data
and making inferences, even in presence of name ambiguities, with semantic web
tools such as geographic linked datasets, OWL ontologies, and SWRL rules.

We recall that the algorithm presented in [31] relies on a set of three finite
state machines, each designed to recognise several sentence patterns for the
Italian language, in which location names are typically found. Such an analysis
takes as input a non-structured text written in Italian and yields as output a
HTML text, where candidate location names have been automatically marked
by a label.

We have unified the finite state machines presented in [31] in a single au-
tomaton, reducing the overall number of states involved during the extraction
of location names from the text; each location detected by the algorithm is then
searched in the OpenStreetMap dataset [119].

Such a search yields a list of possible matches of real places, each with its
degree of reliability. Then, the data retrieved by OpenStreetMap are inserted in
a novel ontology, named OntoLocEstimation, to handle ambiguous geographical
names. OntoLocEstimation uses the ontology OntoLuoghi, introduced in [27],
that contains a detailed description of the administrative model of Italian places.

The use of open datasets, such as OpenStreetMap, allows a widespread and
detailed coverage of Italian geographical places and provides a high precision in
the detection of real places. In addition, the introduction of SWRL rules [129]
allows inferences on knowledge, implicitly contained in the novel ontologies,
which are more refined than other currently available ontologies on geographical

places.
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6.1.2 Rule-Based Location Extraction

In this section we briefly illustrate the approach we used to extract geographi-
cal and administrative places from Italian non-structured text. Unlike machine
learning approaches, both unsupervised and supervised, we proposed a rule-
based approach built from simple grammar rules of the Italian language com-
plemented by a dictionary, where each rule identifies a different pattern that
characterises sentences at the end of which we usually find a location name. The
devised rules are supported by a specifically compiled Ttalian lexicon, containing
the classes of words Articles, Verbs, and Descriptors, and a list of Non-places
words that are known false positives; in order to improve the overall accuracy
of the extraction tool, the lexicon can also be extended by other, user-detected
false positives [31]. As shown in [31], these rules provide a large coverage of the
Italian grammar for what concerns statements about places.

Sentence Splitting

{

|Rule1 || Rule2 || Rule3 |

i

Filter capital letters

!

Filter non places

i

Filter verbs

Figure 26: Pipe and filter workflow for location extraction.

Figure 26 depicts the entire workflow used for the location extraction: in the
first sentence splitting step, an input text T is separated into a list of sentences
using occurrences of punctuation marks, i.e., full-stop, ellipsis, exclamation-
mark, question-mark. Any other non-letter symbol is ignored, e.g., dollar sign,
percent sign, etc. Each sentence is further segmented into words using the space
character as a separator.

The tokens (words) are then fed to a finite state machine implementing three
different rules, i.e., grammar cases possibly implying the use of a place name at
the end of a sentence: if the accepting state 6 of the automaton in Figure 27
is reached, the current token is marked as a location candidate. The result is a
list of candidate words that must pass through a configurable sequence of filters

before being actually labelled as a place name.
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A/P
else
D A/P
D else
else
A/P
start ' A/P ’ else
I 0 3
\Y
Vv
A/P
Tokens
A: article V: place-related verb
P: preposition L: candidate place
D: descriptor X: anything else

Figure 27: Unified automaton of the three Italian grammar rules.

Figure 27 shows the unified automaton used to implement the three grammar
rules defined in [31]; those rules were devised to accommodate the mentioning
of a place name in sentences such as the rule names suggest, namely, Da Roma
(from Rome), Vicino a Roma (Near Rome) and Andando a Roma (Going to
Rome). To give a simple detection example, Figure 28 shows an excerpt of
the unified automaton giving a finite state machine expressing only the first
rule, (Da Roma), whose name recalls the grammar pattern responsible for the
matching. The automaton scans the tokens of a given sentence and remains
in state 0 until a preposition (P) or an article (A) is found, at which point
the automaton changes its internal state to 1. Subsequently, the automaton
remains in state 1 until a different kind of word is encountered, in which case
the final state is reached and a new candidate word is found. However, several
candidates will be actually dropped afterwards by the filters, e.g., known false
positives or conjugated verbs.
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else

A/P
start A/P 3‘ else @

TP = | treni a lunga percorrenza per la Sicilia.
Ay X B X X Pi A I
FP — Se il Ministro.
X A L

Figure 28: Examples of the Da Roma rule.

All the candidates found by the automaton are then given as input to a
sequence of filters in order to remove trivial false positives that may have been
selected:

e Filter0: the candidate for a location name must begin with a capital letter;
even if it may considerably improve the detection accuracy in several cases,
this is not a mandatory filter. In fact it is applied only when we can assume
that location names are written with a leading capital letter (e.g., if we

are analyzing newspaper articles);

e Filterl: remove all known false positives using the devised lexicon of non-

places;
e Filter2: remove conjugated verbs.

Any word surviving the above filters is labelled as a place name, and is
given to the ontological support to store the results and automatically retrieve
the information concerning the algorithm and dataset used, and the spotted

place.

6.1.3 An ontology for reasoning with places

Next, we first describe the ontology OntoLocEstimation, developed with the
purpose of reasoning with geographical and administrative places. Subsequently,
we show how the ontology is populated by means of a Java framework. The on-
tology OntoLocEstimation is associated to the algorithm introduced in Section
6.1.2 and it allows us to manage the identification of a specific location even in
presence of uncertainty.

We illustrate how the ontology OntoLocEstimation is structured.
OntoLocEstimation extends the ontology OntoLuoghi [27] with OWL con-
structs allowing us to deal with the administration of Italian places and with
the algorithm described in Section 6.1.2. In its turn, OntoLuoghi reuses some
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concepts and properties of LinkedGeoData [114], an ontology developed by the
AKSW research group (Agile Knowledge Engineering and Semantic Web) with
the aim of adding a spatial dimension to the Semantic Web.

Locations are modeled by means of a taxonomy of OWL classes. Associ-
ation among locations is performed through a taxonomy of object properties.
The path allowed, namely the hierarchy of such classes, is shown in Figure
30. Double-hoop entities in Figure 30 are considered as optional. Names of the
OWL classes and object properties involved are shown in Figure 29.° Reasoning
capabilities concerning locations are strengthened using the SWRL rules shown
in Figure 31.

Several entities defined in LinkedGeodata are reused in OntoLuoghi by
defining an equivalent entity which extends its definition. For instance, the
entity Localisation is equivalent to LinkedGeoData:Place and inserted in
the taxonomy of Italian places (see [27] for details). The object property
hasLocalisation is defined as an OWL transitive property. Thus, if the
pairs of objects (r,y) and (y,z) are in the property hasLocalisation, then
the pair (z,z) is included in the property hasLocalisation too. The prop-
erty hasLocalisation can be used together with its subproperties to infer the
administrative hierarchy of a location, providing only the top level of a place
(i.e., the superproperty). For instance, if we write the statements (Sicily has-
State Italy), (Catania hasRegion Italy), (Acireale hasProvince Catania), then
the statements (Sicily hasLocalisation Italy), (Catania hasLocalisation Italy),
(Acireale hasLocalisation Catania), (Acireale hasLocalisation Sicily), (Acireale
hasLocalisation Italy) are inferred thanks to the subproperty relationships and
to the transitivity of hasLocalisation. In addition, the set of SWRL rules de-
picted in Figure 31 allows one to infer the statements (Catania hasState Italy),
(Acireale hasRegion Sicilia), (Acireale hasState Italy). Moreover, subproperties
are defined as functional properties so as to guarantee that places cannot be
associated to different locations. For instance, Acireale cannot be associated to
the province of Catania and Palermo at the same time.

Usually, an algorithm recognising a geographical location from a keyword
in a non-structured text yields several candidates, each in combination with a
degree of belief. The degree of belief indicates how much the association between
the keyword and the candidate geographical place is considered reliable by the
approach in use. The ontology should model this situation and also manage
additional information such as the algorithm applied for extracting location
names from the text and the dataset adopted. Such information is relevant

if one wishes to compare the accuracy that different algorithms and datasets

SImages in Figures 29, 32, 33, 34, and 35 are drawn from the interface of the editor Protégé
[120]
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OWL Class OWL ObjectProperties
® Localisation = hasLocalisation
v ® Hall -~ mhasHall

i... @ Province - mhasHamlet
..... ® Hamlet - mhasLocality
v-- @ Locality ----- = hasProvince
..... ® District - hasl.ilggion
..... ® Mandament = g hasState
----- ® Quarter
----- @ Rione
----- ® Sestiere
----- ® Slum
----- @ Suburb
----- @ Terziere
..... L] REQ ion
- State

Figure 29: Classes and properties for locations.

@ @ hasHall o e

hasSite hasProvince

hasHamlet hasState

hasLocality hasRegion

Figure 30: Allowed path for locations.

provide for the task of recognising location names.

Our approach works as follows. Every time the algorithm finds a key-
word, an instance of the class TextKey is added to the dataset. The class
LocEstimation models the fact that the algorithm of Section 6.1.2 is ex-
ecuted on the keyword and some results are provided. The instances of
Textkey and LocEstimation are related to each other by the object prop-
erty hasLocEstimation. For every estimation there may be zero, one, or more
matches. Each match of the algorithm is modeled by the GuessedLocation
class. Instances of the class GuessedLocation are associated to the ones of
the class LocEstimation by the object property hasGuessedLocation. Each
instance of the class GuessedLocation provides information concerning the can-
didate geographical place and the relative degree of belief. The degree of be-

lief is introduced by means of the data property hasGuessedValue having as
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Locality(y
N

Region(y

), hasLocalisation(?x,?y) — hasLocality(7x,7y)
), hasLocalisation(?x,?y)

)
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— hasRegion(7x,7y)

State(y 7x,7y

— hasState(?x,?y)

Hamlet(y — hasHamlet(7x,7y)

hasLocalisation(7x,?y

Province(y), hasLocalisation(?x,?y

(
(
hasLocalisation(
(
(
(

)
/)

Hall(y), hasLocalisation(?x,?y) — hasHall(?x,?y)
): /)

— hasProvince(7x,7y)

Figure 31: SWRL rules for reasoning with locations.

range the data type double. The geographical place is specified with the ob-
ject property hasReferredLoction having as range every instance of the class
Localisation. Figure 32 illustrates classes and properties introduced in order

to model the recognition of places; an example is shown in Figure 33.

v @ Thing v @ topObjectProperty ¥ mtopDataProperty
l ® LocEstimation ) ® hasGuessedLocation
GuessedLocation -~ @ hasLocEstimation
- @ TextKey ‘- mMhasReferredLocation

hasGuessedValue
hasLineNumber
hasSearchKey

i mhasSourceFile

Figure 32: Classes and properties for locations recognition.

@ ToxtKey @ LocEstimation ] | @ Guessedlocation I @ Localisation
‘ : -
v v i

1| | | |
I § search key | ':kfl @ estimation 17 ;:-—~[ @ guessed 2 |——:-—

B
hasLocEstimation ﬂ {};77

[ hasGuessedLocation| [hasReferredLocation|

Figure 33: Example of location estimation.

The ontology provided takes also into account information concerning the
algorithm for the extraction of the location and the dataset used. Classes and

object properties defined for this purpose are shown in Figure 34.
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v~ @ Algorithm v 8 hasAlgorithm

@ DetectionAlgorithm ' ® hasDetectionAlgorithm
- (@ EstimationAlgorithm 8 hasEstimationAlgorithm
@ AlgorithmCore = hasAlgorithmCore

- @ AlgorithmSet ™ hasAlgorithmSet

v-- @ Dataset @ hasDataSet
- @ LocationGeneralDataSet ‘. M hasVersion

Figure 34: Classes and object property for algorithms.

| @ LocEstimation ‘ [(® awortmsat | ([® mgorthmcore | # estimationaigor @ Estimationalgor

‘ T T ithm1 1 ithm

N hasAlgorithmset | | 1 i — hasEstimationAlgorithm

| 1 # estimationalgor -

] (o) S | ) EE==M
T
J e
== hasAlgorithmCore hasDataset
i G | # adataset
® Agoittmcore | { & DetAlgoCore L

—————

e ——

hasDetectionAlgorithm

detectionalgori @ DetectionAigon
g
thm1 thm

Figure 35: Example of describing algorithms.

A class Algorithm provides information about the algorithm applied. Cur-
rently, two types of algorithms have been identified, but others can be added.
The class DetectionAlgorithm includes all the algorithms used to establish in
a non-structured text whether a word represents a geographical place, whereas
the class EstimationAlgorithm includes information about the algorithm used
to choose a set of possible geographical places and to assign them a degree of
belief. In addition, it is possible to specify the dataset used by the algorithm by
means of the class Dataset. The subclasses of the class Dataset describe the
type of the dataset. For instance, the class LocationGeneralDataset is used
to represent the datasets containing general geographical information.

In order to keep track of the algorithms used, we provide the class
AlgorithmSet, which is associated to an instance of the class LocEstimation
by means of the object property hasAlgorithmSet. To each instance of the
class AlgorithmSet, one or more instances of the class AlgorithmCore are
The lat-

ter class relates an algorithm to the datasets used. In order to indicate the

associated by means of the object property hasAlgorithmCore.

datasets used, the hasDataSet object property is provided, having as range the
DataSet class. Analogously, to associate an algorithm to an instance of the class

DataCore, the object property hasAlgorithm is provided, having as range the
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class Algorithm. In particular, two subproperties of the class hasAlgorithm are
provided: the property hasDetectionAlgorithm, that associates an instance
of the class AlgorithmCore to an instance of the class DetectionAlgorithm,
and the property hasEstimationAlgorithmCore for the instances of the class
EstimationAlgorithm. How these classes and relations are used is shown in
the example of Figure 35. Note that, by means of the class AlgorithmCore,
additional information about why, how, and when the algorithm set is used can
be tracked.

We describe shortly how the ontology OntoLocEstimation is populated by
means of a Java framework built ad hoc. The first step of the process is to
retrieve an open dataset of locations, that is as rich as possible, and to map
such knowledge inside the ontology. We take into account the OpenStreetMap
dataset and implement a Java parser in order to populate the ontology with
the OpenStreetMap entries. The parser exploits the OWL API library [67]
together with Jena Ontology APT [118] that we adopted to perform SPARQL
[130] queries. We used the reasoner Pellet [112] to carry out inferences on the
ontology. As far as we know, Pellet provides the best deal between efficiency
and data type reasoning capabilities.

In a preliminary phase of this work, we also considered the LinkedGeoData
dataset that provides a semi-automated conversion of a subset of the
OpenStreetMap dataset in RDF format. However conversion of RDF in OWL
is not straightforward. Thus, being mainly interested in OWL reasoning, we
opted to provide the mapping of OpenStreetMap data in OWL statements by

means of a simple parser.

6.2 The ontology ArchivioMuseoFabbrica

In this section we present an OWL ontology concerning the history of the ren-
ovation of the Benedictine Monastery of San Nicolo ’Arena in Catania by the
architect Giancarlo De Carlo. Specifically, we consider a wide subset of pub-
lic and private documents collected from 1977 to 2006, during the process of
restoration and adaptation of the monastery to a campus for the University
of Catania. The task of modeling and populating the ontology have been car-
ried out from the analysis of documents stored in the Archivio del Museo della
Fabbrica, in the new archive of professor Giuseppe Giarrizzo, in the private col-
lection of Antonino Leonardi, and from the conceptual map of the locations of

the monastery.
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6.2.1 Introduction

The renovation of the Benedictine Monastery of San Nicolo L’Arena in Catania
and its adaptation as university campus performed by the architect Giancarlo De
Carlo is an important project of cultural interest in Sicily [15]. The monastery
is in fact one of the largest in Europe and has been declared national monument
in 1869. The history of its foundation is as much intricate as the history of
its recovery and readaptation as a university building. This is why it is worth
sketching its outlines, even if on a general scale. Founded in 1558 on the flat
surface of Cipriana di Collina di Montevergine, around a cloister with a square
plan, the Monastery of San Nicolo L’ Arena was surrounded by the lava flow com-
ing from Etna on the North and West walls in 1669, and then destroyed by the
earthquake in 1693. In 1702, the fabrica nova building yard was opened again
and went on for the whole 18th century.” In 1866, the whole building was con-
fiscated and declared national monument with Royal Decree dated 15th August
1869. Because of leggi eversive,® the Monastery became Royal state property.
As a result, a substantial part of it was given away to the Municipality of Cata-
nia for common benefit purposes, namely defense and education. During that
period, the building was modified to receive schools, public gyms, and military
barracks: each of these institutions modified the locations according to their
needs. From the 1950s on, the Monastery was progressively emptied from civil
uses to be almost completely released in the second half of the 1970s. At the be-
ginning of the 1970s, when the task of regenerating the old town became urgent
and mandatory (see, for instance, Commissione Franceschini, Declaration XL,
1967), other possible uses for the Monastery were considered. Meanwhile, the
Facolta di Lettere e Filosofia was looking for a new building more suitable to
its needs, because of the increased number of enrolled students. Thus, in 1977
the University of Catania became the owner of almost the whole Monastery
of Benedictines thanks to a donation in its favour made by the Municipality
of Catania.® By the end of the 1970s, the arrangement of the first rooms was
started by Ufficio Tecnico Universitario in order to set out the establishment of

the first university institutions. Such an initial restoration work brought to light

"Legge 15 agosto 1867, n. 3848. art. 20 “I fabbricati dei conventi soppressi da questa
e dalle precedenti leggi, quando siano sgombri dai religiosi, saranno conceduti ai comuni ed
alle provincie, [...], e sia giustificato il bisogno e ’uso di scuole, di asili infantili, di ricoveri di
mendicita, di ospedali, o di altre opere di beneficenza, e di pubblica utilita nel rapporto dei
comuni e delle provincie [...]”

8Legge 15 agosto 1867, n. 3848. art. 20 “I fabbricati dei conventi soppressi da questa
e dalle precedenti leggi, quando siano sgombri dai religiosi, saranno conceduti ai comuni ed
alle provincie, [...], e sia giustificato il bisogno e I'uso di scuole, di asili infantili, di ricoveri di
mendicita, di ospedali, o di altre opere di beneficenza, e di pubblica utilita nel rapporto dei
comuni e delle provincie [...]”

9However, the taking of possession of the entire building will be postponed until 2001 for
several reasons.
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a rich palimpsest of information able to tell the history of the Monastery and of
the order which commissioned its construction centuries ago, besides that one
of the ancient city. The drawing up of Progetto Guida*® (De Carlo, 1988) at the
heart of the recovery of the Monastery was a long process because of its shape,
its new usage, and the deep intertwining of historical stratifications. During
his engagement with the University of Catania, Giancarlo De Carlo for the first
time intensively tested the progettazione tentativa.''Thanks to this particular
operational method, the Progetto Guida was recognized by Regione Siciliana to
be of “important artistic interest” [89].12 Some of the solutions adopted were
often slightly and, sometimes, substantially different if compared to the reading
of Progetto Guida. The reasons that pushed Giancarlo De Carlo and the Uf-
ficio Tecnico Universitario to modify the projects in progress are traceable in
the numerous archaeological findings, in the permissions by Superintendence,
and in the decisions made by the committing university. As a result, the re-
construction of the history of the Benedictine Monastery restoration and of the
political, economic, and social implications on the Catania area turns out to be
complicated. According to the Distant Reading approach,'® We use semantic
web tools such as OWL in order to reconstruct such history and to provide the
researchers with a powerful and efficient tool that can be used to study and
integrate the data. Specifically, we define an OWL ontology representing the
locations and architectonic elements of the Monastery involved in the renova-
tion activities, and a conceptual map of related documents written during the
restoration period, stored in private and public archives. A related work is the
project Mapping the Republic of Letters [49] using semantic web technologies
to describe the Grand Tour Travelers and their correspondence from the XVIII
to the XX Century. The latter approach, however, differs from that used in this
dissertation because it covers a longer period of time and because it is mainly

based on well established databases.

10Tn 1983, Giancarlo De Carlo was in charge of the drawing up of a project, the Progetto
Guida indeed, for the recovery of the whole monastery. After the approval of such project,
the architect was asked to work as consultant and, sometimes, as supervisor.

1 < <Tentativa: meaning the attempt to reach the solution by proceeding through tests and
checks, but also to tempt the situation one deals with, in order to bring to light its imbalances
and to understand how and to what extent it can be changed without being distorted and to
reach new balances >>(DE CARLO, 1996).

I2DECREE 23rd May 2008, Gazzetta Ufficiale della Regione Siciliana, 20th June 2008,
Year 62 N. 28: <<[...] la ristrutturazione [...] effettuata su progetto redatto nel 1986
dall’architetto Giancarlo De Carlo determina di fatto il riuso del monastero attraverso una
serie di interventi che vanno dalla manutenzione ordinaria e straordinaria di alcune delle
parti esistenti, all’inserimento di elementi nuovi nel contesto storico, [...] le opere di ristrut-
turazione del complesso sopraddetto costituiscono pregevole esempio di opera di architettura
contemporanea e rivestono importante interesse artistico>>.

BIntroduced by Franco Moretti in 2005, the Distant Reading approach consists in reading
literary texts by means of geographical and conceptual maps, graphs, and trees. Such approach
differs from the traditional close reading because it focuses on relationships among entities by
means of processes of abstraction and reduction.
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6.2.2 Background tools: Letters, documents, and data

The documents used to construct the ontological dataset, produced from 1977
to 2006, are stored in Archivio del Museo della Fabbrica,'* in the new archive of
the Department Head Giuseppe Giarrizzo, and in the personal collection of doc-
uments of the surveyor Antonino Leonardi.'® The juxtaposition of collections
of documents of different nature is motivated by the fact that the Monastery of
the Benedictines is “an exclusive architectonic event for Sicily”[38] for both its
past and contemporary age. Its restoration, indeed, has been a monumental ac-
tion lasted more than 25 years (1977-2005), facing different vacillating moments
both of speed and optimism and complete arrest and pessimism. The recon-
struction of the relationships among the documents is grounded on the building
yard diaries,'® official documents drafted by the architect to inform the rector of
the University of Catania about the progress of works, and addressed in copy to
the Department Head Giuseppe Giarrizzo and the surveyor Antonino Leonardi.
Each report was accompanied by an introductory letter sent to the three persons
mentioned above. However, only letters addressed to Leonardi'” and to profes-
sor Giarrizzo were classified. Each report, when possible, is associated to one or
two letters. Letters are meaningful sources of information because they provide
indications and ideas by De Carlo which are not contained in the reports. The
building yard diaries, the letters addressed to professor Giarrizzo, and the let-
ters addressed to Leonardi are stored in the Archivio del Museo della Fabbrica,
in the new archive of the department head, and in the personal archive of the
surveyor Leonardi, respectively. In particular, data drawn from such documents
are classified according to the categories belonging to the Archivio Museo della

Fabbrica. These are listed in what follows:

- Year: date of contract stipulation or commitment act;

4By the end of the 90s, the idea that documents collected for administrative reasons could
establish a resource for the creation of a contemporary archive took shape. This archive would
be linked to the activities of the new Museo dell’Edificio dei Benedettini created thanks to
the “Progetto Coordinato Catania-Lecce”. Its main goal was the adjustment of university
buildings, having substantial lacks in terms of cataloguing and of inventory of library collec-
tions and census of scientific, archaeological, and artistic collections. The initiative 6 of the
project was referred to the institution of Museo dell’Edificio dei Benedettini.

15The big intervention of requalification of the Monastery of the Benedictines is to be at-
tributed to the department head Giuseppe Giarrizzo (1927-2015). He was the Department
Head until 1998, personally following all the stages of the building yard. The surveyor An-
tonino Leonardi (1937-2016) was the Responsabile dell’Ufficio Tecnico Universitario - Bene-
dictine section from 1980 to 2006.

6Giancarlo De Carlo’s diaries begin in 1989 when the Progetto Guida became executive.
It was intention of the Department Head Giuseppe Giarrizzo and his collaborators to publish
these diaries, which unfortunately never saw the light.

17Giancarlo De Carlo’s letters mentioned here refer to the correspondence the architect had
with the surveyor Leonardi from 1983 on issues concerning the recovery of the monastery.
One hundred five of such letters have been selected from the whole corpus and commented by
Leonardi through interviews for the publication of “La rabbia e la gentilezza. 105 lettere di
Giancarlo De Carlo sul recupero del Monastero dei Benedettini” [84].
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- Category: typology of works to be distinguished between building works
and/or alike, restoration works; structure (supplies and/or works), supply

and/or decor execution, various (optional performances);

- Place: internal/external location of the Monastery where the work has

been carried out.

- Object: activities and/or performances afferent to operational and hand-
crafted qualifications within each type of category;

- Work Supervision: reporting the indication of the individual responsible

for the project and/or works direction of the single intervention.

In addition to letters and reports, we also considered a dataset from the
press review stored in the Archivio del Museo della Fabbrica, and concerning
the renovation of the Monastery. In fact, this material could help the reader
to better understand the media and political mood that characterized such
interventions. In the ontology, gathered data have been linked to notions of
space and time. As far as space is concerned, the Benedictine Monastery is

conceptually divided into five levels, as illustrated later.

6.2.3 Description of the ontology

The ontology uses the following external ontologies: CIDOC-CRM (Comitato In-
ternazionale per La Documentazione - Conceptual Relational Model) [41], that
provides generic definitions for describing concepts and relationships typically
used in cultural heritage documentation, LinkedGeoData, the ontology for ge-
ographical places, DBpedia [83] and Wikidata [127], vocabularies for general
knowledge. CIDOC-CRM has been developed in order to create a general data
model for museums, with a particular focus on information interchange (becom-
ing an ISO standard only recently). The primary role of the CIDOC-CRM is to
provide a basis for mediation of cultural heritage information and hence the se-
mantic glue needed to transform today’s disparate, localised information sources
into a coherent and valuable global resource. Wikidata is a free and open knowl-
edge base that can be read and edited by both humans and machines and acts
as central storage for the structured data of its Wikimedia sister projects includ-
ing Wikipedia, Wikivoyage, Wikisource, and others. DBpedia is a crowd-sourced
community effort to extract structured information from Wikipedia and make
this information available on the Web. As illustrated in the ontology import clo-
sure described in Figure 36, the main ontology ArchivioMuseoFabbrica is the
access point to the knowledge base and aggregator of the ontologies presented
in this section. In fact, as depicted in Figure 36, ArchivioMuseoFabbrica

links together the ontology MonasteroBenedettini designed to represent the
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spaces inside the Benedictine Monastery, importing in its turn EdificiStorici,
a more general ontology describing historical buildings, and DocumentoAF that
describes documents in the Archivio del Museo della Fabbrica, in the new archive
of professor Giarrizzo, and in the private collection of Leonardi. The latter on-
tology imports in its turn the ontologies Professioni, representing people and
jobs involved in the renovation of the monastery, and OntoLuoghi, catalogu-
ing Italian geographical places. Before introducing the entities contained in

ArchivioMuseoFabbrica, we first present its imported ontologies.

Dbpedia - WikiData 4"‘—

[ Professioni ]

A

p
.
N
ArchivioMuseoFabbrica *)[ DocumentoAF OntoLuoghi

J/

‘ LinkedGeoData
tﬂ External Ontology

Main Ontology

MonasteroBenedettini

[ EdificiStorici <

~

LegendaJ

Importing Relationship
_—

Figure 36: Import closure of the ontology.

The ontology MonasteroBenedettini depicts the monastery by suitably
populating classes belonging to the more general ontology EdificiStorici with
individuals representing areas and elements of the monastery, also introducing
relations among them, as shown in Figures 37.

The ontology EdificiStorici describes the structure of a Benedictine
monastery. It contains two main classes: the class Area which represents
a generic area inside the monastery, is a subclass of the CIDOC-CRM class
E53_Place, and the class Elementi, which represents decorative, natural, or

architectonic structures.
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Figure 37: Description of the Benedictine Monastery.
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Furthermore, the ontology contains, as a subclass of Area, the class Livello,
representing layers of the monastery. The ontology identifies several layers,
partitioning the whole space of the building, each corresponding to an instance of
Livello. Each instance uses the data property numeroLivello having as range
the integer corresponding to the level. Each area of the monastery converges to
a layer representing its distance from the ground layer, namely layer 0. In the
case of the Catania’s Benedictine Monastery, the ontology identifies five layers,
from —1 to 3. Elements described by EdificiStorici are shown in Figure 38.
Figure 39 and Figure 40 show the levels of the Catania’s Benedictine Monastery

and their usage, respectively.

v @ Elementi
v Elementi_Decorativi
- - Fontana
¥ @ Elementi_Funzionali
-~ @ Ponte

- @ Elementi_Naturali

v- ® Elementi_Strutturali
@ Colonnato

Figure 38: Elements of the Benedictine monastery.

& Livello (5)
@ LivelloD

-4 Livello-1

Figure 39: Layers of the Benedictine Monastery.

Property assertions: Livellol DEEE

Object property assertions

= faParteDirettamenteDi Monastero_Benedettini

Data property assertions
M nomeCompleto "Pianterreno™~~xsd:string
B numerolLivello "0"~"xsd:int

M nomeCompleto "Livello 0" ~~xsd:string

Figure 40: Example of the usage of levels of the Benedictine Monastery.
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Rooms and locations of the monastery are organized in a taxonomy as shown
in Figure 41. In addition to the hierarchy of the areas of the monastery, we are
also interested in describing relations among areas. Such a conceptualization
is defined by means of the object property contiene, representing the general
containment relationship among areas and of its inverse relation, faParteDi,
subproperty of the CIDOC-CRM entity 89.falls within.

® E53_Place
v--@ Area
.- &) Refettorio = dbpedia:Refectory
- & Botteghe = Q3978838
v @ Aule
- @ Aule_Auditorio
- & Aule_Didattica = dbpedia:Classroom
. @ Aule_Studio
- & Cantinato = dbpedia:Cantina
& Centrale_Termica = dbpedia:Thermal_power_station
¥ & Chiostro = dbpedia:Cloister
- @ Primo_Chiostro
- ) Secondo_Chiostro
---- © Cortile = dbpedia:Cortile
- & Giardino = dbpedia:Garden
- Ingresso
- & Livello
---- © Museo = dbpedia:Museum
---- © Noviziato = dbpedia:Novitiate
- &) Scala = dbpedia:Stairs
- Scalone
- &) Scavi = "dbpedia:Excavation_(archaeology)’
---- ® Sopraelevazioni
---- ® Sotterranei
- & Sottotetti = dbpedia:Attic_style
- & Tetti = dbpedia:Roof

Figure 41: Rooms and locations of the Benedictine Monastery.

The object properties contiene and faParteDi are both defined as
transitive properties. The ontology also contains the object property
contieneDirettamente, a subproperty of contiene, representing the fact that
an area directly contains an element or another area. Indeed, the superprop-
erty contiene infers all the indirect inclusions among areas. The inverse of
contieneDirettamente is the object property faParteDirettamenteDi. The
data properties haNomeCompleto and haNomeInUso associate a xsd:string
representing, respectively, official names and commonly used names to
members of the class Area and of the class Elementi. The ontology
DocumentoAF identifies one main class Documenti, a subclass of the CIDOC-CRM
class E31_Document, which contains three subclasses DocumentoPersonale,

DocumentoIstituzionale, and DocumentoMuseoFabbrica, each describing a
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document type.

Specifically, the class DocumentoPersonale describes generic personal
letters, the class DocumentoIstituzionale represents documents sent to
public institutions, such as the University of Catania, and the class
DocumentoMuseoFabbrica describes the archives of the Museo della Fabbrica.
The latter includes two further types of documents: the letters represented
by the class Lettere and the building yard reports identified by the class
VerbaleDiCantiere. Each member of the class Document is associated to its
author by the object property haAutore and to its recipient by the object prop-
erty haDestinatario. Each member of the class DocumentoMuseoFabbrica is
related to the area of the monastery cited in the document by the object property
haRiferimentoCantiere. The range of the first two object properties is consti-
tuted by the union of the classes Persona and Azienda, belonging to the ontol-
ogy Professioni (see Figure 36), whereas the range of the latter object property
is the class Area of the ontology EdificiStorici. Members of the class Lettere are
related to the provenance place of the letter, represented by instances of the class
Place of the ontology Ontoluoghi (see Figure 36), by means of the object prop-
erty haLuogoAutore. In addition, they are associated to the building yard report
cited by the letter, represented by members of the class VerbaleDiCantiere,
by means of the object property haRiferimentoDocumentoAllegato.

The instances of DocumentoMuseoFabbrica can specify the date and num-
ber of the document by means of the data properties haDataDocumento and
haNumeroDocumento, respectively. An instance of class Lettere can specify the
relation number by means of the data property haNumeroRelazione, which is
subproperty of haNumeroDocumento having as range the data type xsd:int.
By means of the data property haURLDocumentoFisico, it is possible to re-
fer to the URL of the original document published on the web providing as
domain an instance of the class Documento Digitale. An instance of such a
class is related to an instance of the class Document by means of the object
property haDocumentoDigitale. Moreover, dates of inspection cited by a doc-
ument can be specified by means of the data property haDataSopralluogo
using as range the data type xsd:date. One can also describe newspaper ar-
ticles somehow related to events concerning the monastery by means of the
class ArticoloGiornale. The relative newspaper can be specified by means
of the object property haTestataGiornalistica, having as range an instance
of the class TestataGiornalistica. The topic of the newspaper is specified
by means of the object property haRubricaGiornalistica, having as range
an instance of the class RubricaGiornalistica. Moreover, for a newspaper
article, one can specify authors, publication date, page number, title, and num-

ber of images by means of the object properties haAutore, having as range an
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instance of the classes Persona, dataPubblicazione, haPaginaRiferimento,
haNumeroImmagini, respectively. Classes and object properties of the ontology

DocumentiAF are shown in Figure 42, data properties in Figure 43.

® E31_Document m= owl:topObiectProperty
® ArticoloGiornale mm haAutore
® DocumentoDigitale mm haDestinatario
® Documentolstituzionale ™ haDocumentoDigitale
= @ DocumentoMuseoFabbrica m halLuogoAutore
® Lettere mm haRiferimentoCantiere
@ verbaleDiCantiere mm haRiferimentoDocumentoAllegato
® DocumentoPersonale == haRubricaGiornalistica
@ RubricaGiornalistica mm haTestataGiornalistica

® TestataGiornalistica

Figure 42: Classes and object properties of the ontology DocumentiAF.

= M owl:topDataProperty
M haDataDocumento
M haDataPubblicazione
M haDataSopralluogo
= = haNumeroDocumento
M haMumeroRelazione
M haNumeroImmagini
™ haPaginaRiferimento
M haTitoloArticolo
M haURLDocumentoDigitale

Figure 43: Data properties of the ontology DocumentiAF.

The ontology OntoLuoghi has been introduced in [27] in order to handle and
reason on geographical places, especially in the Italian country. In the context
of the Museo della Fabbrica, we are interested in referencing the provenance
place of the letters. The ontology extends LinkedGeoData, providing a taxon-
omy of geographical Italian places together with object properties that associate
a place with its own administrative locations. The ontology Professioni de-
scribes people and companies cited in the documents of Museo della Fabbrica.
The ontology represents persons and companies by means of the classes Persona
and Azienda, respectively. The former is equivalent to the CIDOC-CRM class
E21 _Person, whereas the latter is a subclass of the CIDOC-CRM class E74_Group.
An instance of Persona can be a member of the class Professionista, which
describes the profession of the person. The ontology also provides a taxon-
omy for the jobs a person can carry out. The superclass of the taxonomy is
Mansioni. One can specify the first name and the last name of each element

of the class Persona by means of the data properties haNome and haCognome,
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respectively. The class Incarico describes a task performed by a professional.
We distinguish two kinds of tasks, IncaricoAffidato, which refers to tasks
effectively assigned, and IncaricoIndicato, which refers to tasks suggested
for a professional. The person (company) designated to perform the task is
an element of the class Persona (Azienda) and the job specified in the task
is an instance of the class Mansione. Persona and Azienda are related to
the classes IncaricoAffidato and IncaricoIndicato by means of the object
properties haIncaricoAffidato and halncaricoIndicato respectively, both
subproperties of the object property halncarico. People and job assigned
are related by the object property haQualificaIncarico, having as domain
subclasses of the class Incarico and as range the class Mansione. These ob-
ject properties are subproperties of the CIDOC-CRM relation P14i_performed.
The classes Mansione and Incarico are subclasses of the CIDOC-CRM class
E7_Activity. The start and the end dates of the commission are introduced
by the data properties haDataInizioIncarico and haDataFinelIncarico, re-
spectively, having as range the data type xsd:date and as domain an instance
of the class Durata_Incarico. Such instance is associated to an instance of
Incarico by means of the object property haDurataIncarico. The classes of
the ontology Professioni are shown in Figure 44.

-~ @ Durata_Incarico

& Persona = Person v-®E74_Group

v-- @ Professionista

---- ® Agronomo @ Azienda
- @ Archeologo v-@ E.7_Act|wt-,v
i = @ Incarico
: :rchltettto - @ IncaricoIndicato
i D‘i’:e(:;c:a:or e . @ IncaricoAffidato
- Docente_Universitario v @ Mansioni L
--@ Fotografo ©® Addetto_Elaborazioni
@ Funz.Soprbbccaa @ ©® Addetto_Indagini_Analisi
@ Funz.Ufftecn.Un. 7 © Addetto_Progetto_d.I
-®Geologp ® Addetto_Rilievo
@ Geometra ©® Addetto_Scavo_Archeologico
- @ Ingegnere : Ash_:'.es_.sore
- @ Libero_Professionista - Calmmico
--@ Paesaggista @ ® Collaboratore_De_Carlo
- @ Perito_Industriale @~ ® Collaudatore
-@Storicc i ® Consulente

----- @ Rettore_Universita

""" ® sindaco

- @ Sovraintendente

Figure 44: Classes of the ontology Professioni.

As outlined in the first part of this section, ArchivioMuseoFabbrica is the



6 SEMANTIC WEB ONTOLOGIES 146

aggregator of the ontology presented in this section. The usage schema of the

ontology ArchivioMuseoFabbrica is shown in Figure 45.

PROFESSIONI DOCUMENTOAF

halncaricolndicato

DOCUMENTOMUSEOFABBRICA

PERSONA
halncaricoAffidato

INCARICOAFFIDATO INCARICOINDICATO)

haDocumentolncarico

haQualificaincari INCARICO /

haAreaCantiereAffidata
haDuratalncarico
< haDataFinelncarico DURATA_INGARICO AREA
haDatalniziolncarico
MONASTERO BENEDETTINI

Figure 45: Schema of the ontology ArchivioMuseoFabbrica.

Specifically, it contains the object property haAreaCantiereAffidata, hav-
ing as domain the class Incarico and as range the class Area. It provides the
link between tasks from the ontology Professioni to the areas of the monastery
(ontology EdificiStorici) involved in the task. The second object property
is haDocumentoIncarico, having as domain the class Incarico and as range
the class Documenti, associating a task performed by a professional with the
archive of the Museo della Fabbrica (ontology DocumentiAF) that documented
the task. The latter object property is a subclass of the CIDOC-CRM relation
P70_documents. The task of populating the ontologies has been accomplished
by means of several ad hoc scripts written in Java to read the source data,
mainly provided as Excel sheets, and to return the ontological dataset. The
main library used is the OWL-API, a Java library for manipulating ontologies.
Some examples of source data and ontological mapping are shown below. Fig-
ure 46 shows the input data of the Giarrizzo’s letters, whereas Figure 47 shows
the ontological data displayed by the editor Protégé. An example of the input
data of the press review is illustrated in Figure 48, whereas an example of OWL

mapping in Figure 49.
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_ A [ B [ C [ D E
1 |data Luogo n. relazione data sopralluogo Mittente Destinatorio
2| Milano 27 marzo 1991 13 20, 21,22,23 marzo 1991 Giancarlo De Carlo Giuseppe Giarrizzo
3] Milano 26 luglio 1991 15 19/20 luglio 1991 Giancarlo De Carlo Giuseppe Giarrizzo
"4 |Assente 59 29/30/31 gennaio 1999 Giancarlo De Carlo Giuseppe Giarrizzo
5 |Milano 10 settembre 1991 16 5/6/7 settembre 1991 Giancarlo De Carlo Giuseppe Giarrizzo
"6 |Milano 4 ottobre 1991 17 1/2/3 ottobre 1991 Giancarlo De Carlo Giuseppe Giarrizzo
7 |Milano 7 novembre 1991 18 3/4 novemre 1991 Giancarlo De Carlo Giuseppe Giarrizzo
Milano 21 novembre 1991 19 19/20 novembre 1991 Giancarlo De Carlo Giuseppe Giarrizzo
9 Milano 20 dicembre 1991 20 14/15/16/ 17 dicembre 1991  Giancarlo De Carlo Giuseppe Giarrizzo
10 |Milano, 28 gennaio 1992 21 19/20/21 gennaio 1992 Giancarlo De Carlo Giuseppe Giarrizzo

Figure 46: Dataset example of professor Giarrizzo’s letters.

Description: Milano27marzo1991 MEBEE § Property assertions: Milano27marzo1991

Types
® Lettere

Same Individual As

Different Individuals

propery a

™ haLuogoAutore dbpedia:Milan
m= haDestinatario giuseppegiarrizzo
mm haAutore giancarlodecarlo

Data property assertions

® haNumeroRelazione "13"~“xsd:int

mm haDataSopralluogo
®m haDataSopralluego
mm haDataSopralluogo
m= haDataSopralluogo

"1991-03-22T00:00:00"~"xsd:dateTime
"1991-03-23T00:00:00"~~xsd:dateTime
*1991-03-20T00:00:00"~~xsd:dateTime
"1991-03-21T00:00:00"~~xsd:dateTime

® haDataPubblicazione "1991-03-27T00:00:00"~"xsd:dateTime

Figure 47: Example of mapping of the professor Giarrizzo’s letters.

data testata
03/01/1996 la sicilia
21/02/1996 la sicilia
28/02/1996 la sicilia
28/02/1996 la sicilia

pagina
assente
assente
il fatto
il fatto

n. pagina_ ruubrica

13 awviato il restauro
16 catania e l'unione europea

2

2 I'amarezza di grande Bommarito

titolo

ripristino di tutti i dettagli originali
ospiterd due importati appuntamenti internazionali

autore
luigi prestinenza
pinella leocata
Salvatore la rocca

"aspettiamo I'esito dell'inchiesta, chi ha sbagliato paghera” pinella leocata

Figure 48: Dataset example of press review.

Description: LASICILIA2002-01-20_10 [EEE § Property assertions: LASICILIA2002-01-20_10

Types
® ArticoloGiornale

Same Individual As

Different Individuals

Figure 49

Object property assertions

= haTestataGiornalistica LASICILIA

Data property assertions

® haPaginaRiferimento "19"~~xsd:int

™= haDenominazione "

"LASICILIA2002-01-20_10"~~xsd:string

mm haTitoloArticolo "Dipartimento di scienze umane”~~xsd:string
= haNumeroImmagini "0"~~xsd:int
= haDataPubblicazione “2002-01-20T00:00:00"~~xsd:dateTime

: Example of mapping of the press review.

pre

0
1
2
1



6 SEMANTIC WEB ONTOLOGIES 148

6.3 The ontology SaintGall

6.3.1 Introduction

The project of valorisation of the Benedictine Monastery of San Nicola I.’Arena
in Catania, currently carried on by the University of Catania, required the re-
alization of an information system allowing the different agents involved in the
process to manipulate information concerning the Sicilian late-baroque build-
ing nowadays hosting the Department of Humanities, and, in particular, to
query, integrate, share, understand, and modify data concerning its contempo-
rary renovation (1977-2005). In view of the project requirements, we proposed
an ontology, called ArchivioMuseoFabbrica, for the most important features of
the Monastery (see Section 6.2).

The ontology ArchivioMuseoFabbrica has been developed to value the rich
archival heritage arisen directly from De Carlo’s building site and storing pic-
tures, diaries, projects, letters, photos, architectural plastics, and so on.'® The
ontology of the Monastery is very specific and focused on the contemporary
aspect and re-adaptation of the building. Indeed, it has been conceived to
reconstruct relationships between areas involved in the renovation work and
people and companies entrusted with the performance of specific tasks. Besides
information on documents and people, the ontology also includes a section de-
voted to the internal description of the building. The latter has been defined
from the Progetto Guida— designed by the architect De Carlo for the renova-
tion of the Benedictine Monastery (1988)— in order to associate each area of
the Monastery with the relative documents stored inside the building site. In
light of such characteristics, it is very useful for managing knowledge about the
specific monastery and refurbishment activities. Such work and the value it has
as a support for interventions on this specific architectural heritage opens a new
path of research: to build the ontology of an ideal or generic monastery. It
was therefore necessary to introduce a more generic tool permitting to describe
the building in an atomic way, namely considering the smallest characterizing
part of it and combining them appropriately in a larger landscape. From this
point of view, the ontology turns out to be excessively focused on the renovation
work and, consequently, it does not permit to analyse the Sicilian building as
an ideal or generic monastery and to study its architectonic history through the
eras preceding the Seventies of the XX Century. In view of that, the Saint Gall
plan has been used to define a novel ontology concerning the generic “concept”
of Benedictine monastery.'® In fact, the scroll of the Saint Gall plan stored in

the Stiftsbibliothek Sankt Gallen and representing the Swiss Monastery in plant

Bhttps://goo.gl/evgpB9
Yhttp://www.stgallplan.org/
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is a precious document not only from historical and artistic points of view — it
presents itself as a conceptual map of an “ideal monastery” —, but also because
of the organization of the information easily readable due to its high-resolution
digitalization.?? Thanks to the schematic nature of the Saint Gall plan and
since it has been conceived with the purpose of organizing the spaces according
to the monastic life-style, leaded by the San Benedict rule, it is a perfect source
for the development of an ontology for the “ideal monastery”.

In this section, we present an OWL 2 ontology, called SaintGall, representing
the monastery described in the Saint Gall plan. The ontology SaintGall has
been developed by taking into account structural, architectonic, and functional
details of the buildings included in the plan, and information provided by [128].

The major problems we faced in considering information provided by [128]
are the correct interpretation of the socio-cultural context and the lack of ency-
clopaedic and architectural knowledge of the author. Our interpretation of the
text, however, is confirmed by the studies of more recent authors [58], [39], [80].

The entities of the ontology have been created from scratch. The usage of
foundational ontologies has been avoided in this phase, since we preferred to
analyse horizontally the domain and to postpone the phase of ontological in-
teroperability at a later stage. The ontology consists of more than 400 classes,
almost 60 object properties, and more than 1000 logical axioms, and it ex-
ploits OWL 2 constructs such as existential restriction and qualified cardinality
restriction (further structural details are summarized in Table 14).

We used the Fact++ reasoner for the classification of the ontology, as it
performs well with ontologies admitting axioms containing existential (“Some

values from”) and universal (“All values from”) OWL restrictions.?!

Metric type SaintGall metric value
DL expressivity SHOIQ(D)

Axioms count 1665

Logical axioms count 1103
Declaration axioms count 477
Classes count 401
Total classes count 401
Object properties count 58
Data properties count 3

20The project of digitalization and metadatation of the Saint Gall plan lasted approximately
six years and gave to the research community the possibility to remotely vision the scroll in
every detail, from front to back, and to zoom and rotate it. There is also a search tool for
the metadata included in the map. The project, available at http://www.stgallplan.org/, also
includes the Manuscripts of the Reichenau Monastery.
21http://owl.cs.manchester.ac.uk/tools/fact/



6 SEMANTIC WEB ONTOLOGIES 150

Individuals count 13

Sub-class axioms count 972
Equivalent classes axioms count 18
Disjoint classes axioms count 16
Hidden GCI count 8
Sub-object property axioms count 40
Inverse object properties axioms count 23

Transitive object properties axioms count 8
Symmetric object properties axioms count 2
Object property range axioms count 2
Data property domain axioms count 3
Data property range axioms count 3
Class assertion axioms count 13

Same individual axioms count 2
Different individuals axioms count 1
Annotation assertion axioms count 86

Table 14: Structural metrics of the ontology SaintGall

6.3.2 Historical Notes

Monasteries were conceived by the Benedictine monastic order, founded by
Saint Benedict of Nursia, after the collapse of the Western Roman Empire.
The monastic shape aims at preserving the European Christianity inside small
self-sustaining communities where to lead a life of mystic and religious contem-
plation and introspection. The main principle is to protect and shield Christian
religion and tradition from barbarian invasions. In the tradition related to Saint
Benedict, the theme of Goths is recurring. For instance, we recall the famous
episode of the meeting between the God’s servant Benedict and the king Totila,
commander of the Goth’s army.

Monasteries differ from convents primarily because of their purpose. Monas-
teries are inhabited by monks belonging to some monastic order such as the
Benedictine one, having an ascetic and solitary lifestyle. Convents, originating
later with the mendicant orders such as the Franciscan one, are more dependent
by the outside world. The two religious constructions arose in different histor-
ical periods, carrying out different functions inside the religious community.
Monasteries are often also abbeys that are spaces where the nullius diocesis is
effective. Such norm, in the canon law, represents the independence of a church

and of the related monastery from the diocese in which the building is located.
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Therefore, the abbot substitutes for the bishop inside the Benedictine “village”.

<<Monasticism has its root in the interpretation of the Christian faith de-
veloped in the theology of the 6th century firstly in Orient. Analogously to
theology and architecture, it is subjected to a deep transformation in Occident.
[ ...] The Benedictine Order remains for a long time the principal one. Hun-
dreds of convents and monasteries are spread across the Christian Europe and
represent cells of Christian tradition and faith, of science, and of culture>>
[80].

Since the foundation of the Monastery of Montecassino, the first Benedictine
monastery, in the first half of the 6th century, the Benedictine Order has been
subjected to incessant internal reforms, especially when periods of spiritual and
moral weakening took over the strictness of the Order. Reforms often influenced
the housing architecture of the monks.

Starting from the 7th century, Western Europe is characterized by a capil-
lary network of monasteries, preserved more than castles, public and laic works,
precisely because of their religious function [58]. Their shape in Occident re-
mained largely unchanged in its characteristics during the whole Middle Age
and in all Christian countries, with differences in the volume of some spaces.
For example, in more recent periods, largest libraries are built in order to host
bigger amounts of books.

The plan of Saint Gall, illustrated in Figure 50, is a model of monastery
better representing the Benedictine architecture since it is strongly inspired by
the rule of Saint Benedict, and can be considered a fixed-type for the Middle
Age monasteries [39].

The plan has been designed in the context of Pre-Romanesque Carolingian
art and architecture, in which a varied and complicated partition of the space
is preferred: base arches separate high and wide spaces, ribbed vaults are used
to emphasize the complexity of the environment, and walls are treated so that
<<it is given greater importance to the compactness of the masonry blocks
until the 11th century.

[...] The planimetry of Saint Gall Monastery provides the ideal scheme
adopted until the late-Gothic period: the monks dwellings are located on three
sides of a rectangular or quadratic courtyard (cloister), while on the other side
(on north or on south) runs one side of the church. The internal court is entirely
surrounded by a quadrangular arcade that links the buildings. Usually, beside
the oriental wing of the cloister, we find two small rooms assigned to the sacristy
and armarium (book storage), and one room assigned to the monks reunions
where they discuss all the community matters under the supervision of the abbot
or the prior.

On the east side of the church, there is the monks dormitory, located on the
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upper floor for space connectivity reasons and because of tasks to be performed
inside the church. Often, in front of the church there is the refectory, the dinner
room, and the kitchen of the monastery, while on the occidental wing there are
others buildings, services, and the entrance.>> [80]. Thus, rooms of common
use such as dormitories turn out to be of great relevance. They are usually
located beside a cloister containing a little garden or a green area, and, in the
middle, a fountain or a water source for the ablutions. The cloister was devoted
to contemplation of beauty and meditation, being an open area in a seclusion

space. Inside the fortification, right out the cloister area, there are locations

assigned to the farms and the dwelling of animals.

Figure 50: The plan of Saint Gall.

As showed in Figure 50, the space arrangement is inspired by that of a small
village: a large church in the centre with annexed cloister and dormitory; at
East one can find the novitiate, the infirmary, the cemetery, and the orchards;
at South the factories; at North the guest houses, schools, and the dwelling
of the abbot; and at West the farms. Thanks to its shape, the Monastery
accomplishes the nullius diocesis, being self-sustained and independent from
the outside world, and the ora et labora rule professed by San Benedict.

Since it is one of the most ancient descriptions of primitive Benedictine
monastery arrived intact today, it turns out to be an important structural, ar-
chitectonic, and functional landmark for the Benedictine monasteries. In the
plan, the Saint Gall Monastery is idealized together with its essential com-
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ponents. In fact, as it often happens in the context of architectural history,
buildings realized in a long temporal window are subject to change with respect
to the original idea because of historical, economical, practical, and morpholog-
ical reasons. Many European monasteries are inspired by the Saint Gall plan
even if for practical and technical reasons they deviated from it.

For instance, the Benedictine Monastery of San Nicold I’Arena in Catania
[38] contains most of the elements of the Saint Gall plan with the exception
of some locations such as the brewery that, for cultural reasons, has been re-
placed by a distillery. Moreover, the Benedictine Monastery in Catania is a
urban monastery and therefore the structure of the animal farms is also slightly
modified.

6.3.3 Applied ontology for architecture heritage: a focus about Types
in Architecture

Literature is rich in research about the effort of applying ontologies to the de-
sign for architectural heritage. Ontologies indeed can describe the conservation
process or the redesign of architectural artefacts in order to support both inves-
tigation and design phases [1].

Recently, documentation processes concerning the conservation of the ar-
chitectural heritage and of the architectural design ex movo have been carried
out focusing efforts and contributions on knowledge representation and man-
agement of existing elements, training memories, and personal remembrances
[115], [116], [88].

Thus a representation of knowledge that suits the richness and specificity of
information related to historical architecture is needed so to be a support for
the decision-making of design phases [1].

One of the fields where ontologies have been introduced is architecture be-
cause of its intrinsic wideness and variety of knowledge (historical, technical,
artistic, subjective knowledge, and so on). In facts the theoretical luggage of
architecture fits well to be explored and modeled via ontological methods. On
the other hand, ontological representation of knowledge can be extremely useful
to manage, organize and share this luggage in an unambiguous way. In addition
it should be available even as a tool for the single agent that has to unravel the
knowledge, data, and information concerning a single design task.

Design in architecture is an expression of critical conscience detached from
reality and derives from the special personal universe of the architect and her/his
”inventive memory”. The analysis of memories (disaggregated knowledge) can
be possible through ontological tools [66], [12].

According to some literature, the architectural type is a kind of epistemo-
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logical foundational knowledge. Specifically, an architectural type is a logical
statement that describes a formal structure (i.e., a shape) [91]. Types regu-
late relational and functional systems, a kind of "mental projects” that can be
considered pre-representations of the space preceding the design stage [97].

An ontological analysis can make explicit, clarify, and manage the complex-
ity of references, constraints, functional goals, and designer’s ambition through
a cognitively centered design process. Moreover, it helps in highlighting and co-
herently separating the key elements of the architectural creative process [116].

Types in architecture have been listed, explained and discussed over time in
the attempt to introduce and specialize notions such as form and function. For
example, in Palladio’s [102] and Durand’s [47] books we find listed some. They
are about architectural objects and urban frame which are referred to buildings
and infrastructure intended to accomplish determinate function (burial monu-
ments and hospitals, city walls, city doors, streets, triumphal arches, bridges,
public squares, public buildings, temples/churches, palaces, courthouses, col-
leges, libraries, museums, observatories, markets, lighthouses, customs trade
fairs, theaters, and hospitals).

There are researches about how to manage via ontological analysis the in-
trinsic knowledge of architectural type as a first step to explore all the memories
with the aim of supporting design processes in both the restoration and refur-
bishment of architectural heritage.

Our work of ontological modeling of the Saint Gall map will help to shed light
on the Monastery Type and to capture significant logical, semantic, geometric,
and functional knowledge about elements used when designing monastery. A
monastery is an evolution of the nucleus of more ancient architectural artefacts
that changed their function over time. Monasteries and later convents in their
turn were converted in hospitals, schools, universities.

The SaintGall ontology has been designed in such a way that significant
features and shapes about the Monastery type are adequately represented. Thus

it can be a useful support for design tasks concerning buildings of similar kind.

6.3.4 Description of the ontology SaintGall

The ontology SaintGall describes buildings and green spaces depicted in the plan
of Saint Gall considering their cardinal orientation, their position with respect to
other entities inside the plan, and their architectonic, structural, and functional
features.

The ontology exploits the following main classes: the class Building de-
scribes a generic building, Garden specifies a generic green space, Element de-

scribes architectural, natural, ornamental, and votive elements, furnitures and
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tools of common use illustrated in the plan. The ontology also provides classes
and properties to describe the cardinal orientation, position, and shape of the
structures of the plan, and the role of people living inside the monastery.

At first, we model the functional areas of the monastery classifying the
buildings represented on the map according to their intended use. Specifically,

we introduce as subclasses of Building the pairwise disjoint classes:

- BuildingForEducation,

- BuildingForHospitality,

- BuildingForTheSickAndInfirm,
- FarmBuilding,

- PrincipalMonasticBuilding.

The class BuildingForEducation includes, in particular, the class School,
modeling a building intended for the education of scholars, and the class
NoviceCloister, representing the novice cloister, dwelling of young peo-
ple oriented to the monastic life. = The class BuildingForHospitality
contains among others the class HospitiumDistingueshedGuests, model-
ing the hospitium for the reception of eminent strangers, and the class
HospitiumPoorTravelersPilgrims, representing the dwelling of poor trav-
elers and pilgrims. The class BuildingForTheSickAndInfirm contains in
particular the subclass InfirmaryCloister, representing the cloister where
the sick brethren are lodged, and the class DoctorHouse, containing among
others a private room for the physician and a room for very ill patients.
The class FarmBuilding models the factory, the working house, and other
buildings devoted to domestic cattle, poultry, and their keepers. The class
PrincipalMonasticBuilding includes in particular the classes AbbotHouse,
modeling the dwelling of the abbot, TheCloister, describing the cloister where
monks live, and TheChurch, describing the abbey. The hierarchy of Building

is shown in Figure 51.
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@ Building

k

r-- @ BuildingForEducation

----- ® HeadMasterSchoolResidence
----- @ NoviceChapel
----- @ NoviceCloister

7 @ BuildingForHospitality

----- © AlmonerResidence

----- @ CateringDistinguishedGuests

----- ® CateringPoorTravellersPilgrims
----- @ HospitiumDistinguishedGuests

----- @ HospitiumForVisitingMonks

----- ® HospitiumPoorTravellersPilgrims
----- ® HouseCountryServants

----- @ Parlour

7-- @ BuildingForTheSickandInfirm

----- ® DoctorHouse

----- © HouseForLettingBlood
----- @ InfirmaryChapel

----- @ InfirmaryCloister

----- @ InfirmaryKitchenBath

7 @ FarmBuilding

..... . Barn

..... o Factory

----- ® HouseForTheFowlKeepers
----- @ KilnBuilding

----- ® MillBuilding

----- ® MortarBuilding

----- © NorthFactory

- PoultryHouse

----- ® SouthFactory

= i StallDomesticCattle
----- ® TheGardenerHouse
----- © WorkingHouse

r-- @ PrincipalMonasticBuilding

----- ® TheChurch

----- @ AbbotHouse

----- ® AbbotHouseServices

----- ® BakeHouseBrewHouse
----- @ CellarLarder

----- © DormitoryPisalis

----- ® HolyBreadOilHouse

----- ® MonksBath

----- @ MonksKitchen

----- © PorterLodging

----- ® PublicvVestibule

----- ® RefectoryClothesStore
----- © SacristyVestry

----- ® ScriptoriumLibrary

----- ® ThecCloister

----- © VestibuleForGuestsSchool

----- © VestibuleForMonastery

Figure 51: Subclass hierarchy of Building.

156
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The green spaces inside the monastery are modeled by means of the
class Garden, having the disjoint subclasses Cemetery, KitchenGarden, and
PhysicGarden. Cardinal orientation of buildings and gardens on the map are
modeled by the classes CardinalDirection, CentralPosition, and the ob-
ject property hasPosition, having as range the union of CardinalDirection
and CentralPosition. CardinalDirection is a finite enumeration of the
values East, North, NorthEast, NorthWest, South, SouthEast, SouthWest,
West. CentralPosition contains only the individual Centre. In addi-
tion, we introduced the defined classes CentralArea, EastArea, NorthArea,
NorthEastArea, NorthWestArea, WestArea, SouthEastArea, SouthWestArea,
SouthArea, whose subclasses, representing the buildings and gardens of the
monastery, are deduced by inference. Figure 52 shows the description of the class

NorthArea, whereas Figure 53 illustrates the inferred hierarchy of NorthArea.

Description: NorthArea

Equivalent To
® sanGalloPlan and (hasPosition value North)
Disjoint With
© NorthEastArea, SouthArea, SouthWestArea, EastArea, WestArea, NorthWestArea,
SouthEastArea

Figure 52: Description of NorthArea.

© NorthArea
- ® AbbotHouse
~® AbbotHouseServices
® cateringDistinguishedGuests
® HospitiumDistinguishedGuests
- ® School

Figure 53: Inferred hierarchy of NorthArea.

In addition, we defined the position of buildings or gardens in the map with
respect to other contiguous buildings or gardens by means of the object prop-
erties onEast0f, onNorthEast0f, onNorth0f, onNorthWest0f, onSouthEastOf,
onSouth0f, onSouthWest0f, onWest0f, where onEast0f is the inverse of onWest0f,
onNorthOf of onSouth0f, onNorthWest0f of onSouthEast0f, and onNorthEast0f
of onSouthWestOf.

Next, we analyze the shape, the size, and the internal structure of buildings
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and gardens.?? We define the class Shape, modeling the shape of structures
such as cloisters (RectangulaShape or SquareShape), whose subclass hierarchy
is shown in Figure 54, and the object property hasShape, having as range the
class Shape and owl:Thing as domain.

The class Size and the object property hasSize model the size of buildings.

@ Shape

@ CircularShape

¥ @ CrossShape

.~ ® GreekCrossShape
.~ @ LatinCrossShape
- @ GreekPiShape

- @ RectangularShape

. @ SquareShape

Figure 54: Subclass hierarchy of Shape.

The class Element has as subclasses the class ArchitecturalElement, de-
scribing general architectural elements inside the map, the class Furniture,
modeling objects used in everyday life such as Bedstand and Desk, the class
Tool, modeling tools of common use such as Furnace and Boiler, and classes
describing rooms, clothes, food, votive and ornamental elements. Anything in-
cluded in such classes can be used in other contexts outside the Saint Gall plan.

In addition, we provide the object properties contains, together
with its subproperties consistOf, containsAround, and so on, and
its inverse isContainedIn, together with its subproperties isPartOf,
isContainedAround, and so on. The hierarchy of the subclasses of Element
and of its related properties are illustrated in Figures 55 and 56.

In Figure 57 we show the picture of the abbot house in the Saint Gall scroll,
and in Figure 58 we report the OWL 2 model of the abbot house, as represented
by the tool Protégé.

This building, inhabited by the abbot, is surrounded by a fence. It consists of
two stories of which the lower one has an open portico on the east and west sides.
The inner space is split into two chambers: the abbot sleeping and sitting rooms.
The upper story contains some small chambers and one large chamber. Details
concerning the furniture of the abbot sleeping and sitting rooms are modeled
by the classes AbbotSleepingRoom and AbbotSittingRoom, respectively, which

are subclasses of Chamber.

22We take into account the information provided by the sources available to us, namely
[128], [39], [42], [58], [80], and http://www.stgallplan.org/.
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V- @ Element

V.

-

® ArchitecturalElement

----- ©® Ambulatory

..... [ ] AP&E‘

B @ Arch

----- © BaptismalFont
----- @ Chapel

----- @ Chimney

p— @ Chorus

..... .5'}3"

----- @ ThePresbitery
k- @ Transept

-~ @ Vault

b @ wall

L Windowr

@ Clothes

® DrugAndMedicament
& Food = Provision
@ Forniture

= HeatingElement
@ NaturalElement

b @ OrnamentalElement
i & Provision = Food
v ® Chamber

- @ AbbotSittingRoom
- @ AnimalDwelling

h ® AnimalKeeperRoom
- @ AttendantChamber
@ BakeHouse

= Bath

159

h @ AnimalDwelling
B @ AnimalKeeperRoom
----- ® AttendantChamber
p-- @ BakeHouse
..... . Bﬂth
----- ® BeerCoolingRoom
b @ BrewHouse
----- @ Cellar
----- @ DangerousIlinessChamber
b @ Dormitory
----- @ DrugStore
----- ® FoodPreparationRoom
----- ® GardenerChamber
----- ® GroomRoom
----- @ HeadMasterMainChamber
----- @ HeadMasterPrivateChamber
----- @ InfirmaryMasterChamber
----- @ InfirmaryPisalis
b @ Kitchen
----- ® LargeChamber
----- ® NoviceInfirmary
----- ® NoviceMasterChamber
----- @ NovicePisalis
----- @ PhysicianPrivateRoom
----- @ PorterSittingRoom
b @ Refectory
----- ® ServantChamber
p-- @ SleepingRoom
----- ® SmallChamber
----- @ StoreRoom
----- @ Toilette
----- @ verylIllPatientRoom
b @ Vestibule
b ® WorkerChamber
b @ Workshop
----- @ ClothesStore
----- ® Granary
----- @ Library
----- ® LockerForFlour
----- ® SchoolLargeApartment
§-- @ Space
B @ VotiveElement

Figure 55: Subclass hierarchy of Element.
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.. contains V- = isContainedIn
..... ™ consistsOf -~ mmisContainedAround
..... = containsAround - MM isContainedInEastOf

----- m containsInSummit - MM isContainedInNorthEastOf
----- mm containsInTheMiddle - mMisContainedInNorthOf

-----  containsOnEast isContainedInNorthWestOf
----- = containsOnMNorth - isContainedInSouthEastOf
----- mm containsOnNorthEast - M isContainedInSouthOf

----- m containsOnNorthWest - M isContainedInSouthWestOf
----- B containsOnSouth - M isContainedInSummit

----- = containsOnSouthEast - MM isContainedInTheMiddleOf
----- = containsOnSouthWest - mMisContainedInWestOf

-----  containsOnWest - isPartOf

Figure 56: Object properties related to the class Element.
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Figure 57: Picture of the abbot house.

Description: AbbotHouse

SubClass Of

® contains exactly 1 (LowerStory and ((contains exactly 1 AbbotSittingRoom) and (contains
exactly 1 AbbotSleepingRoom)))

® contains exactly 1 (UpperStory and (contains some SmallChamber) and (contains exactly
1 LargeChamber))

® containsOnEast exactly 1 OpenPortico

® containsOnWest exactly 1 OpenPortico

® directlyOnNorthOf some TheChurch

® directlyOnNorthWestOf some ScriptoriumLibrary
® directlyOnWestOf some AbbotHouseServices

® hasPosition value North

® prindipalMonasticBuilding

® sorroundedBy some Fence

Figure 58: Description of AbbotHouse.
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We also model people living in the monastery. As shown in the abbot ex-
ample of Figure 59, they are classified according to the place in which they live

and spend most of the day.

Description: Abbot

SubClass Of €

® jivesIn some AbbotHouse
® Monk

Figure 59: Description of Abbot.

As shown in Figure 60 for the specific case of the abbot house, our OWL 2
representation of the Saint Gall map was developed so as to be as faithful as

possible to the text in natural language of [128] and to the map.

® contains exactly 1 (LowerStory
and ((contains exactly 1 AbbotSittingRoom)
and (contains exactly 1 AbbotSleepingRoom)))

® contains exactly 1 (UpperStory
and (contains some SmallChamber)
and (contains exactly 1 LargeChamber))

® containsOnEast exactly 1 OpenPortico

® containsOnWest exactly 1 OpenPortico

® directlyOnNorthOf some TheChurch

® directlyOnNorthWestOf some ScriptoriumLibrary
® directlyOnWestOf some AbbotHouseServices

® hasPosition value North

® PrincipalMonasticBuilding

® sorroundedBy some Fence

This building is surrounded by a fence. It
consists of two stories of which the lower
one has an open portico on the east and
west sides. The inner space is split into
two chambers: the abbot sleeping and
sitting rooms. The upper story contains
some small chambers and one large
chamber.

Figure 60: Example of the abbot house.

The illustration of the monk cloister in the Saint Gall scroll is reported in
Figure 61.

The cloister court is located on the south wing of the church. It is constituted
by a large area bounded on the north by the church and on the other sides by
three important buildings of the monastery: the parlour, the dormitory, and

the refectory. The parlour serves as a vestibule to the cloister and as a space
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where servants receive orders by superiors and visitors can meet the monks. The
refectory is used as dining and amusement room. The cloister also contains a
passage to a cellar with larder for storing food. It is surrounded by a covered
walk, called porticus, and contains in the centre an open space with a fountain
or water source, probably laid out with grass or shrubs. There is an open arch in
the centre of each side, which gives access to the central space (cloister garth).
The path from the side to the centre designs four quadrangular spaces that
have the same organization. On either side of this central open arch there is a
group of four arches, whose pillars rest on a low basement wall, being intended
to admit light and air in the manner of open windows, but not to give access
to the cloister garth. The cloister is characterized by the presence of a portico,
rested on a low perimetric wall and admitting light inside the spaces annexed
to the gallery. For each side of the cloister, there is a big central arch that gives
access to the garden. The cloister, connecting the different areas of the cenoby,
allowed monks to use the portico as a place where to rest and have shelter from
the bad weather.
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Figure 61: Picture of the monks cloister.

The OWL 2 model of the monk cloister, as represented by the tool Protégé,
is illustrated in Figure 62.



6 SEMANTIC WEB ONTOLOGIES

Description: TheCloister

Equivalent To

SubClass Of
@ CloisterOfMonks
@ containsAround some CoveredWalk
@ containsInTheMiddle exactly 1 Tub

@ containsOnEast exactly 1 (Walk
and (hasPassageTo some Tub))

@ containsOnEast exactly 1 OpenArch

@ containsOnNorth exactly 1 (Walk
and (hasPassageTo some Tub))

® containsOnNorth exactly 1 OpenArch

@ containsOnNorth some
(CoveredWalk
and (containsOnNorth some Bench)
and (containsOnSouth some Bench)
and (hasPassageTo some SouthTransept))

@ containsOnNorthEast exactly 1 {(OpenSpace
and (contains some
(Grass or Shrub))
and (containsOnEast exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall)))}))
and (containsOnNorth exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
® containsOnNorthWest exactly 1 (OpenSpace
and (contains some
(Grass or Shrub))
and (containsOnNorth exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
and (containsOnWest exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
® containsOnSouth exactly 1 (Walk
and (hasPassageTo some Tub))

@ containsOnSouth exactly 1 OpenArch
® containsOnSouth some OpenArch
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® containsOnSouthEast exactly 1 (OpenSpace
and (contains some
(Grass or Shrub))
and (containsOnEast exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
and (containsOnSouth exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
® containsOnSouthWest exactly 1 (OpenSpace
and (contains some
(Grass or Shrub))
and (containsOnSouth exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
and (containsOnWest exactly 4 (OpenArch
and (contains exactly 2 (Pillar
and (restsOn some LowBasementWall))))))
@ containsOnWest exactly 1 (OpenArch
and (hasPassageTo some Tub))
® containsOnWest exactly 1 (Walk
and (hasPassageTo some Tub))

@ directlyOnSouthOf some TheChurch
® hasPassageTo some CellarLarder

® hasPassageTo some DormitoryPisalis
® hasPassageTo some Parlour

@ hasPassageTo some Refectory

® hasPosition value Centre

® inhabitedBy some Monk

DPrincinal ey 14
® Princ p IC

General class axioms

SubClass Of (Anonymous Ancestor)
® containsOnWest some OpenArch
® sorroundedBy some Walk
® containsOnEast some OpenArch
@ containsOnSouth some OpenArch
® containsOnNorth some OpenArch

® hasShape some
(RectangularShape or SquareShape)

Figure 62: Description of TheCloister.
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7 Conclusions and Future Work

In this dissertation, we have used the decidable set-theoretic fragment of set
theory 4LQSR to represent an expressive description logic called D£4D and its
extension, namely the DL Dﬁ;l:;x , and we have studied the main reasoning tasks
for DL’%X (and hence for D£4D). Specifically, we have proved that the Conjunc-
tive Query Answering (CQA) problem for DE%X is decidable by reducing it to
4LQSR via a mapping # which sends DE%X-KBS to 4LQSR-formulae. Likewise,
we have proved also that a generalization of the CQA problem for DL"BX , called
Higher-Order Conjunctive Query Answering (HOCQA) problem, which instan-
tiates the most important reasoning tasks for DE%X such as the consistency
problem for DLG -KBs, is decidable as well.

Moreover, we have provided a correct and terminating algorithm for the
HOCQA problem for DL',;;’X which also serves as a decision procedure for the
consistency problem for DL%X -KBs. The algorithm is based on the KE-tableau-
system and turns out to be in 2-EXPTIME.

We have also introduced an improvement to the proposed algorithm based
on a variant of the KE-tableau-system, called KE?-tableau, which introduces
a generalization of the elimination rule treating at the same time universally
quantified formulae.

We have implemented in C4++ both versions of the algorithm and have
tested the efficiency of the two systems. It turns out that the implementation
of KE7-tableau-based system is more efficient than the KE-tableau-based one
and, incidentally, of the implementation of the FO-KE-system, as witnessed by
suitable benchmark test sets.

Finally, we have introduced three OWL 2 ontologies for several problems in
the context of Human and Social Science. The first ontology, called OntoLocEs-
timation and representable in D£4D’X, has been introduced for the recognition of
geographical places and as a knowledge representation and reasoning support
for a rule-based location extraction algorithm built from simple grammar rules
of the Italian language. The ontology also keeps track of the algorithm applied
for detecting places and stores the degree of belief of each candidate location.

The second OWL 2 ontology, called ArchivioMuseoFabbrica and representable
in DC%X, has been introduced to study the history of the renovation of the
Benedictine Monastery of San Nicold I’Arena in Catania and its adaptation as
a university campus by the architect Giancarlo De Carlo. In the context of char-
acterizing a Benedictine monastery, we have also proposed an ontology called
SaintGall, conceived to study the shape of the ideal Benedictine monastery and

its peculiarities described in the Saint Gall map, one of the most ancient descrip-
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tions of a religious building. By means of the ontology SaintGall, scholars and
researchers in Human Science can effectively compare several distinct monastic
architectures, and from their differences and similarities make inferences not
only in the architectonic and stylistic ambit but also in the interpretative and
theological areas. The ontology is also a first step towards the definition of the
architectonic type of monastery, and more in general, towards the understanding
of types in architecture.

We plan to extend the set-theoretic fragment underpinning the reasoner so as
to include a restricted version of the operator of relational composition, in order
to be able to reason with description logics admitting full existential and univer-
sal quantification. Moreover, we also intend to extend the fragment 4LQSR with
meta-modeling capabilities [93], so as to allow one to define concepts containing
other concepts and roles (i.e., meta-concepts) and relationships between con-
cepts or between roles (i.e., meta-roles). In addition, we intend to improve the
reasoner in order to deal with the reasoning problem of ontology classification.
We compare the resulting reasoner with existing well-known reasoners such as
Hermit [57] and Pellet [112], providing also some benchmarking. In addition,
we plan to allow data type reasoning by either integrating existing solvers for
the Satisfiability Modulo Theories (SMT) problem or by designing new ad hoc
solvers. Finally, as each branch of a KE7-tableau can be independently com-
puted by a single processing unit, we plan to implement a parallel version of the
system by using the Nvidia CUDA library.

Concerning the ontology OntoLocEstimation, we plan to introduce additional
filters and rules in the algorithm so as to gain a larger coverage of the Italian
grammar. In particular, we aim to make the algorithm sensitive to the contexts
from which words are drawn, namely non-structured texts. Finally, we plan to
abandon external datasets such as OpenStreetMap, in favor of internal built-in
datasets that can be integrated by information provided by local governments
or final users.

Additionally, since at present the formalization and the digitalization of the
inventory of the Archivio del Museo della Fabbrica is not complete, the next goal
is to extend the dataset of ArchivoMuseoFabbrica with any missing information
as soon as it becomes available. In addition, we plan to analyze the historical
context and its influence on the progress of the works by modeling the internal
events and relating them with relevant coeval historical events. The latter task
will be carried out by resorting to well-known ontologies, such as the LODE
ontology. Subsequently, we intend to provide an on-line system together with a
graphical interface to query and explore the dataset.

Finally, we are currently considering the integration of the ontology Saint-

Gall with the ArchivioMuseoFabbrica and with other widespread ontologies for
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cultural heritage such as as CIDOC-CRM. Some generic classes from the on-
tology SaintGall, such as Church and Cloister, can be reused to design novel
ontologies describing buildings outside the Benedectine context. Consider, for
instance, the architectonic structure of closed garden (cloister or court), which
can be also found in municipal buildings. A work concerning shapes and types

in the Benedictine architecture is in progress.
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