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Abstract

We prove local and global regularity for the positive solutions of a quasilinear variational degenerate
equation, assuming minimal hypothesis on the coefficients of the lower order terms. As an application we
obtain Hölder continuity for the gradient of solutions to nonvariational quasilinear equations.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

In the last decades some papers have been devoted to the study of local regularity properties
for linear degenerate elliptic equations. We are interested in the case in which the eigenvalues
associated to the principal part of the operators are controlled by a Muckenhoupt weight of the
class A2. In this direction previous results are contained in the papers [2,4]. In [2] the authors
study the linear degenerate homogeneous equation

−(aij uxi
)xj

= 0. (1)
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The equation is degenerate in the following sense

∃λ > 0: λ−1ω|ξ |2 � aij (x)ξiξj � λω|ξ |2 a.e. x ∈ Ω and ∀ξ ∈ Rn, (2)

where ω is a function in the Muckenhoupt class A2.
For Eq. (1) Harnack inequality and subsequence interior and boundary smoothness results are

proved in [2].
The degenerate equation in which a potential appears, has been treated by Gutierrez in [4].

There he considers the equation

−(aijuxi
)xj

+ V u = 0, (3)

where the potential V is assumed to be in a Stummel–Kato type class. For solutions of Eq. (3)
Harnack inequality and Hölder continuity have been proved.

Similar regularity results have been obtained in [7] for the following complete linear degen-
erate equation with all the coefficients in some Morrey classes

−(aij uxi
+ dju)xj

+ biuxi
+ cu = f − (hi)xi

. (4)

The assumptions on the lower order terms are minimal in the sense that they are necessary too
(see e.g. [1,6] for the linear uniformly elliptic case) at least in some cases.

The purpose of this note is to study the local regularity of weak solutions for quasilinear
degenerate elliptic equations of the following kind

−(aij uxi
+ dju)xj

+ b0

λ
ω|Du|2 + biuxi

+ cu = f − (hi)xi
. (5)

Here the equation is degenerate in the sense (2) and the lower order terms belong to Morrey
classes. We stress that Eq. (5) has quadratic growth in the gradient.

We obtain our regularity results by showing that positive weak solutions of Eq. (5) satisfy
a Harnack inequality (see Theorem 3.3). As a consequence of Harnack inequality we obtain
interior and boundary Hölder continuity of the weak solutions of Eq. (5).

Inspired by the technique in [3,5], we extend the results in [7] to Eq. (5) in which quadratic
growth in the gradient is allowed (b0 �= 0).

Moreover, we also show C1,α estimates for a nondivergence type quasilinear degenerate equa-
tion of the following kind

Qu = aij (x,u,Du)uxixj
+ b(x,u,Du) = 0. (6)

2. Muckenhoupt weights and related Sobolev and Morrey classes

In this section we collect some definitions and known results we will use in the sequel.
Let ω be a nonnegative function, locally integrable in Rn and 1 < p < +∞. We say that ω is

an Ap weight and write ω ∈ Ap , if

sup
B

(
1

|B|
∫
B

ω(x)dx

)(
1

|B|
∫
B

[
ω(x)

] −1
p−1 dx

)p−1

≡ C0 < +∞,
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where the supremum is taken over all balls B in Rn. The number C0 is called the Ap constant
of ω.

Functions in Ap enjoy several properties. Denoted by Br(x) the ball centered in x with ra-
dius r , we recall the doubling property, i.e. there exist positive constants Cd > 1 such that

ω
(
B2r (x0)

)
� Cdω

(
Br(x0)

)
,

for every x0 ∈ Rn, r > 0, where ω(Br(x0)) = ∫
Br (x0)

ω dx.
Any ω ∈ Ap defines a measure. We can define weighted Lebesgue and Sobolev classes by

using the measure ω(x)dx.
Let Ω be an open bounded set in Rn.

Definition 2.1. Let ω be an Ap weight with 1 < p < ∞. We say that a locally integrable function
u belongs to the weighted Lebesgue space Lp(Ω,ω) if

‖u‖Lp(Ω,ω) =
(∫

Ω

∣∣u(x)
∣∣pω(x)dx

) 1
p

< +∞. (7)

Let k be a positive integer. We say that a locally integrable function u belongs to the weighted
Sobolev class, Wk,p(Ω,ω), if u and its distributional partial derivatives uxj1xj2 ...xji

, 1 � ji � n,
for all i = 1,2, . . . , k belong to the weighted Lebesgue class Lp(Ω,ω).

The weighted Lebesgue classes Lp(Ω,ω) are Banach spaces with respect to the norm (7)
and, in particular, Hilbert space if p = 2. The weighted Sobolev classes Wk,p(Ω,ω) are Banach
spaces with respect to the following norm

‖u‖Wk,p(Ω,ω) = ‖u‖Lp(Ω,ω) +
k∑

i=1

∑
{j1,j2,...,ji }

‖uxj1xj2 ...xji
‖Lp(Ω,ω). (8)

We denote by W
k,p

0 (Ω,ω) the closure of the smooth and compactly supported functions in
Wk,p(Ω,ω) with respect to the norm (8).

We can define the classes L
p

loc(Ω,ω) and W
k,p

loc (Ω,ω) in a similar way. We state an embed-
ding theorem for weighted Sobolev spaces.

Theorem 2.1. Let ω be an A2 weight. There exist constants CΩ and δ > 0 such that for all
u ∈ C∞

0 (Ω) and for all τ satisfying 1 � τ � n
n−1 + δ

‖u‖L2τ (Ω,ω) � CΩ‖∇u‖L2(Ω,ω),

where CΩ depends only on n, the A2 constant of ω and the diameter of Ω .

Proof. See Theorem 1.3 in [2]. �
Now we define the weighted Morrey classes (see [6]).



Author's personal copy

2942 G. Di Fazio et al. / J. Differential Equations 245 (2008) 2939–2957

Definition 2.2. For any locally integrable function V in Ω and σ ∈ R we set

‖V ‖σ,Ω = sup
x∈Ω

0<r<2R

1

rσ

∫
{y∈Ω: |x−y|<r}

∣∣V (y)
∣∣ 4R∫
|x−y|

s

ω(Bs(x))
dsω(y)dy.

If ‖V ‖σ,Ω is finite we say that the function V belongs to the class Mσ (Ω,ω).

We remark that ω ≡ 1 gives back the classical Morrey classes.
The following result will be quite useful in the sequel.

Theorem 2.2. Let V :Ω → Rn be a function such that V
ω

∈ Mσ (Ω,ω). Then for any 0 < ε < 1
there exists δ > 0 such that∫

Ω

∣∣V (x)
∣∣u2(x) dx � ε

∫
Ω

∣∣∇u(x)
∣∣2

ω(x)dx + Cε−δ

∫
Ω

u2(x)ω(x)dx,

for all u ∈ C∞
0 (Ω), where C is a constant depending on ν, σ , n and ‖V

ω
‖σ,Ω .

Proof. See Theorem 2.7 in [7]. �
3. Harnack inequalities for variational quasilinear equations

In this section first we prove an invariant Harnack inequality for a quasilinear equation with
quadratic growth in the gradient.

Let Ω be a bounded domain of Rn and ω a Muckenhoupt A2 weight. Let {aij (x)} be a matrix
of measurable functions in Ω satisfying the following ellipticity condition

∃λ > 0: λ−1ω(x)|ξ |2 � aij (x)ξiξj � λω(x)|ξ |2 a.e. x ∈ Ω and ∀ξ ∈ Rn. (9)

Consider the equation

−(aijwxi
+ djw)xj

+ b0

λ
ω|Dw|2 + biwxi

+ cw = f − (hi)xi
, (10)

where

b0 ∈ R \ {0},
(

bi

ω

)2

,
c

ω
,

(
di

ω

)2

,
f

ω
,

(
hi

ω

)2

∈ Mσ (Ω,ω), σ > 0. (11)

Definition 3.1. We say that w ∈ W
1,2
loc (Ω,ω) is a local weak supersolution (subsolution) of (10)

if ∀ϕ ∈ W
1,2
0 (Ω,ω), with ϕ � 0

∫
Ω

[
(aijwxj

+ djw)ϕxj
+

(
b0

λ
ω|Dw|2 + biwxi

+ cw

)
ϕ

]
dx � (�)

∫
Ω

(f ϕ + hxi
ϕxi

) dx.
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We say that w ∈ W
1,2
loc (Ω,ω) is a local weak solution of (10) if w is a supersolution and a

subsolution.

Now we prove

Theorem 3.1. Let w be a weak nonnegative supersolution of Eq. (10) in a ball B3r � Ω . Assume
(9) and (11). Let M > 0 be a constant such that w � M in B3r . Then there exists c depending
on n, M , λ and the A2 constant of ω, such that

ω−1(B2r )

∫
B2r

wωdx � c

{
min
Br

w + rσ

∥∥∥∥f

ω

∥∥∥∥
σ,B3r

+
(

rσ
n∑

i=1

∥∥∥∥
(

hi

ω

)2∥∥∥∥
σ,B3r

) 1
2
}

.

Proof. We may assume r = 1. Let k = ‖ f
w

‖σ,B3 + (
∑n

i=1 ‖(hi

ω
)2‖σ,B3)

1
2 and v = w + k. We

take φ(x) = η2(x)vβ(x)e−|b0|v(x), β < 0 as test function, where η ∈ C1
0(B3), η � 0. Since w is

supersolution in B3 of (10) we have

∫
B3

[
2η(aijwxi

+ djw − hj )ηxj
vβe−|b0|v

+ (−|β|vβ−1 − |b0|vβ
)
η2e−|b0|v(aijwxi

+ djw − hj )vxj

+ b0

λ
ω|Dw|2η2vβe−|b0|v + (biwxi

+ cw − f )η2vβe−|b0|v
]

dx � 0,

and ∫
B3

η2e−|b0|v(b0v
β + |β|vβ−1)|Dv|2ωdx

�
∫
B3

η2e−|b0|v(|b0|vβ + |β|vβ−1)|Dv|2ωdx

� λ

∫
B3

η2e−|b0|v(|b0|vβ + |β|vβ−1)aij vxi
vxj

dx

� λ

∫
B3

η2e−|b0|v(|β|vβ−1 + |b0|vβ
)
(hj − djw)vxj

dx

+ 2λ

∫
B3

η(aij vxi
+ djw − hj )ηxj

vβe−|b0|v dx +
∫
B3

b0ω|Dv|2η2vβe−|b0|v dx

+ λ

∫
B3

(bivxi
+ cw − f )η2vβe−|b0|v dx. (12)

From (12) it follows
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∫
B3

η2e−|b0|v|β|vβ−1|Dv|2ωdx

� λ

∫
B3

η2e−|b0|v(|β|vβ−1 + |b0|vβ
)
(hj − djw)vxj

dx

+ 2λ

∫
B3

η(aij vxi
+ djw − hj )ηxj

vβe−|b0|v dx

+ λ

∫
B3

(bivxi
+ cw − f )η2vβe−|b0|v dx.

Since v is bounded we may drop the exponential to obtain

∫
B3

η2|β|vβ−1|Dv|2ωdx

� c(M,b0)

[
2λ

∫
B3

ηaij vxi
ηxj

vβ dx + λ|β|
∫
B3

|dj ||vxi
|vβη2 dx

+ 2λ

∫
B3

|dj |vβ+1ηxj
η dx + 2λ

∫
B3

|hj |vβηxj
η dx + λ

∫
B3

|bi ||vxi
|η2vβ dx

+ λ

∫
B3

cη2vβ+1 dx + λ

∫
B3

|f |η2vβ dx

+ λ|β|
∫
B3

hjvxj
vβ−1η2 dx + λ

∫
B3

|dj ||vxj
|η2vβ dx

]
.

Now, set

V =
n∑

i=1

|bi |2
ω

+ |c| +
n∑

j=1

|dj |2
ω

+ k−1|f | + k−2
n∑

i=1

|hi |2
ω

.

Use of Young inequality yields

∫
B3

η2vβ−1|Dv|2ωdx

� c(M,b0, λ)

[ |β| + 1

β2

∫
B3

vβ+1|Dη|2ωdx +
( |β| + 1

β

)2 ∫
B3

V η2vβ+1 dx

]
.

We get the thesis arguing as the proof of Theorem 4.1 in [7]. �



Author's personal copy

G. Di Fazio et al. / J. Differential Equations 245 (2008) 2939–2957 2945

We state the following weak Harnack inequality for subsolutions.

Theorem 3.2. Let w be a weak nonnegative subsolution of (10) in B3r � Ω . Assume (9) and
(11). Let M > 0 be a constant such that w � M in B3r . Then there exists c depending on n, M ,
λ and the A2 constant of ω, such that

max
Br

w � c

{
ω−1(B2r )

∫
B2r

wωdx + rσ

∥∥∥∥f

ω

∥∥∥∥
σ,B3r

+
(

rσ

n∑
i=1

∥∥∥∥
(

hi

ω

)2∥∥∥∥
σ,B3r

) 1
2
}

.

The proof closely follows the lines of the previous one.
Putting together our previous results we obtain

Theorem 3.3. Let w be a weak nonnegative solution of (10) in B3r � Ω . Assume (9) and (11).
Let M be a constant such that w � M in B3r . Then there exists c depending on n, M , λ and the
A2 constant of ω such that

max
Br

w � c

{
min
Br

w + rσ

∥∥∥∥f

ω

∥∥∥∥
σ,B3r

+
(

rσ

n∑
i=1

∥∥∥∥
(

hi

ω

)2∥∥∥∥
σ,B3r

) 1
2
}

.

Our next step is to show a Harnack inequality near the boundary of Ω for weak supersolutions
and subsolutions to Eq. (10) when di = 0 and c = 0, namely for the equation

−(aijwxi
)xj

+ b0

λ
ω|Dw|2 + biwxi

= f − (hi)xi
. (13)

Let Br be a ball such that B3r ∩Ω �= ∅. We define f = 0 and hi = 0 outside Ω . If w is a weak
supersolution we set

w̃(x) =
{

min{w,m} if x ∈ Ω ∩ B3r ,

m if x ∈ Rn \ (Ω ∩ B3r ),

where m = inf∂Ω∩B3r
w.

Theorem 3.4. Let w ∈ W 1,2(Ω ∩ B3r ,ω) be a weak nonnegative supersolution of (13) in Ω ∩
B3r . Assume (9) and (11). Let M be a constant such that w � M on Ω ∩ B3r . Then there exists
c depending on n, M , λ, the A2 constant of ω such that

ω−1(B2r )

∫
B2r

w̃ω dx � c

{
min
Br

w̃ + rσ

∥∥∥∥f

ω

∥∥∥∥
σ,B3r

+
(

rσ

n∑
i=1

∥∥∥∥
(

hi

ω

)2∥∥∥∥
σ,B3r

) 1
2
}

. (14)

Proof. We may assume r = 1. Set k = ‖f
ω
‖σ,B3 + (

∑n
i=1 ‖(hi

ω
)2‖σ,B3)

1
2 and v = w̃ + k. Let

η ∈ C1
0(B3) and η � 0. For β < 0 we take ϕ(x) = η2[vβ − (m + k)β ]e−|b0|v(x) ∈ W

1,2
0 (B3,ω) as

test function. Since w is a supersolution of (10) we have
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∫
B3

η2e−|b0|v[b0
(
vβ − (m + k)β

) + |β|vβ−1]|Dv|2ωdx

� λ

∫
B3

η2e−|b0|v[|b0|
(
vβ − (m + k)β

) + |β|vβ−1]hjvxj
dx

+ 2λ

∫
B3

η(aij vxi
− hj )ηxj

(
vβ − (m + k)β

)
e−|b0|v dx

+
∫
B3

b0ω|Dv|2η2(vβ − (m + k)β
)
e−|b0|v dx

+ λ

∫
B3

(bivxi
− f )η2(vβ − (m + k)β

)
e−|b0|v dx.

Then ∫
B3

η2e−|b0|v|β|vβ−1|Dv|2ωdx

� λ

∫
B3

η2e−|b0|v[|b0|
(
vβ − (m + k)β

) + |β|vβ−1]hjvxj
dx

+ 2λ

∫
B3

η(aij vxi
− hj )ηxj

(
vβ − (m + k)β

)
e−|b0|v dx

+ λ

∫
B3

(bivxi
− f )η2(vβ − (m + k)β

)
e−|b0|v dx.

The result follows as Theorem 3.1 since vβ − (m + k)β � vβ . �
Now, let w be a subsolution of (13). We define the function

w(x) =
{

max{w,M} if x ∈ Ω ∩ B3r ,

M if x ∈ Rn \ (Ω ∩ B3r ),

where M = sup∂Ω∩B3r
w.

Theorem 3.5. Let w ∈ W 1,2(Ω ∩B3r ,ω) be a weak nonnegative subsolution of (13) in Ω ∩B3r .
Assume (9) and the conditions (11) for bi , f and hi . Let M be a constant such that w � M on
Ω ∩ B3r . Then there exists c depending on n, M , λ and the A2 constant of ω such that

max
Br

w � c

{
ω−1(B2r )

∫
B2r

wωdx + rσ

∥∥∥∥f

ω

∥∥∥∥
σ,B3r

+
(

rσ

n∑
i=1

∥∥∥∥
(

hi

ω

)2∥∥∥∥
σ,B3r

) 1
2
}

.
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4. Global regularity for variational quasilinear equations

In this section we derive local Hölder continuity of weak solutions of (10) as a consequence
of Harnack inequality.

Theorem 4.1. Let w be a locally bounded weak solution of (10) in Ω . Assume that (9) and (11)
hold true. Then w is locally Hölder continuous in Ω .

Proof. Let Ω ′ � Ω and Br(x0) ≡ Br ⊂ Ω ′. Set M = M(r) = maxBr w, m = m(r) = minBr w.
We note that M − w is a nonnegative bounded solution of

−(aijwxi
+ djw)xj

− b0

λ
ω|Dw|2 + biwxi

+ cw = cM − f − (Mdi − hi)xi

in Br .
We also note that

Mc − f

ω
,

(
Mdi − fi

ω

)2

∈ Mσ (Ω,ω), σ > 0.

Moreover ∥∥∥∥Mc − f

ω

∥∥∥∥
σ,Bρ

� L

∥∥∥∥ c

ω

∥∥∥∥
σ,Bρ

+
∥∥∥∥f

ω

∥∥∥∥
σ,Bρ

and

n∑
i=1

∥∥∥∥
(

Mdi − fi

ω

)2∥∥∥∥
σ,Bρ

� 2L2
n∑

i=1

∥∥∥∥
(

di

ω

)2∥∥∥∥
σ,Bρ

+ 2
n∑

i=1

∥∥∥∥
(

fi

ω

)2∥∥∥∥
σ,Bρ

for every Bρ ⊆ Ω ′.
By Harnack inequality

sup
B r

3

(M − w) � C

{
inf
B r

3

(M − w) +
(

r

3

)σ (
L

∥∥∥∥ c

ω

∥∥∥∥
σ,Ω

+
∥∥∥∥f

ω

∥∥∥∥
σ,Ω

)

+
[(

r

3

)σ
(

2L2
n∑

i=1

∥∥∥∥
(

di

ω

)2∥∥∥∥
σ,Ω

+ 2
n∑

i=1

∥∥∥∥
(

fi

ω

)2∥∥∥∥
σ,Ω

)] 1
2
}

and then

M(r) − m

(
r

3

)
� C

{
M(r) − M

(
r

3

)
+ Hr

σ
2

}
, (15)

where we put
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H =
(

1

3

)σ

R
σ
2

(
L

∥∥∥∥ c

ω

∥∥∥∥
1,σ,Ω

+
∥∥∥∥f

ω

∥∥∥∥
1,σ,Ω

)

+
(

1

3

)σ
(

2L2
n∑

i=1

∥∥∥∥
(

di

ω

)2∥∥∥∥
σ,Ω

+ 2
n∑

i=1

∥∥∥∥
(

fi

ω

)2∥∥∥∥
σ,Ω

) 1
2

.

Arguing in the same way we obtain

M

(
r

3

)
− m(r) � C

{
m

(
r

3

)
− m(r) + Hr

σ
2

}
, (16)

where C and H are as in (15).
Adding (15) and (16) we get

M

(
r

3

)
− m

(
r

3

)
� C − 1

C + 1

[
M(r) − m(r)

] + 2C

C + 1
Hr

σ
2 .

Set, for ρ > 0

φ(ρ) = M(ρ) − m(ρ),

θ = C − 1

C + 1

and

K = 2C

C + 1
H,

we have

φ

(
r

4

)
� φ

(
r

3

)
� θφ(r) + Kr

σ
2 , 0 < r < R,

and the conclusion follows by Lemma 5.1 in [7]. �
In order to get regularity up to the boundary of the domain we need some geometric assump-

tions.

Definition 4.1. Let Ω be a domain in Rn and x0 ∈ ∂Ω . We say that Ω satisfies the condition Aω

at x0 if there exist positive constants R0 and A such that

ω(Br(x0) \ Ω)

ω(Br(x0))
� A, 0 < r < R0.

We say that Ω satisfies the condition Aω if it satisfies the condition at any point of the boundary.
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Condition Aω has been already considered in [2]. In the case ω = 1 the Aω condition gives
back the outer sphere condition.

Using the geometric assumption Aω we give an estimate for the oscillation of solutions near
the boundary.

Theorem 4.2. Let Ω be a domain satisfying the Aω condition at x0 ∈ ∂Ω . Let w ∈ W 1,2(Ω,ω)

be a locally bounded weak solution of (13). Then, there exists R0 > 0 such that for any ball
Br(x0), with 0 < r � R0 we have

osc
Br∩Ω

w � c
{
rα

(
R−α

0 sup
BR0∩Ω

|w|
)

+ osc
B√

rR0
∩∂Ω

w + (rR0)
σ/4H

}
,

where R0 is the number in Definition 4.1 and H = ‖f
ω
‖σ,Ω + (

∑n
i=1 ‖(hi

ω
)2‖σ,Ω)

1
2 .

Proof. Let M(ρ) = supBρ∩Ω w and m(ρ) = infBρ∩Ω w. Let r � R0/3, the functions M(3r)−w

and w − m(3r) are supersolutions of (13), then by (14) and Aω condition, we have

M(4r) − M � c
[
M(4r) − M(r) + rσ/2H

]
and

m − m(4r) � c
[
m(r) − m(4r) + rσ/2H

]
,

where M = supB4r∩∂Ω w and m = infB4r∩∂Ω w.
By addition we obtain

M(r) − m(r) � θ
[
M(4r) − m(4r)

] + M − m + crσ/2H,

from which applying Lemma 8.23 in [5] we obtain the thesis. �
By the interior regularity Theorems 4.1 and 4.2 we get

Corollary 4.1. Let Ω be a domain satisfying Aω condition. Let w be a bounded solution of
(13) in Ω . Assume that oscBr (x0)∩∂Ω w → 0, as r → 0 for all x0 ∈ ∂Ω . Then w is uniformly
continuous in Ω .

5. Interior regularity for nonvariational quasilinear equations

In this section we prove Hölder continuity estimates for the first derivatives of W 2,2(Ω,ω)

solutions of the following equation

Qu = aij (x,u,Du)uxixj
+ b(x,u,Du) = 0 in Ω. (17)

We assume that the functions aij (x,u,p), b(x,u,p) are differentiable in Ω × R × Rn and the
following degenerate ellipticity condition to hold true:
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∃λ > 0: for a.e. x ∈ Ω, ∀u ∈ R, ∀p ∈ Rn and ∀ξ ∈ Rn

λ−1ω(x)|ξ |2 �
n∑

i,j=1

aij (x,u,p)ξiξj � λω(x)|ξ |2. (18)

Theorem 5.1. Let u ∈ W
2,2
loc (Ω,ω) be a solution of Eq. (17). We set

f (x) = sup
{∣∣aij

u

(
x,u(x),Du(x)

)∣∣, ∣∣aij
x

(
x,u(x),Du(x)

)∣∣, ∣∣b(
x,u(x),Du(x)

)∣∣}
and assume that (

f
ω
)2 ∈ Mσ (Ω,ω) for some σ > 0.

Let Br be a ball in Ω . Assume that there exist M and K such that |Du| � M and
|aij

p (x,u(x),Du(x))|
ω(x)

� K in Br . Then there exists 0 < α < 1 such that |Du| is α-Hölder continu-
ous in Br and, for any 0 < ρ < r we have

osc
Bρ

uxl
� c

(
ρ

r

)α

, l = 1,2, . . . , n,

where α > 0 depends on λ,n,M,K and the A2 constant of ω.

Proof. Let u be a W
2,2
loc (Ω,ω) solution of (17) and k = 1,2, . . . , n, we have

∫
Br

(
aij (x,u,Du)uxixj

+ b(x,u,Du)
)
ϕxk

= 0 ∀ϕ ∈ W
1,2
0 (Br ,ω). (19)

By density argument we may assume u ∈ C3(Br). Then

∫
Br

aij (x,u,Du)uxixj
ϕxk

dx =
∫
Br

(−a
ij
xk

uxixj
ϕ − a

ij
u uxk

uxixj
ϕ

− aim
pj

uxj xk
uxixmϕ − aijuxixj xk

ϕ
)
dx (20)

and

−
∫
Br

aijuxixj xk
ϕ dx =

∫
Br

(
aijuxj xk

ϕxi
+ a

ij
xi

uxj xk
ϕ

+ a
ij
u uxi

uxj xk
ϕ + a

ij
pm

uxmxi
uxj xk

ϕ
)
dx, (21)

from (20) and (21) it follows∫
Br

{
aijuxkxj

ϕxi
+ (

a
ij
muxmxi

uxj xk
+ ajuxkxj

+ b
ij
k uxixj

)
ϕ + bϕxk

}
dx = 0, (22)

where
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a
ij
m = a

ij
pm

(x,u,Du) − aim
pj

(x,u,Du),

aj = a
ij
u (x,u,Du)uxi

+ a
ij
xi

(x, u,Du),

b
ij
k = −a

ij
u (x,u,Du)uxk

− a
ij
xk

(x,u,Du).

Let η � 0, η ∈ C1
0(Br), we choose ϕ = uxk

η(x), as test function in (22) and we get

∫
Br

{
aijuxkxi

uxkxj
η + 1

2
aij vxj

ηxi
+ 1

2
a

ij
muxmxi

vxj
η

+ 1

2
ajvxj

η + b
ij
k uxixj

uxk
η + bΔuη + buxk

ηxk

}
dx = 0, (23)

where v = |Du|2.
Set w+

l = γ uxl
+ v and w−

l = −γ uxl
+ v for l = 1, . . . , n and γ = 10nM . Now we denote by

w the function w+
l . After substituting k = l and ϕ = η from (23) and (22) we obtain

∫
Br

{
aijuxixk

uxkxj
η +

(
1

2
aijwxj

+ buxi
+ 1

2
γ bδl

i

)
ηxi

}
dx

= −
∫
Br

{
1

2
a

ij
muxmxi

wxj
+ 1

2
ajwxj

+
(

1

2
γ b

ij
l + b

ij
k uxk

+ bδ
j
i

)
uxixj

}
η dx.

Then

∫
Br

(
aijwxj

+ 2buxi
+ γ bδl

i

)
ηxi

dx

�
∫
Br

{−2λ−1ω
∣∣D2u

∣∣2 − a
ij
muxmxi

wxj
− ajwxj

− (
γ bl

ij + 2bk
ijuxk

+ 2bδ
j
i

)
uxixj

}
η dx

�
∫
Br

{
−2λ−1ω

∣∣D2u
∣∣2 +

(∑
m,i

(
a

ij
mwxj

)2
) 1

2 ∣∣D2u
∣∣ + |Dw|f + ∣∣D2u

∣∣f }
η dx

�
∫
Br

{
−2λ−1ω

∣∣D2u
∣∣2 + λ−1ω

∣∣D2u
∣∣2 + λ

ω

∑
m,i

(
a

ij
mwxj

)2

+ λ−1ω|Dw|2 + 2λf 2

ω
+ λ−1ω

∣∣D2u
∣∣2

}
η dx

� c(K,λ)

∫
Br

{
ω|Dw|2 + f 2

ω

}
η dx. (24)
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From (24) the function w(x) is a subsolution in Br to the following equation

−(ãijwxi
)xj

− c(K,λ)ω|Dw|2 = f 2

ω
− (

Fi(x)
)
xi

, (25)

where

ãij (x) = aij
(
x,u(x),Du(x)

)
and

Fi(x) = −2b
(
x,u(x),Du(x)

)
uxi

(x) − γ b
(
x,u(x),Du(x)

)
δl
i .

Note that Fi � c(M)f , i = 1,2, . . . , n, that implies (
Fi

ω
)2 ∈ Mσ (Br) and

∥∥∥∥
(

Fi

ω

)2∥∥∥∥
Mσ (Br )

�
∥∥∥∥
(

f

ω

)2∥∥∥∥
Mσ (Ω)

.

The function w−
l satisfies an inequality similar to (24).

Now, fix 0 < ρ < min{1, 1
3 r} and choose r � n such that

osc
B3ρ

uxr � osc
B3ρ

uxl
∀l = 1,2, . . . , n.

We have (w+ = w+
r , w− = w−

r )

osc
B3ρ

w+ � osc
B3ρ

(10nMuxr ) + oscB3ρ
|Du|2

� 10nM osc
B3ρ

uxr + osc
B3ρ

(
n∑

i=1

u2
xi

)

� 10nM osc
B3ρ

uxr + 2M osc
B3ρ

(
n∑

i=1

uxi

)
� 12nM osc

B3ρ

uxr (26)

and

osc
B3ρ

w+ � 10nM osc
B3ρ

uxr − oscB3ρ

(
n∑

i=1

u2
xi

)
� 8nM osc

B3ρ

uxr .

In the same way

8nM osc
B3ρ

uxr � osc
B3ρ

w− � 12nMoscB3ρ
uxr .

In order to estimate the oscillation of w+ and w−, set W+ = supB3ρ
w+

r and W− =
supB3ρ

w−
r . The functions W+ − w+ and W− − w− are supersolutions of (25) and then, by

Theorem 3.1 (writing W − w instead of W+ − w+ or W− − w−) we easily get
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ω−1(B2ρ)

∫
B2ρ

(W − w)ωdx � c

(
W − sup

Bρ

w + ρσ

∥∥∥∥
(

f

ω

)2∥∥∥∥
σ,Br

+
(

ρσ

n∑
i=1

∥∥∥∥
(

Fi

ω

)2∥∥∥∥
σ,Br

) 1
2
)

� c
(
W − sup

Bρ

w + ρσ/2L
)
, (27)

where L is a constant depending on ‖( f
ω
)2‖σ,Ω .

As a consequence of (26) we have

∑
+,−

(
W± − w±) = sup

B3ρ

w+ + sup
B3ρ

w− − 2v

� sup
B3ρ

w+ + sup
B3ρ

w− − 2 sup
B3ρ

v

� sup
B3ρ

(10nMuxr ) − inf
B3ρ

(10nMuxr ) + 2 inf
B3ρ

v − 2 sup
B3ρ

v

� 10nM osc
B3ρ

uxr − 4nM osc
B3ρ

uxr � 1

2
osc
B3ρ

w± ∀x ∈ B3ρ. (28)

The following inequality holds true for w+ or w−. Let us write if it is true for w+

1

4
osc
B3ρ

w+ � inf
B2ρ

(
W+ − w+)

� ω−1(B2ρ)

∫
B2ρ

(
W+ − w+)

ωdx

by (27) we give an estimate for the oscillation of w+, i.e.

osc
B3ρ

w+ � c
(
W+ − sup

Bρ

w+ + ρσ/2L
)

� c
(

osc
B3ρ

w+ − osc
Bρ

w+ + ρσ/2L
)
,

from which

osc
Bρ

w+ � (1 − 1/c)osc
B3ρ

w+ + ρσ/2L.

Now we can apply Lemma 5.1 in [7]. There exist two positive constants α < 1 and k such that

osc
Bρ

w+ � kρα,

from which

osc
Bρ

uxi
� cρα ∀i = 1, . . . , n. �
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6. Boundary estimates for nonvariational quasilinear equations

Let Ω ⊂ Rn be of class C1,1 and consider the operator Q satisfying the condition (18) in Ω .
Let u ∈ W 2,2(Ω,ω) be a solution of Qu = 0 such that u = 0 on ∂Ω .

Theorem 6.1. Let ∂Ω be of class C1,1, u ∈ W
2,2
loc (Ω,ω) be a solution of (17) such that u = 0

in ∂Ω . Suppose that, set

f (x) = sup
{∣∣aij

u

(
x,u(x),Du(x)

)∣∣, ∣∣aij
x

(
x,u(x),Du(x)

)∣∣, ∣∣b(
x,u(x),Du(x)

)∣∣},
(
f
ω
)2 ∈ Mσ (Ω,ω).
Moreover, if ∀x ∈ ∂Ω there exists a ball B = BR(x) such that |Du| � M and

|aij
p (x,u(x),Du(x))|

ω(x)
� K in B ∩ Ω , then Du is Hölder continuous in B ∩ Ω .

Proof. By the hypothesis on ∂Ω , it suffices to consider Eq. (17) in the neighborhood B of
a flat boundary portion of Ω such that the hypothesis of the theorem holds true. Let B+ =
B ∩ Ω ⊂ Rn+ and B ∩ ∂Ω ⊂ ∂Rn+. In B+ define v′ = ∑n−1

i=1 |uxi
|2, w = γ uxl

+ v′, with
l = 1,2, . . . , n − 1 and γ ∈ R. It results w = 0 on B ∩ ∂Ω and, as in Section 5, w satisfies
an inequality as (24), that implies that w is a subsolution in B+ of the equation

−(ãijwxi
)xj

− b0

λ
ω|Dw|2 = f 2

ω
− (

Fi(x)
)
xi

. (29)

Take Br(y) ⊂ B with y ∈ B ∩ ∂Ω , ρ � 1
3 r and choose r such that for l = 1,2, . . . , n − 1,

oscB3ρ(y)∩B+uxr � oscB3ρ(y)∩B+uxl
. Set W = supB3ρ(y)∩B+ w, as (28) we obtain the estimate

(for definition of W̃ − w see Section 3)

ω−1(B2ρ(y)
) ∫
B2ρ(y)

(W̃ − w)ωdx � ω−1(B2ρ(y)
) ∫
B2ρ(y)∩B+

(W̃ − w)ωdx

� inf
B2ρ(y)∩B+(W̃ − w)

ω(B2ρ(y) ∩ B+)

ω(B2ρ(y))

� c inf
B2ρ(y)∩B+(W̃ − w) � c inf

B3ρ(y)∩B+(W̃ − w)

� osc
B+∩B3ρ(y)

w,

since, if y = (y1, y2, . . . , ρ/2) it results

ω
(
B2ρ(y) ∩ B+)

� ω
(
Bρ(y)

)
� cω

(
B4ρ(y)

)
� cω

(
B2ρ(y)

)
.

Then, using Theorem 3.4 we obtain that for any ball Br(y) ⊂ B with y ∈ B ∩ ∂Ω and ρ � r

osc
B+∩Bρ(y)

uxi
� cρα, i = 1,2, . . . , n − 1.
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Now, let B ′ � B , d = dist(B ′ ∩ B+, ∂B), x0 ∈ B ′ ∩ B+, ρ � d/3 and η ∈ C1
0(B2ρ(x0)) such

that 0 � η � 1, η = 1 in Bρ(x0), and |Dη| � 2/ρ. Let C = infB2ρ(x0) w if B2ρ(x0) ⊂ B+ and
C = 0 if B2ρ(x0) ∩ ∂Ω . Consider the function ϕ = η2 sup(w − C,0)e|b0| sup(w−C,0) = η2ve|b0|v ,
it results ϕ � 0 in B+, ϕ ∈ W

1,2
0 (B+).

We prove the inequality

∫
{x∈B+: w�C}

η2|Dw|2ωdx � c

∫
B+

[
η2 + |Dη|2v2]ωdx.

Since w is a subsolution in B+ of (29) we have

∫
B+

[
(aijwxi

− Fj )ϕxj
− b0

λ
ω|Dw|2ϕ

]
dx �

∫
B+

f ϕ dx,

that is

∫
B+

(aijwxi
− Fj )

[
2ηηxj

ve|b0|v + η2e|b0|v(1 + |b0|v
)
vxj

]
dx

�
∫

B+

(
b0

λ
ω|Dw|2 + f

)
η2ve|b0|v dx.

Then

∫
B+

η2e|b0|v(b0v + 1)|Dv|2ωdx

�
∫

B+
η2e|b0|v(|b0|v + 1

)|Dv|2ωdx

�
∫

B+
η2e|b0|v(|b0|v + 1

)
aijwxi

wxj
dx

� λ

∫
B+

[
(Fj − aijwxi

)2ηηxj
ve|b0|v + η2Fj

(
1 + |b0|v

)
vxj

e|b0|v]dx

+
∫

B+
b0ω|Dw|2η2ve|b0|v dx + λ

∫
B+

f η2ve|b0|v dx,

from which and since v is bounded

∫
B+

η2|Dv|2ωdx � c

∫
B+

[
(Fj − aijwxi

)ηηxj
v + η2Fj

(
1 + |b0|v

)
vxj

]
dx + c

∫
B+

f η2v dx
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� c(M,b0)

∫
B+

[
η|Dw||Dη|vω + Fjηηxj

v + η2Fjvxj
+ η2f

]
dx

� ε

∫
B+

η2|Dv|2ωdx + c(M,b0)

∫
B+

|Dη|2v2ω +
∫

B+
η2

( |F |2
ω

+ f

)
dx.

Using Theorem 2.2 we obtain

∫
{x∈B+: w�C}

η2|Dw|2ωdx � c(M,b0, k)

∫
B+

[
η2 + |Dη|2v2]ωdx.

Now, if B2ρ ⊂ B+ we have

∫
{x∈Bρ∩B+: w�C}

|Dw|2ωdx � cω
(
B+ ∩ B2ρ

)(
1 + 1

ρ2
sup

B+∩B2ρ

v2
)

� cω
(
B+ ∩ B2ρ

)(
1 + 1

ρ2

(
osc

B+∩B2ρ

w
)2

)
� cω(B2ρ)ρ2α−2.

Consider γ = 1 and γ = 0 to obtain for r = 1, . . . , n − 1∫
Bρ

|Duxr |2ωdx � 2
∫
Bρ

(|Dv′|2 + |Dw|2)ωdx � cω(B2ρ)ρ2α−2.

If B2ρ ∩ ∂Ω �= ∅ take z ∈ B2ρ ∩ ∂Ω to obtain

∫
{x∈Bρ∩B+: w�0}

|Dw|2ωdx � c

∫
B+

[
η2 + |Dη|2(w(x) − w(z)

)2]
ωdx

� cω
(
B+ ∩ B2ρ

)(
1 + 1

ρ2

(
osc

B+∩B2ρ

w
)2

)

� cω(B2ρ)ρ2α−2,

from which for r = 1, . . . , n − 1∫
Bρ∩B+

|Duxr |2ωdx � 2
∫
Bρ

(|Dv′|2 + |Dw|2)ωdx � cω(B2ρ)ρ2α−2.

Then we have proved ∀y ∈ B ′ ∩ B+, ρ < d/3 and r = 1, . . . , n − 1

( ∫
Bρ∩B+

|Duxr |2ωdx

)1/2

� c
(
ω(B2ρ)

)1/2
ρα−1. (30)
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Moreover, since uxnxn = − 1
ann

(
∑

(i,j) �=(n,n) aij uxixj
+ b) the estimate (30) holds also for r = n.

Finally by Hölder inequality, inequality (30), definition of A2 weights and doubling property
of ω

∫
Bρ∩B+

∣∣D2u
∣∣dx �

( ∫
Bρ∩B+

∣∣D2u
∣∣2

ωdx

) 1
2
( ∫

Bρ∩B+
ω−1 dx

) 1
2

� cρα−1ω(B2ρ)
1
2

(∫
Bρ

ω−1 dx

) 1
2

� c(d)ρn+α−1.

Apply Lemma 7.19 in [3] to obtain that Du is Hölder continuous in B ′ ∩ B+. �
Finally we obtain the global estimate

Theorem 6.2. Let ∂Ω be of class C1,1 and u ∈ W 2,2(Ω,ω) be a solution of (17) such that u = 0

in ∂Ω . If (
f
ω
)2 ∈ Mσ (Ω,ω) and

|aij
p (x,u(x),Du(x))|

ω(x)
� K and |Du| � M in Ω , then Du is Hölder

continuous in Ω .
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