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LOOKING FOR MINIMAL GRADED BETTI NUMBERS

ALFIO RAGUSA AND GIUSEPPE ZAPPALÀ

Abstract. We consider O-sequences that occur for arithmetically

Cohen-Macaulay (ACM) schemes X of codimension three in Pn. These
are Hilbert functions ϕ of Artinian algebras that are quotients of the
coordinate ring of X by a linear system of parameters. Using suitable

decompositions of ϕ, we determine the minimal number of generators
possible in some degree c for the defining ideal of any such ACM scheme

having the given O-sequence. We apply this result to construct Artinian
Gorenstein O-sequences ϕ of codimension 3 such that the poset of all
graded Betti sequences of the Artinian Gorenstein algebras with Hilbert
function ϕ admits more than one minimal element. Finally, for all 3-
codimensional complete intersection O-sequences we obtain conditions
under which the corresponding poset of graded Betti sequences has more
than one minimal element.

Introduction

In the last few years several authors have investigated the postulation
Hilbert scheme H ilbH(Pn), the locally closed subscheme of H ilbd(Pn) para-
metrizing the subschemes of Pn having Hilbert function H. Here Pn is
the n-dimensional projective space over an algebraically closed field k, and
H ilbd(Pn) is the punctual Hilbert scheme parametrizing degree-d punctual
subschemes of Pn. One goal was to understand when such a postulation
Hilbert scheme is reducible or irreducible (see [Go1], [Ma], [Pa], and [IK] for
some work on this subject). In a previous paper [RZ] it was shown that when
H can admit more than one minimal graded Betti sequence then the postula-
tion Hilbert scheme H ilbH(Pn) must be reducible. This motivates us to find
conditions on the Hilbert functions H of 0-dimensional schemes such that the
partially ordered set BH of graded Betti numbers that occur for H ilbH(Pn)
have more than one minimal element. This work is part of a more complete
study of determining the sets BH , which is still one of the most important
open problems in this field.
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For n = 2 the poset BH has only one minimal element for each H (see,
for instance, [Ca]). For n = 3, using the affirmative answer to the minimal
resolution conjecture, we conclude that the maximal Hilbert functions (i.e.,
maximal among the Hilbert functions of schemes with the same degree) have
only one minimum for the graded Betti numbers. On the other hand, Richert
[Ri], generalizing an example of Charalambous and Evans [CE], and Sabourin
[Sa] produced an infinite class of Hilbert functions H for which BH has no
minimum element. Richert [Ri] gave some examples of Hilbert functions H
of complete intersections of type (a, b, c), with c = a+ b, for which again BH
has more than one minimal element. In the present paper, as a consequence
of our main results, we determine all complete intersection Hilbert functions
H = HCI(a,b,c) for which BH has more than one minimal element (except
when c = ab+ 1) (see Proposition 2.3).

In this paper we focus on the number of minimal generators in a fixed
degree c for the defining ideal of 0-dimensional schemes in P3 with a given
Hilbert function H. In particular, we look for the smallest number of degree-c
generators compatible with H.

To this aim we make use of particular linear decompositions of the Hilbert
function which will permit us to construct special schemes which realize the
required minimal number of generators in the fixed degree.

Since we are interested in Hilbert functions of 0-dimensional schemes X,
respectively ACM schemes of higher dimension s, we will work with those O-
sequences ϕ that are the first, respectively (s+ 1)st, differences of the Hilbert
functions HX . Thus ϕ is the Hilbert function of an Artinian quotient of the
coordinate ring of X by a linear system of parameters.

We will restrict our work to the codimension three case in which the com-
putations are more manageable, but we believe that these ideas can be gen-
eralized to higher codimension. We will apply our results, in particular, to
Gorenstein sequences and complete intersection O-sequences.

1. Decompositions of O-sequences

We begin by stating the terminology and our general approach for looking
for possible graded Betti numbers compatible with a fixed Hilbert function.

Let R = k[x1, . . . , xr] and let A = R/I = ⊕Ai be a standard graded
Artinian k-algebra quotient of R. We will say that A has codimension r when
dimk A1 = r. We denote by νA,i(n) the number of i-th syzygies of A in degree
n, with n > 0 and 0 ≤ i ≤ r − 1, in the minimal graded free resolution
of A as k[x1, . . . , xr]-module. (Of course, νA,0(n) will denote the number of
generators of A in degree n; to simplify the notation we will often just write
νA(n).)
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The Hilbert function of a standard graded Artinian k-algebra will be called
an Artinian O-sequence. If ϕ is an Artinian O-sequence, we define

σ(ϕ) = max{n ∈ N | ϕ(n) > 0}.
We set

Seqr = {r-codimensional Artinian O-sequences},
Artr = {graded Artinian standard k-algebras quotients of k[x1, . . . , xr]},

and for every ϕ ∈ Seqr we define

νmin
ϕ,i (n) = min{νA,i(n) | A ∈ Artr and HA = ϕ},
νmax
ϕ,i (n) = max{νA,i(n) | A ∈ Artr and HA = ϕ}.

Despite the fact that the function νmax
ϕ,i is completely determined by works of

Bigatti [Bi], Hulett [Hu], and Pardue [Pa], little is known about the function
νmin
ϕ,i . We will write νmax

ϕ and νmin
ϕ instead of νmax

ϕ,0 and νmin
ϕ,0 , respectively. Our

main goal in this paper is to determine νmin
ϕ when ϕ ∈ Seq3 (in codimension

r = 2 everything is known).
Let ϕ = (1 3 6 . . . 0 →) be a 3-codimensional Artinian O-sequence, i.e.,

ϕ is the h-vector of an Artinian algebra; in other words, ϕ = ∆HX is the first
difference of the Hilbert function of a 0-dimensional scheme X ⊂ P3

k.
If α and i are positive integers, we recall that the i-binomial expansion of

α is the unique expression

α =
(
mi

i

)
+
(
mi−1

i− 1

)
+ · · ·+

(
mj

j

)
,

where mi > mi−1 > · · · > mj ≥ j ≥ 1.
If α has i-binomial expansion as above, then we set

α〈i〉 =
(
mi + 1
i+ 1

)
+
(
mi−1 + 1

i

)
+ · · ·+

(
mj + 1
j + 1

)
.

Let ϕ : N→ N be a function, ϕ(0) = 1. The theorem of Macaulay (see [Mac]
and [St]) says that ϕ is the Hilbert function of a standard graded k-algebra
iff ϕ(n+ 1) ≤ ϕ(n)〈n〉, for all n ≥ 1. Notice that, for Artinian O-sequences ϕ
of codimension two, if ϕ(n − 1) ≥ ϕ(n), then ϕ(j) ≥ ϕ(j + i) for all j ≥ n.
This implies that

ϕ(n− 1) < ϕ(n)⇒ ϕ(n) = n+ 1.(1)

Moreover, we recall the following Gotzmann Persistence Theorem.

Theorem 1.1 ([Go2], [BH]). Let R/I be a standard graded k-algebra with
Hilbert function ϕ. Let d > 0 be an integer such that ϕ(d + 1) = ϕ(d)〈d〉.
Let J be the ideal generated by the components of I of degree ≤ d and let
ψ be the Hilbert function of R/J (so that ψ(n) = ϕ(n) for n ≤ d). Then
ψ(n+ 1) = ψ(n)〈n〉, for all n ≥ d.
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Let c ≥ 3 be an integer. Set α := ϕ(c− 2) and h := α〈c−2〉 − α. Note that
0 ≤ α ≤

(
c
2

)
.

If α =
(
c
2

)
=
(
c
c−2

)
, then α〈c−2〉 =

(
c+1
c−1

)
=
(
c+1

2

)
and hence h = c.

If 0 ≤ α <
(
c
2

)
, then

α = (c− 1) + (c− 2) + · · ·+ (c− h) + α0

with 0 ≤ α0 < c − h − 1; now, from α <
(
c
2

)
we get c − h > 1 and hence

0 ≤ h ≤ c− 2. We set h = h if α <
(
c
2

)
, and h = h− 1 if α =

(
c
2

)
.

Next we set

u := ϕ(c− 1)− α, v := ϕ(c)− α− u.

Since ϕ is an O-sequence we have u ≤ h. The integer 2u − v − h (which
depends on c) will be crucial in the computation of νmin

ϕ (c); we therefore set
G = G(c) = 2u− v − h.

We will henceforth deal with O-sequences which satisfy a certain decreasing
condition for every i ≥ c.

Definition 1.2. Let c ≥ 3 be an integer. An O-sequence ϕ is said to be
of D∗(c)-type if it satisfies the following condition:

• If either v ≥ 0 or v < 0 and 2u−h ≥ 0, then ϕ(i) ≥ ϕ(i+ 1) for i ≥ c.
• If v < 0 and 2u− h < 0, then

• ϕ(i) ≥ ϕ(i+1)−v for all i ≥ c such that ϕ(i) > 2
∑u−1
j=0 (c−2j−

1) +
∑h−2u+v
j=1 (c− j − 2u);

• ϕ(i) ≥ ϕ(i+ 1) for the other values of i, i ≥ c.

Note that many important O-sequences (e.g., complete intersection se-
quences, Gorenstein sequences, and generic O-sequences) satisfy this condition
for appropriate values of c (cf. Proposition 2.2 and Proposition 2.3).

Proposition 1.3. Let ϕ be any 3-codimensional Artinian O-sequence.
With the above notation we have

νmin
ϕ (c) ≥ max{0, G}.

Proof. Set x := ϕ(c− 3). Then ∆3ϕ(c) = α − 2u + v − x. Now, for every
Artinian algebra A with Hilbert function ϕ, we know that

−νA(c) + νA,1(c)− νA,2(c) = ∆3ϕ(c) = α− 2u+ v − x,

so we get νA(c) = νA,1(c)−νA,2(c)−α+2u−v+x. Next, if α =
(
c
2

)
, then h = c

and νA,2(c) = 0. Therefore νA(c) ≥ −α+2u−v+x = 2u−v−h+1. If α <
(
c
2

)
,

then by the above mentioned result on maximal graded Betti numbers, we
have νA,2(c) ≤ −∆ϕ(c− 2) +h = x−α+h. Therefore νA(c) ≥ −α+ 2u− v+
x−x+α−h = 2u− v−h. Hence we have νmin

ϕ (c) ≥ max{0, 2u− v−h}. �
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Indeed, we will show in Corollary 1.23 that, except for a single case, the
value of νmin

ϕ (c) is exactly max{0, 2u− v − h}.
In order to determine νmin

ϕ (c) we start with the following observation.

Remark 1.4. Suppose that u = h, i.e., that ϕ has maximal growth in
c− 1, and set k := ϕ(c− 1)〈c−1〉−ϕ(c− 1). We see that if α = ϕ(c− 2) =

(
c
2

)
,

then u = h = c and ϕ(c − 1) =
(
c+1

2

)
. Therefore ϕ(c − 1)〈c−1〉 =

(
c+2

2

)
,

and hence k = c + 1 = h + 1. If α = ϕ(c − 2) <
(
c
2

)
, then h ≤ c − 2 and

ϕ(c − 1) = c + (c − 1) + (c − 2) + · · · + (c − h + 1) + α0, and hence k = h.
In this situation, by the Persistence Theorem of Gotzmann (Theorem 1.1) we
have

νmin
ϕ (c) = νmax

ϕ (c) = ϕ(c− 1)〈c−1〉 − ϕ(c) = k − v = max{0, 2u− v − h}.

Moreover, if α = ϕ(c− 2) < c− 1, then h = 0, u = 0 and v ≤ 0. Again by the
Persistence Theorem (Theorem 1.1) we have

νmin
ϕ (c) = νmax

ϕ (c) = α− ϕ(c) = −v = max{0, 2u− v − h}.

By the above remark, we can deal with the case when in degree c − 1 we
have a growth which is not maximal, i.e., 0 ≤ u < h (in particular, α ≥ c−1).

We will now give certain preferred decompositions (which we will call c-
canonical) of 3-codimensional O-sequences ϕ of D∗(c)-type that will be used
to construct 0-dimensional subschemes of P3 having νmin

ϕ minimal generators
in degree c, i.e., the minimum compatible with the O-sequence ϕ. These
decompositions were introduced in [RZ1] and they are a generalization of the
maximal decompositions used in [GHS].

Definition 1.5. Let ϕ be an O-sequence with finite support, ϕ(1) = r ≥
2. A linear decomposition of ϕ is a succession of O-sequences of embedding
dimension < r, (ϕ1, ϕ2, . . . , ϕd), such that

(1) ϕ1 ≥ ϕ2 ≥ · · · ≥ ϕd (using termwise order),

(2) ϕ(n) =
d∑
j=1

ϕj(n − j + 1) for every n ∈ N0 (we use the convention

ϕ(n) = 0 for all n < 0).
A linear decomposition of ϕ, (ϕ1, ϕ2, . . . , ϕd) is called principal if

d = min
{
n ∈ N | ϕ(n) <

(
r + n− 1

n

)}
.

Thus, if ϕ is a 3-codimensional O-sequence of D∗(c)-type, we will define
a principal linear decomposition of it, which we will call c-canonical, in the
following way. We first define suitable functions ϕi, then show in Proposition
1.9 that they form a linear decomposition of ϕ. For the sake of simplicity we
assume that ϕ(c− 2) <

(
c
2

)
.
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Construction 1.6. For 1 ≤ j ≤ d we define inductively, for every n ≤
c− j − 1,

ϕj(n) = min

{
n+ 1, ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
.

To complete the definition of the decompositions we need to define the values
of each ϕj for n ≥ c− j. To do that we distinguish several cases.

Case 1. v ≥ 0.
We define

ϕj(n) = min

{
ϕj(c− j + 1), ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}

for n ≥ c− j + 2.
Moreover, we define for every 1 ≤ j ≤ v the integers

ϕj(c− j) = c− j + 1, ϕj(c− j + 1) = c− j + 2.

(Of course, when v = 0, this part is empty.)
For the other values of j we distinguish two cases:

Case 1a. v ≥ u.
In this case for v < j ≤ d we define

ϕj(c− j) = min

{
ϕ(c− j − 1), ϕ(c− 1)−

j−1∑
s=1

ϕs(c− s)

}
,

ϕj(c− j + 1) = min

{
ϕ(c− j − 1), ϕ(c)−

j−1∑
s=1

ϕs(c+ 1− s)

}
.

Case 1b. 0 ≤ v < u.
We set m = min{h− u, u− v} and define for v + 1 ≤ j ≤ v + 2m

ϕj(c− j) = ϕj(c− j + 1) =

{
ϕj(c− j − 1) if j − v is odd,
ϕj(c− j − 1) + 1 if j − v is even,
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and for v + 2m < j ≤ d

ϕj(c− j) = ϕj(c− j + 1)

=


min

{
ϕj(c− j − 1), ϕ(c− 1)−

∑j−1
s=1 ϕs(c− s)

}
if m = u− v,

min
{
ϕj(c− j − 1) + 1, ϕ(c− 1)−

∑j−1
s=1 ϕs(c− s)

}
if m = h− u.

Case 2. v < 0.
In this case we set t = min{u, h− u} and define for 1 ≤ j ≤ 2t

ϕj(c− j) =

{
ϕj(c− j − 1) if j is odd,
ϕj(c− j − 1) + 1 if j is even,

and

ϕj(n) = min

{
ϕj(c− j), ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
for n ≥ c− j + 1.

Case 2a. h ≤ 2u, i.e., t = h− u.
In this case we define for 2(h− u) + 1 ≤ j ≤ d

ϕj(c− j) = min

{
ϕj(c− j − 1) + 1, ϕ(c− 1)−

j−1∑
s=1

ϕs(c− s)

}
and

ϕj(n) = min

{
ϕj(c− j), ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
for n ≥ c− j + 1.

Case 2b. h > 2u, i.e., t = u.
In this case we define

ϕj(c− j) = ϕj(c− j − 1)

for every j ≥ 2u+ 1.
Now, if either 2u < h ≤ 2u − v, or h > 2u − v and α0 6= 0, we define for

j = 2u+ 1

ϕj(n) = min

{
ϕj(c− j), ϕj(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
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for n ≥ c− j + 1.
Also, for 2u+ 1 < j ≤ h+ v + 1 we define for n ≥ c− j + 1

ϕj(n) = min

{
ϕj(c− j), ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
.

(Of course this part is empty if h ≤ 2u− v.)
Finally, for max{2u+ 2, h+ v + 2} ≤ j ≤ d we define for n ≥ c− j + 1

ϕj(n) = min

{
ϕj(n− 1)− 1, ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
.

If h > 2u−v and α0 = 0, then, we modify this definition slightly as follows:
For 2u+ 1 < j ≤ h+ v we define for n ≥ c− j + 1

ϕj(n) = min

{
ϕj(c− j), ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
,

and for h+ v + 1 ≤ j ≤ d we define for n ≥ c− j + 1

ϕj(n) = min

{
ϕj(n− 1)− 1, ϕ(n+ j − 1)−

j−1∑
s=1

ϕs(n+ j − s)

}
.

We will show that the tuple (ϕ1, ϕ2, . . . , ϕd) thus defined provides a prin-
cipal linear decomposition of ϕ.

Remark 1.7. Observe that for every n there is only one value of jn for
which

ϕjn(n− jn + 1) = ϕ(n)−
jn−1∑
s=1

ϕs(n− s+ 1) > 0.

Moreover, for every j > jn we have ϕj(n− j + 1) = 0.

Remark 1.8. Note that in any case the values of ϕj(n) are among the
following:

(1) n+ 1;
(2) ϕ(n)−

∑j−1
s=1 ϕs(n− s+ j);

(3) ϕj(n− 1);
(4) ϕj(n− 1)− 1.

Proposition 1.9. In the above notation, let ϕ be an O-sequence of D∗(c)-
type as in Definition 1.2. Then the sequences {ϕi}i=1,...,d defined above give
a principal linear decomposition of ϕ.
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Proof. First note that, in our definitions, ϕj(n) < ϕj(n+1) implies ϕj(n) =
n + 1 = ϕj(n + 1) − 1; this is equivalent, by relation (1), to each ϕj being
an O-sequence (of codimension two). Moreover, by Remark 1.7, the {ϕj}
are O-sequences which satisfy condition (2) of Definition 1.5 of the “principal
decomposition” of ϕ. Thus, to finish the proof it is enough to show that for
every j = 1, . . . , d and for every n we have ϕj(n) ≥ ϕj+1(n). According to
Remark 1.8 we have four possibilities for the value of ϕj(n). If ϕj(n) = n+ 1
the conclusion follows since a 2-codimensional O-sequence can assume at most
the value n+ 1 at n. If ϕj(n) = ϕ(n+ j − 1)−

∑j−1
s=1 ϕs(n+ j − s), we must

have ϕj+1(n− 1) = 0 and hence ϕj+1(n) = 0 and we are done. Therefore we
can assume that ϕj(n) is not of these two forms. When ϕj(n) = ϕj(n−1) the
only non-trivial cases can occur for n = c−j and n = c−j+1. The conclusion
follows by a straightforward analysis of each case in which the above equality
holds. The only remaining case is ϕj(n) = ϕj(n − 1) − 1, but this can only
occur in Case 2b of the definition for n ≥ c − j + 1. In this situation we
have ϕj(n) = ϕj(n − 1) − 1 = ϕj(c − j − 1) − n + c − j = 2c − 2j − n and
ϕj+1(n) = ϕj+1(n−1)−1 = ϕj+1(c−j−2)−n+c−j−1 = 2c−2j−2−n. �

Definition 1.10. If ϕ is an O-sequence of D∗(c)-type, the c-canonical
decomposition of ϕ will be denoted by λ(ϕ, c).

Remark 1.11. Notice that the above decomposition of the O-sequence ϕ
can be extended to the case when ϕ(c−2) =

(
c
2

)
by replacing h by h = h−1 =

c− 1 at every occurrence.

Remark 1.12. We will see that the c-canonical decompositions of ϕ pro-
vide schemes X, ∆HX = ϕ, with the smallest number of minimal generators
in degree c. Indeed, the c-canonical decompositions are maximal among the
decompositions with this property.

We present two examples to clarify the c-canonical decomposition of an
O-sequence.

Example 1.13. The following table shows our decomposition λ(ϕ, 21) for
the O-sequence

ϕ = {1 3 6 10 15 21 28 36 45 55 66 78 91 105

120 136 153 171 190 199 209 212 178 177 35}

(The value of ϕ can be read off the second column; the other columns represent
the 2-codimensional O-sequences which give the decomposition.) Here c = 21,
h = 15, u = 10, and v = 3; hence we are in Case 1b.
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n ϕ ϕ1 ϕ2 ϕ3 . . .

0 1 1
1 3 2 1
2 6 3 2 1
3 10 4 3 2 1
4 15 5 4 3 2 1
5 21 6 5 4 3 2 1
6 28 7 6 5 4 3 2 1
7 36 8 7 6 5 4 3 2 1
8 45 9 8 7 6 5 4 3 2 1
9 55 10 9 8 7 6 5 4 3 2 1
10 66 11 10 9 8 7 6 5 4 3 2 1
11 78 12 11 10 9 8 7 6 5 4 3 2 1
12 91 13 12 11 10 9 8 7 6 5 4 3 2 1
13 105 14 13 12 11 10 9 8 7 6 5 4 3 2 1
14 120 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
15 136 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
16 153 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
17 171 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
18 190 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
19 199 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 4
20 209 21 20 19 17 17 15 15 13 13 11 11 9 9 8 7 4
21 212 22 21 20 17 17 15 15 13 13 11 11 9 9 8 7 4
22 178 22 21 20 17 17 15 15 13 13 11 11 3
23 177 22 21 20 17 17 15 15 13 13 11 11 2
24 35 22 13

Example 1.14. The following table shows our decomposition λ(ϕ, 21) for
the O-sequence

ϕ = {1 3 6 10 15 21 28 36 45 55 66 78 91 105

120 136 153 171 190 199 205 200 195 189 184}

Here c = 21, h = 15, u = 6, and v = −5; hence we are now in Case 2b.
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n ϕ ϕ1 ϕ2 ϕ3 . . .

0 1 1
1 3 2 1
2 6 3 2 1
3 10 4 3 2 1
4 15 5 4 3 2 1
5 21 6 5 4 3 2 1
6 28 7 6 5 4 3 2 1
7 36 8 7 6 5 4 3 2 1
8 45 9 8 7 6 5 4 3 2 1
9 55 10 9 8 7 6 5 4 3 2 1
10 66 11 10 9 8 7 6 5 4 3 2 1
11 78 12 11 10 9 8 7 6 5 4 3 2 1
12 91 13 12 11 10 9 8 7 6 5 4 3 2 1
13 105 14 13 12 11 10 9 8 7 6 5 4 3 2 1
14 120 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
15 136 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
16 153 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
17 171 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
18 190 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
19 199 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 4
20 205 20 20 18 18 16 16 14 14 12 12 10 10 8 7 6 4
21 200 20 20 18 18 16 16 14 14 12 12 10 10 8 6 5 1
22 195 20 20 18 18 16 16 14 14 12 12 10 10 8 5 2
23 189 20 20 18 18 16 16 14 14 12 12 10 10 8 1
24 184 20 20 18 18 16 16 14 14 12 12 10 10 4

Before proving the main results we restate here, in our situation, some
definitions and facts from [RZ1].

Definition 1.15. A subset A of a poset (P,≤) is called a left segment if
for every H ∈ A and K ∈ P, with K ≤ H, we have K ∈ A. In particular,
when P = N

r with the order induced by the natural order on N, a finite left
segment will be called an r-left segment.

Definition 1.16. If A is an r-left segment, we denote by G(A) the set of
maximal elements of A and by F (A) the set of minimal elements of Nr \ A.
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Fix an r-left segment A and consider r families of hyperplanes of Pn, r ≤ n,

{Aij}i,j , 1 ≤ i ≤ r, 1 ≤ j ≤ ai,

that are sufficiently generic in the sense that {A1j1 ∩A2j2 ∩· · ·∩Arjr} consists
of a1 · . . . · ar distinct linear varieties of codimension r in Pn.

For every H = (j1, . . . , jr) ∈ A we define

LH = A1j1 ∩ · · · ∩Arjr .
With this notation we make the following definition:

Definition 1.17. The subscheme of Pn

V =
⋃
H∈A

LH

will be called an r-partial intersection with respect to the hyperplanes {Aij}
and with support on the r-left segment A.

It was shown in [RZ1, Theorem 1.9] that every partial intersection is a
reduced ACM subscheme of Pn.

Let V ⊂ Pn be an r-partial intersection with respect to the hyperplanes
{Aij}, 1 ≤ i ≤ r and 1 ≤ j ≤ ai, and with support on the r-left segment
A of size T = (a1, . . . , ar). Now, set IAij = (fij), where fij ∈ S1 for all
i, j, where S is the homogeneous coordinate ring of Pn. Finally, to every
H = (m1, . . . ,mr) ≤ (a1 + 1, . . . , ar + 1) we associate the form

PH =
r∏
i=1

mi−1∏
j=1

fij .

Theorem 1.18. Let V ⊂ Pn be an r-partial intersection with support A.
Then a minimal set of generators for IV is

{PH | H ∈ F (A)}.

Proof. See [RZ1, Theorem 3.1]. �

Finally we recall how we can associate a partial intersection to each linear
decomposition of an Artinian O-sequence ϕ of codimension r.

To every such an O-sequence we can, in a canonical way, associate an r-left
segment Aϕ such that, if X is a partial intersection with support on Aϕ in
P
n, then ∆n−r+1HX = ϕ and its graded Betti numbers are maximal with

respect to HX (in the sense of Hulett, Bigatti, Pardue). We call such an X a
maximal partial intersection associated to ϕ (see [RZ1, Proposition 4.3]).

Theorem 1.19. If σ = (ϕ1, . . . , ϕd) is a principal linear decomposition of
an O-sequence ϕ, then there exist (r − 1)-partial intersections in Pn, V1 ⊇
· · · ⊇ Vd, where each Vj is a maximal partial intersection associated to the
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O-sequence ϕj. Moreover, if {πj} are generic hyperplanes, 1 ≤ j ≤ d, and
Xj = Vj ∩ πj, then X = X1 ∪ · · · ∪ Xd is an r-partial intersection with
∆n−r+1HX = ϕ.

Proof. This is essentially Theorem 4.4 in [RZ1]. �

We call a partial intersection constructed as in Theorem 1.19 maximal with
respect to the decomposition σ.

Now we are ready to prove our results.

Theorem 1.20. Let ϕ be a 3-codimensional Artinian O-sequence, c any
integer, and let h, u and v be as defined above; suppose that ϕ is not increasing
for i ≥ c. If u ≥ 0 and either v ≥ 0 or v < 0 and h ≤ 2u, then there exists
a reduced 0-dimensional subscheme X of P3 with ∆HX = ϕ and max{0, G =
2u− v − h} generators in degree c.

Proof. According to Theorem 1.19, if λ=(ϕ1, . . . , ϕd) is a linear decompo-
sition of ϕ, there exists a reduced subscheme (indeed a partial intersection)
X = X1 ∪ · · · ∪ Xd of P3, where each Xj is a subscheme of P2, such that
∆HX = ϕ and ∆HXj = ϕj for every j = 1, . . . , d. Moreover, when this is the
case,

IX = IX1 + L1IX2 + · · ·+ (L1, . . . , Ld−1)IXd + (L1, . . . , Ld)

for suitable linear forms Lj . Hence, for every integer c, νX(c) ≤
∑d
j=1 νXj (c−

j + 1). Now we distinguish three cases.

Case 1a. v ≥ u. In this case, for every partial intersection X = X1∪ · · ·∪
Xd associated to λ(ϕ, c), since ϕj has maximal growth in c − j + 1, we have
νXj (c− j + 1) = 0. Hence νX(c) = 0 = max{0, G}.

Case 1b. 0 ≤ v < u. Let us consider the partial intersection X with
respect to the families of hyperplanes {xq}, {yr} and {zs}, which is maximal
with respect to the decomposition λ(ϕ, c), i.e., X = X1∪ · · ·∪Xd, where each
Xj is the maximal partial intersection associated to the O-sequence ϕj . In
order to compute νX(c) observe that, if 1 ≤ j ≤ v, then ϕj forces νXj (c− j +
1) = 0; if v+1 ≤ j ≤ v+2m and j−v is odd, then ϕj forces νXj (c−j+1) = 0
and νXj (c − j) = 1; if v + 1 ≤ j ≤ v + 2m and j − v is even, then ϕj forces
νXj (c− j+1) = 1. On the other hand, by the construction of each Xj , we see
that the generator of IXj , for j− v even, in degree c− j+ 1 is z1 · · · · · zc−j+1,
which is the same as the generator of IXj−1 . Hence such a generator does not
produce a minimal generator for IX in degree c. For j > v + 2m we observe
that ϕj has maximal growth in c− j. Hence we have one generator in degree
c − j + 1 for every v + 2m < j ≤ h and no generator in this degree when
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j > h. Therefore νX(c) = h − v − 2m and an easy computation shows that
h− v − 2m = max{0, G}.

Case 2a. v < 0 and h ≤ 2u. As in Case 1b let us consider the par-
tial intersection X = X1 ∪ · · · ∪ Xd which is maximal with respect to the
decomposition λ(ϕ, c). Therefore, since each Xj has maximal graded Betti
numbers with respect to its Hilbert function, it has exactly νXj (c− j + 1) =
ϕj(c−j)〈c−j〉−ϕj(c−j+1) generators in degree c−j+1. For 1 ≤ j ≤ 2(h−u),
we have νXj (c − j + 1) = 0 when j is odd, and νXj (c − j + 1) = 1 when j
is even. But the generator of IXj , for j even, in degree c− j + 1 is the same
as the generator of IXj−1 , and hence it does not produce a minimal generator
for X in degree c. So

νX(c) =
d∑

j=2(h−u)+1

νXj (c− j + 1)

=
d∑

j=2(h−u)+1

(
ϕj(c− j)〈c−j〉 − ϕj(c− j + 1)

)
=

h∑
j=2(h−u)+1

(
ϕj(c− j)〈c−j〉 − ϕj(c− j + 1)

)
+

d∑
j=h+1

(
ϕj(c− j)〈c−j〉 − ϕj(c− j + 1)

)
=

h∑
j=2(h−u)+1

(
ϕj(c− j)− ϕj(c− j + 1) + 1

)
+

d∑
j=h+1

(
ϕj(c− j)− ϕj(c− j + 1)

)
= 2u− h+

d∑
j=2(h−u)+1

(
ϕj(c− j)− ϕj(c− j + 1)

)
= 2u− h− v = G = max{0, G}. �

In order to complete our analysis of νX(c) in the last possible case we need
the following technical result.

Lemma 1.21. Let ϕ1, . . . , ϕw be 2-codimensional Artinian O-sequences
and p > w an integer such that ϕj(n) = n+ 1 for n ≤ p− j − 1, ϕj(p− j) =
p − j, ϕj(n) > ϕj(n + 1) for p − j ≤ n ≤ σ(ϕj) and 1 ≤ j ≤ w, and
ϕj(n) ≥ ϕj+1(n) + 2 for p − j ≤ n ≤ σ(ϕj+1) and 1 ≤ j < w. Then there
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exist 2-partial intersections V1 ⊃ V2 ⊃ · · · ⊃ Vw in P3, with ∆2HVj = ϕj, such
that the minimal generator of IVj of degree p − j coincides with a minimal
generator of IVj+1 for 1 ≤ j < w.

Proof. For every n ∈ N let Dn = {(x, y) ∈ N2 | x + y = n + 2}, and for
1 ≤ j ≤ w set

Rj =

{
{(x, y) | (x, y) ≤ (p− j, p− j + 1)} if j is odd,
{(x, y) | (x, y) ≤ (p− j + 1, p− j)} if j is even.

We define

xnj = min {first component of K | K ∈ Dn ∩Rj}

and

Pnj = {(xnj + k, n+ 2− xnj − k) | 0 ≤ k ≤ ϕj(n)− 1}.

Note that R1 ⊃ R2 ⊃ · · · ⊃ Rw and xnj = xn,j+1 = 1 if 0 ≤ n ≤ p − j − 2,
xp−j−1,j = xp−j−1,j+1 − 1 = 1, xn,j = xn,j+1 − 2 if p − j ≤ n ≤ σ(ϕj+1).
We set Aj =

⋃
n Pnj . Then Aj is a left segment since ϕj is decreasing for

p − j ≤ n ≤ σ(ϕj). Moreover, Aj+1 ⊂ Aj . In fact, if K = (x, y) ∈ Aj+1,
then K ∈ Dx+y−2 ∩ Rj+1 and xn,j+1 ≤ x ≤ xn,j+1 + ϕj+1(n) − 1. Hence
K ∈ Dx+y−2 ∩Rj and xnj ≤ x ≤ xnj + ϕj(n)− 1 since xnj ≤ xn,j+1 and, by
assumption, ϕj(n) ≥ ϕj+1(n) + 2 for p− j ≤ n ≤ σ(ϕj+1).

Now, if we denote by {yr} and {zs} the families of linear forms which we
use for defining the partial intersection associated to the left segment Aj , for
every j, we see that IVj has as minimal generators the products y1 · · · yp−j
and z1 · · · zp−j+1 if j is odd, and y1 · · · yp−j+1 and z1 · · · zp−j if j is even.
Therefore, the minimal generators of degree p − j for IVj and IVj+1 are the
same. �

Theorem 1.22. Let ϕ be a 3-codimensional Artinian O-sequence, let c be
any integer and let h, u and v be as defined at the beginning of Section 1.
Let us suppose that u ≥ 0, v < 0 and h > 2u and that ϕ is of D∗(c)-type.
Then there exists a reduced 0-dimensional subscheme X of P3 with ∆HX = ϕ
and max{0, G = 2u − v − h} minimal generators of degree c, except when
2u < h ≤ 2u−v and α0 = 0, in which case there exists such a subscheme with
G+ 1 minimal generators of degree c.

Proof. Since we are under the hypotheses of Case 2b of Construction 1.6
we consider the corresponding linear decomposition λ(ϕ, c) of ϕ. Define

z + 1 =


max{2u+ 2, h+ v + 2} if 2u < h ≤ 2u− v or

h > 2u− v and α0 6= 0 ,
h+ v + 1 if h > 2u− v and α0 = 0.



468 ALFIO RAGUSA AND GIUSEPPE ZAPPALÀ

By Theorem 1.19, there exist V1 ⊇ · · · ⊇ Vz, where each Vj is a maximal
2-partial intersection associated to ϕj . Then one can easily verify that the
O-sequences {ϕz+1, . . . , ϕd} satisfy the conditions of Lemma 1.21. Therefore
there exist 2-partial intersections Vz+1 ⊃ · · · ⊃ Vd which have the property
required by the lemma. If we prove that the left segment Az, the support of
Vz, contains Az+1, the support of Vz+1, then, since all Vj ’s can be constructed
using the same families of hyperplanes, we can assert that Vz contains Vz+1.
Thus, if we set Xj = Vj ∩ πj with πj , 1 ≤ j ≤ d, generic hyperplanes of P3,
then X =

⋃d
j=1Xj will be a partial intersection associated to ϕ (cf. Theorem

1.19). Now recall that ϕz(n) = c − z for c − z − 1 ≤ n ≤ s, for some s and
ϕz(n) < c−z for n > s. Note that in such a situation ϕz+1(n) = 0 for n ≥ s−1.
Therefore we need to check that if L = (x, y) ∈ Az+1 and x+ y < s+ 2 then
L ∈ Az. Now, since Az is maximal with respect to ϕz, it contains all pairs
K = (x′, y′), where c− z + 1 ≤ x′ + y′ < s + 2 and 1 ≤ x′ ≤ c− z. Hence it
contains all L ∈ Az+1. Next we compute νX(c). To do that we first observe
that S =

∑
j νXj (c−j+1) = u−v since νXj (c−j+1) = ϕj(c−j)−ϕj(c−j+1)

when ϕj(c− j) = ϕj(c− j − 1) and νXj = ϕj(c− j) + 1− ϕj(c− j + 1) when
ϕj(c− j) = ϕj(c− j − 1) + 1. Therefore we have S generators of degree c for
IX . To calculate νX(c) it is enough to subtract from S the number of such
generators which are redundant, i.e., those generators of degree c− j + 1 for
IXj which are also minimal generators for IXj−1 .

First we observe that, as in Case 2a of Theorem 1.20, for 1 ≤ j ≤ 2u we
have u redundant generators. For the remaining cases we distinguish four
subcases.

Case 1. 2u < h ≤ 2u− v and α0 > 0.
In this case z = 2u+ 1. Now, by construction and by Lemma 1.21, we see

that we have a redundant generator of degree c−j+1 for each z+1 ≤ j ≤ h+1,
h+ 1− z = h− 2u. Thus, in this case we obtain νX(c) ≤ S − u− (h− 2u) =
2u− h− v = G and hence νX(c) = G.

Case 2. h > 2u− v and α0 > 0.
In this case z = h+ v+ 1. Now, again, by construction and by the Lemma

1.21, we see that we have a redundant generator of degree c − j + 1 for
each z + 1 ≤ j ≤ h + 1, h + 1 − z = −v. Thus, in this case we obtain
νX(c) ≤ S − u+ v = 0 and hence νX(c) = 0.

Case 3. h > 2u− v and α0 = 0.
In this case z = h + v. Now, by construction and by Lemma 1.21, we see

that we have a redundant generator of degree c− j+ 1 for each z+ 1 ≤ j ≤ h,
h − z = −v (note that, since α0 = 0, νXh+1(c − h) = 0). Thus, again, we
obtain νX(c) ≤ S − u+ v = 0, and hence , νX(c) = 0.
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Case 4 (Exceptional case). 2u < h ≤ 2u− v and α0 = 0.
In this case z = 2u+ 1. Now, by construction and by Lemma 1.21, we see

that we have a redundant generator of degree c− j+ 1 for each z+ 1 ≤ j ≤ h,
h−z = h−2u−1. Thus, in this case we obtain νX(c) ≤ S−u−(h−2u−1) =
2u− h− v + 1 = G+ 1, and, indeed, one can see that νX(c) = G+ 1. �

Corollary 1.23. Let ϕ be a 3-codimensional Artinian O-sequence, c any
integer and h, u and v as defined before. If ϕ is of D∗(c)-type, then we have
νmin
ϕ (c) = max{0, G = 2u− v − h} except when 2u < h ≤ 2u− v and α0 = 0,

in which case G ≤ νmin
ϕ (c) ≤ G+ 1.

Proof. The result is an easy consequence of Theorems 1.20 and 1.22. �

In the next example we will show that there are O-sequences ϕ and integers
c for which νmin

ϕ (c) = G+ 1.

Example 1.24. Let ϕ = (1 3 3 3 2 0 →) and c = 4. In this case h = 1,
u = 0 and v = −1. Therefore G = 0. We want to show that for every
Artinian algebra A = k[x, y, z]/I = R/I with HA = ϕ, I needs at least one
generator in degree 4, i.e., νmin

ϕ (4) = 1. In fact, if A were an Artinian algebra
with HA = ϕ and no generator in degree 4, from νA(4)− νA,1(4) + νA,2(4) =
−∆3ϕ(4) = 1 one sees that such an algebra would have νA,2(4) ≥ 1 (indeed 1)
and consequently νA,1(3) ≥ 3 (indeed 3) and therefore νA(3) = 1. Now, since
νmax
A (3) = 1, (I2) has maximal growth in degree 2, and so, by the Gotzmann

Persistence Theorem (Theorem 1.1), the 3 generators in degree 2, Q1, Q2,
Q3, would have a common linear factor L. Hence, if F is the generator of I
in degree 3, then Ĩ = (Q1, Q2, Q3, F ) ⊂ J = (L,F ). Thus, HR/J (4) = 3 and
HR/Ĩ(4) ≥ 3; since I has no generator in degree 4, HR/I(4) = HR/Ĩ(4) ≥ 3, a
contradiction.

2. Applications

In this section we apply the main results of the previous section to partic-
ular O-sequences.

In the rest of this section we will denote by Bϕ the poset of all graded
Betti sequences of Artinian algebras with Hilbert function ϕ. CI(a, b) and
CI(a, b, c) will denote an algebra k[x, y, z]/I, where I is an ideal generated by
a regular sequence of degrees, respectively, a, b or a, b, c.

The following computational lemma will be useful in obtaining information
on Gorenstein O-sequences.

Lemma 2.1. Let 1 < a ≤ b and b + 3 ≤ c ≤ ab + 1 be three integers and
ϕ a 3-codimensional Artinian O-sequence such that ϕ(n) = HCI(a,b)(n) for
n ≤ c− 1 and ϕ(c) < HCI(a,b)(c). Then

G = 2∆ϕ(c− 1)−∆ϕ(c)− ϕ(c− 2)〈c−2〉 + ϕ(c− 2) < −∆3ϕ(c).
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Proof. We use the usual notation u := ∆ϕ(c− 1), v := ∆ϕ(c), h := ϕ(c−
2)〈c−2〉 − ϕ(c − 2), so G = 2u − v − h = 2∆ϕ(c − 1) −∆ϕ(c) − h. Then our
conclusion follows if we can prove that h > 2∆ϕ(c− 1)−∆ϕ(c) + ∆3ϕ(c) =
∆ϕ(c− 2).

If c > a + b we have ∆ϕ(c − 2) = 0, but h > 0 since c ≤ ab + 1. If
b+ 3 ≤ c ≤ a+ b, then, since ϕ(c− 2) =

∑c−2
n=0 ∆ϕ(n), we have

ϕ(c− 2) =
∆ϕ(c−2)∑
n=1

(c− n) +
a−∆ϕ(c−2)∑

n=1

(c−∆ϕ(c− 2)− 2n).

Now a−∆ϕ(c−2) = c−b−1 ≥ 2, and therefore ϕ(c−2) ≥
∑∆ϕ(c−2)+1
n=1 (c−n),

i.e., h > ∆ϕ(c− 2). �

We want to apply the above lemma to the 3-codimensional Artinian Goren-
stein O-sequences. We recall that such a sequence ϕ determines 2m + 1
integers d0 ≤ d1 ≤ · · · ≤ d2m which represent the degrees of a minimal
set of generators of an Artinian Gorenstein algebra with Hilbert function
ϕ and with the minimum number of generators among all Gorenstein alge-
bras with the same Hilbert function ϕ (see, for instance, [Di]). Because of
this we will call the sequence ((d0, d1, . . . , d2m)); (ϑ − d2m, . . . , ϑ − d0); (ϑ)),
where ϑ = (1/m)

∑2m
i=0 di, the minimal Gorenstein Betti sequence associated

to ϕ. Recall that the following Gaeta conditions hold: ϑ − di > d2m+1−i for
i = 1, . . . ,m. Note that, from the above conditions, we have

2m∑
i=0

di = mϑ⇒
m∑
i=0

di =
2m∑

i=m+1

(ϑ− di)

⇒ d0 + d1 +
m∑
i=2

di =
m∑
i=1

(ϑ− d2m+1−i)

⇒ d0 + d1 = ϑ− d2m +
m∑
i=2

(ϑ− di − d2m+1−i) ≥ ϑ− d2m.

(Indeed, d0 + d1 = ϑ− d2m only if m = 1, i.e., ϕ is the Hilbert function of a
CI(d0, d1, d2).)

Proposition 2.2. Let ϕ be a 3-codimensional Artinian Gorenstein O-
sequence, µ =

(
(d0, d1, . . . , d2m)); (ϑ − d2m, . . . , ϑ − d0); (ϑ)

)
, 2 ≤ d0 ≤ d1 ≤

· · · ≤ d2m, the minimal Gorenstein Betti sequence associated to ϕ. If d1 +
3 ≤ d2 ≤ ϑ − d2m, then Bϕ has more than one minimal element, except for
ϕ = HCI(4,4,7) .

Proof. First we observe that µ is a minimal element for Bϕ. On the other
hand, since ϑ − d2m is the smallest degree for a first syzygy in µ, we have
ϕ(n) = HCI(d0,d1)(n) for n ≤ d2 − 1 and ϕ(d2) < HCI(d0,d1)(d2). Moreover,
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d2 ≤ ϑ−d2m ≤ d0+d1 ≤ d0d1. Hence, if we set u := ∆ϕ(d2−1), v := ∆ϕ(d2),
h := ϕ(d2 − 2)〈d2−2〉 − ϕ(d2 − 2) and G := 2u− h− v, applying the previous
lemma we get G < −∆3ϕ(d2). Now, −∆3ϕ(d2) is less than or equal to the
multiplicity g of d2 as generators in µ. Thus, applying Corollary 1.23 we
get νmin

ϕ (d2) = max{0, G} < g in all cases except when v < 0, 2u < h ≤
2u− v and α0 = 0 (with the same notation as in Theorem 1.22). Now, under
our hypotheses, v < 0 implies u = −v > 0. In fact, the case u = 0 and
v = −1 only occurs if d2 ≥ d0 + d1, i.e., d2 = d0 + d1. In this case, from
0 < h ≤ 1, i.e., h = 1, and α0 = 0 we have ϕ(d0 + d1 − 2) = d0 + d1 − 1. But
ϕ(d0+d1−2) = HCI(d0,d1)(d0+d1−2) = d0d1, and so d0d1 = d0+d1−1, which
is a contradiction. Therefore, again by Corollary 1.23, νmin

ϕ (d2) ≤ G + 1 =
3u− h+ 1, while, on the other hand, −∆3ϕ(d2) = 2u− 1 = g. Thus, we get
νmin
ϕ (d2) < g if we can prove that 3u− h+ 1 < 2u− 1, i.e., h > u+ 2. Since
h > 2u, we are done if 2u ≥ u+2, i.e., if u ≥ 2. It remains to consider the case
u = −v = 1. But in this case, d2 = d0 +d1−1, h = 3, and consequently (using
α0 = 0) ϕ(d0+d1−3) = (d0+d1−2)+(d0+d1−3)+(d0+d1−4) = 3d0+3d1−9.
But ϕ(d0 + d1 − 3) = HCI(d0,d1)(d0 + d1 − 3) = d0d1 − 1, and therefore
d0d1 = 3d0 + 3d1 − 8. Now, a simple computation shows that this happens if
and only if d0 = d1 = 2 (and d2 = 3 which, however, does not fall under our
hypotheses) or d0 = d1 = 4 (and d2 = 7, which implies that ϕ is the Hilbert
function of a complete intersection). This shows that under our hypotheses
νmin
ϕ (d2) < g. Hence there exists an Artinian algebra A with Hilbert function
ϕ which needs in degree d2 less than g generators. Since our Betti sequence
µ was the minimal Gorenstein Betti sequence associated to ϕ, this implies
that the Betti sequence of A cannot be Gorenstein, and therefore cannot
be comparable with µ. We conclude that Bϕ has more than one minimal
element. �

The above proposition, in particular, applies to O-sequences of complete
intersections of type (a, b, c) when c ≤ a + b. In [Ri] Richert gave some
examples of O-sequences ϕ for which Bϕ has more than one minimal element.
The next proposition gives a more complete picture of such Betti sequences
Bϕ for all complete intersection Hilbert functions ϕ = HCI(a,b,c).

Proposition 2.3. Let ϕ = HCI(a,b,c) be a 3-codimensional Artinian Com-
plete Intersection O-sequence, 3 ≤ a ≤ b ≤ c.

(1) If c ≤ b+ 2 or c ≥ ab+ 2, then Bϕ has only one minimal element.
(2) If b + 3 ≤ c ≤ ab and (a, b, c) 6= (4, 4, 7), then Bϕ has more than one

minimal element.

Proof. Observe first that in either case the Betti sequence of the complete
intersection Artinian algebra of type (a, b, c) is a minimal element for Bϕ. In
order to have another minimal Betti sequence for ϕ we would need to find an
Artinian algebra, with Hilbert function ϕ and no minimal generator in degree
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c, and thus, when c 6= a+b, with at least one second syzygy of degree c. Now,
if c ≤ b + 2, such a second syzygy of degree c cannot exist since there is at
most one first syzygy in degree < b+ 2 (in fact, in degree b+ 1). If c ≥ ab+ 2,
we have maximal growth for ϕ in degree c− 1 > ab. Hence, by the Gotzmann
Persistence Theorem (Theorem 1.1), since ϕ(c) = ab−1 < ϕ(c−1), we would
have a minimal generator in degree c. This completes the proof of item (1).

If b + 3 ≤ c ≤ a + b, the conclusion of (2) follows from Proposition 2.2.
Finally, if a + b + 1 ≤ c ≤ ab, since u = ϕ(c − 1) − ϕ(c − 2) = ab − ab = 0,
v = ϕ(c) − ϕ(c − 1) = ab − 1 − ab = −1, h = (ab)〈c−2〉 − ab ≥ 1 and
when h = 1 we have α0 = ab − (c − 1) > 0, applying Corollary 1.23 we get
νmin
ϕ (c) = max{0, 2u− h− v} = 0. �

Remark 2.4. The case when ϕ = HCI(2,b,c) is similar to the above case;
more precisely, if c ≤ b + 1 or c ≥ 2b + 2, then Bϕ has only one minimal
element, and if b+ 2 ≤ c ≤ 2b, then Bϕ has more than one minimal element.

Acknowledgments. We would like to thank the referee for his consider-
able work: his helpful comments and useful suggestions made the paper more
readable and the results more understandable.
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