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#### Abstract

Let $A$ be a graded $k$-algebra and $M$ be a finitely generated $A$-module. The Poincaré series $P_{M}^{A}(z)$ is the formal power series $\sum_{i} \operatorname{dim}_{k} \operatorname{Tor}_{i}^{A}(k, M) z^{i}$. We study the Poincaré series of $\operatorname{Der}_{k} k[S]$, the module of derivations of a numerical semigroup ring $k[S]$, and we relate it to the Poincaré series of $k$ over $k[S]$ and to the type of $S$. We then use this in order to determine the Poincaré series of $\operatorname{Der}_{k} k[S]$ or, at least, its rationality, for some classes of examples. We finally give an example of a non-rational $P_{\operatorname{Der}_{k} k[S]}^{k[S]}(z)$. © 2004 Elsevier Inc. All rights reserved.


## 1. Introduction

If $A$ is a commutative $k$-algebra, with $k$ a field, the module of derivations, $\operatorname{Der}_{k}(A) \subseteq$ $\operatorname{Hom}_{k}(A, A)$ is the set $\left\{\rho \in \operatorname{Hom}_{k}(A, A) \mid \rho(a b)=a \rho(b)+\rho(a) b\right.$ for every $\left.a, b \in A\right\}$. This set has a natural $A$-module structure by multiplication from the left by elements in $A$.
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Let $A$ be a standard graded $k$-algebra, i.e., $A=\bigoplus_{i=0}^{\infty} A_{i}$ with $A_{0}=k$ and $A$ generated by $A_{1}$, and let $M$ be a finitely generated $A$-module. The Poincaré series $P_{M}^{A}(z)$ is the formal power series $\sum_{i} \operatorname{dim}_{k} \operatorname{Tor}_{i}^{A}(k, M) z^{i}$.

A graded $k$-algebra, $A=\bigoplus_{i \geqslant 0} A_{i}$, is called a Koszul algebra if the minimal graded $A$-resolution of $k$ is linear, i.e., if $\left(\operatorname{Tor}_{i}^{A}(k, k)\right)_{j}=0$ if $i \neq j$. If $A$ is a Koszul algebra, then $P_{k}^{A}(z)=1 / H_{A}(-z)$, where $H_{A}(z)$ is the Hilbert series $\sum_{i \geqslant 0} \operatorname{dim}_{k} A_{i} z^{i}$ of $A$ (cf. [16]).

### 1.1. Description of the content

We now make a closer description of the paper. In Section 2 we give some definitions and fundamentals about numerical semigroups $S$ and we introduce $k[S]$, the numerical semigroup ring. Furthermore, we give a minimal set of generators of $\operatorname{Der}_{k}^{k[S]}$ as a left $k[S]-$ module (cf. Proposition 2.1) which represents the starting point of our paper.

In Section 3 we find the minimal free resolution of $\operatorname{Der}_{k}^{k[S]}$ for the class of two-generated numerical semigroups $S$.

In Section 4 we relate the Poincaré series of $\operatorname{Der}_{k} k[S]$ to the Poincaré series of $k$ over $k[S]$ and to the type of $S$ (cf. Theorem 4.4).

In Section 5, we use Theorem 4.4 in order to determine (or just proving the rationality of) the Poincaré series of $\operatorname{Der}_{k} k[S]$ for some classes of example. We finally give an example of a non-rational $P_{\operatorname{Der}_{k} k[S]}^{k[S]}(z)$.

## 2. Preliminaries

Our object of study in this paper is the Poincaré series of the module of derivations on affine monomial curves, that is, on numerical semigroup rings. Therefore, we start with some definitions and fundamentals of numerical semigroups. For a general reference to properties of numerical semigroups and semigroup rings, see [4].

Let $\mathbb{N}$ be the set of natural numbers (including zero). A subset $S \subseteq \mathbb{N}$ that contains zero and is closed under addition is called a numerical semigroup. Every nonzero numerical semigroup is isomorphic to a numerical semigroup with finite complement to $\mathbb{N}$. Given such a numerical semigroup we always find a unique minimal finite set of generators $\left\{g_{1}, g_{2}, \ldots, g_{m}\right\}$ with $g_{1}<\cdots<g_{m}$. The numbers $g_{1}$ and $m$ are called the multiplicity and the embedding dimension of $S$, respectively. We will use the notation $S=\left\langle g_{1}, g_{2}, \ldots, g_{m}\right\rangle=\left\{n_{1} g_{1}+\cdots+n_{m} g_{m} \mid n_{1}, \ldots, n_{m} \in \mathbb{N}\right\}$. Now the semigroup ring associated to $S$ over a field $k$ is $k[S]=k\left[t^{g_{1}}, \ldots, t^{g_{m}}\right] \subseteq k[t]$.

One of the most important invariants of a numerical semigroup $S$ is the Frobenius num$\operatorname{ber} g(S)$, that is the $\max \{n \in \mathbb{Z} \mid n \notin S\}$.

A numerical semigroup is called symmetric if for each $n \in \mathbb{Z}$, we have $n \in S$ or $g(S)-n \in S$.

The type of $S$ is $|T(S)|$ where $T(S)=\{n \in \mathbb{Z} \backslash S \mid n+s \in S$ for every $s \in S \backslash\{0\}\}$ (of course $g(S) \in T(S)$ for every $S$ ). The type of $S$ equals the CM-type of $k[S]$. An equivalent condition for a numerical semigroup to be symmetric is that $T(S)=\{g(S)\}$, hence a nu-
merical semigroup is symmetric if and only if its type is one. Thus $k[S]$ is Gorenstein if and only if $S$ is symmetric.

In general, there is no formula for the Frobenius number in terms of the generators. However, if the semigroup is 2 -generated, say $S=\left\langle g_{1}, g_{2}\right\rangle$, then the Frobenius number is $g(S)=g_{1} g_{2}-g_{1}-g_{2}$ and $S$ is symmetric.

Throughout the rest of the paper we always assume that $S \neq \mathbb{N}$ and that the characteristic of the field $k$ is zero.

Since $\operatorname{Der}_{k}(A) \simeq \operatorname{Hom}_{A}\left(\Omega_{A / k}, A\right)$, the following proposition is easy to prove, but we refer to [9], where the result is greatly generalized.

Proposition 2.1. Let $S$ be a numerical semigroup with $S \neq \mathbb{N}$ and $T(S)=\left\{a_{1}, a_{2}, \ldots, a_{h}\right\}$. Then the module of derivations of the numerical semigroup ring $k[S], \operatorname{Der}_{k} k[S]$, is the left $k[S]$-module minimally generated by

$$
\{t \partial\} \cup\left\{t^{a_{i}+1} \partial, i=1, \ldots, h\right\},
$$

where $\partial=\partial / \partial t$. In particular, the number of minimal generators is $|T(S)|+1$.

## 3. The 2-generated case

If $S$ is generated by two elements, then $k[S]$ is a hypersurface. Thus it is well known that the resolution in Proposition 3.1 is periodic. We will determine the resolution explicitly.

Proposition 3.1. Let $S=\langle a, b\rangle$ be a 2-generated numerical semigroup and let $A=k[S]$. Then the left A-module $M=\operatorname{Der}_{k} A$ has the following minimal free resolution:

$$
\cdots \xrightarrow{\phi_{4}} A^{2} \xrightarrow{\phi_{3}} A^{2} \xrightarrow{\phi_{2}} A^{2} \xrightarrow{\phi_{1}} A^{2} \xrightarrow{\phi_{0}} M,
$$

where

$$
\begin{gathered}
\phi_{0}=\left(\begin{array}{ll}
t \partial & t^{a b-a-b+1} \partial
\end{array}\right), \quad \phi_{2 r-1}=\left(\begin{array}{cc}
t^{(a-1) b} & t^{a(b-1)} \\
-t^{a} & -t^{b}
\end{array}\right), \\
\phi_{2 r}=\left(\begin{array}{cc}
t^{b} & t^{a(b-1)} \\
-t^{a} & -t^{(a-1) b}
\end{array}\right),
\end{gathered}
$$

with $r \geqslant 1$. In particular, the Poincaré series $P_{M}^{A}(z)=2 /(1-z)$.
Proof. We know by Proposition 2.1 that $M$ is a left $A$-module minimally generated by $\left\{t \partial, t^{a b-a-b+1} \partial\right\}$.

Let $\phi_{0}: A^{2} \rightarrow M$ with $\phi_{0}\left(\mathbf{e}_{1}\right)=t \partial$ and $\phi_{0}\left(\mathbf{e}_{2}\right)=t^{a b-a-b+1} \partial$ and $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$ the canonical base for $A^{2}$. In order to determine the kernel of $\phi_{0}$, we look for elements $f(t)$ and $g(t)$ in $A$ such that $f(t) \mathbf{e}_{1}+g(t) \mathbf{e}_{2}=0$. Since $A$ is graded, $\operatorname{ker} \phi_{0}$ is also graded. Furthermore, $\operatorname{ker} \phi_{0}$ is 1 -dimensional in each degree, hence a generator of $\operatorname{ker} \phi_{0}$ must be of the form
$\left(t^{s+a b-a-b},-t^{s}\right)$ with $s \in S$. The two smallest values of $s$ in order to obtain two independent generators are $s=a$ and $s=b$ which give $\left(\left(t^{(a-1) b},-t^{a}\right),\left(t^{a(b-1)},-t^{b}\right)\right) \subseteq \operatorname{ker} \phi_{0}$. Furthermore, these two elements generate the kernel since $a$ and $b$ generate $S$. We also get

$$
\phi_{1}=\left(\begin{array}{cc}
t^{(a-1) b} & t^{a(b-1)} \\
-t^{a} & -t^{b}
\end{array}\right) .
$$

Now a generator for $\operatorname{ker} \phi_{1}$ must be of the form $\left(t^{s+b-a},-t^{s}\right)$. Let us consider max $\{l \mid$ $l b \notin a \mathbb{N}\}$. Since $\operatorname{gcd}(a, b)=1$, this number is $a-1$. Now the two smallest values of $s$ in order to obtain two independent generators are $s=a$ and $s=(a-1) b$. Therefore $\left(\left(t^{b},-t^{a}\right),\left(t^{a(b-1)},-t^{(a-1) b}\right)\right) \subseteq \operatorname{ker} \phi_{1}$. These elements generate $\operatorname{ker} \phi_{1}$. Indeed, if $\left(t^{s+b-a},-t^{s}\right) \in \operatorname{ker} \phi_{1}$, then $s=a+s^{\prime}$ for some $s^{\prime} \in S$, or $s=l b$ with $l \geqslant a-1$. We also get

$$
\phi_{2}=\left(\begin{array}{cc}
t^{b} & t^{a(b-1)} \\
-t^{a} & -t^{(a-1) b}
\end{array}\right) .
$$

Let us consider ker $\phi_{2}$. We look for generators of the form $\left(t^{s+a b-a-b},-t^{s}\right)$. From $s=a$ and $s=b$, we get, as above, $\operatorname{ker} \phi_{2}=\left(\left(t^{(a-1) b},-t^{a}\right),\left(t^{a(b-1)},-t^{b}\right)\right)$ and

$$
\phi_{3}=\left(\begin{array}{cc}
t^{(a-1) b} & t^{a(b-1)} \\
-t^{a} & -t^{b}
\end{array}\right)
$$

Using induction, we have

$$
\phi_{2 r}=\left(\begin{array}{cc}
t^{b} & t^{a b-a} \\
-t^{a} & -t^{(a-1) b}
\end{array}\right) \quad \text { and } \quad \phi_{2 r-1}=\left(\begin{array}{cc}
t^{(a-1) b} & t^{a b-a} \\
-t^{a} & -t^{b}
\end{array}\right)
$$

with $r \geqslant 1$.
By construction this complex is a free resolution of $M$. Furthermore, since the entries in the matrices are in the graded maximal ideal of $A$, the resolution is minimal.

## 4. The main theorem

In this section we will prove a theorem which allows us to determine the Poincaré series of $\operatorname{Der}_{k} k[S]$ over $k[S]$, whenever we know the Poincaré series of $k$ over $k[S]$ and the type of $S$.

Lemma 4.1. Let $S=\left\langle g_{1}, g_{2}, \ldots, g_{m}\right\rangle$ be a numerical semigroup with $T(S)=\left\{a_{1}, a_{2}\right.$, $\left.\ldots, a_{h}\right\}$ and let $A=k[S]$ and $\bar{A}=k[S] /\left(\left(t^{g_{1}}\right) k[S]\right)=k\left[\bar{t}^{g_{2}}, \ldots, \bar{t}^{g_{m}}\right]$. Then $\operatorname{Soc} \bar{A}=$ $\left\{\bar{t}^{a_{1}+g_{1}}, \ldots, \bar{t}^{a_{h}+g_{1}}\right\}$.

Proof. Let $\bar{t}^{s} \in \operatorname{Soc} \bar{A}$ with $\bar{t}^{s} \neq \overline{0}$ (hence $s \notin g_{1}+S$ ). By the definition of socle, $\bar{t}^{s} g^{g}=\overline{0}$ for every $i=2, \ldots, m$ and this implies that $s+g_{i} \in g_{1}+S$ for every $i=1, \ldots, m$. Since
$s \in S, s-g_{1} \notin S$ and $\left(s-g_{1}\right)+g_{i} \in S$ for every $i=1, \ldots, m$, then $s-g_{1} \in T(S)$. Hence $s-g_{1}=a_{j}$ for some $j=1, \ldots, h$ and $\operatorname{Soc} \bar{A} \subseteq\left\{\bar{t}^{a_{1}+g_{1}}, \ldots, \bar{t}^{a_{h}+g_{1}}\right\}$.

Let us consider now $\bar{t}^{a_{i}+g_{1}}$ with $i \in\{1, \ldots, h\}$. Since $a_{i} \in T(S)$, we get $a_{i}+g_{j} \in S$ for every $j=1, \ldots, m$ and $a_{i}+g_{j}+g_{1} \in g_{1}+S$. So $\bar{t}^{a_{i}+g_{1}} \bar{t}^{g}=\overline{0}$ for every $j=1, \ldots, m$, that is $\bar{t}^{a_{i}+g_{1}} \in \operatorname{Soc} \bar{A}$.

In [15], Levin introduces the idea of a large homomorphism of graded (or local) rings as a dual notion to small homomorphism of graded rings introduced in [1]. Namely if $A$ and $B$ are graded rings and $f: A \rightarrow B$ is a graded homomorphism which is surjective, then $f$ is large if $f_{*}: \operatorname{Tor}^{A}(k, k) \rightarrow \operatorname{Tor}^{B}(k, k)$ is surjective.

If $S, A$, and $\bar{A}$ are as in Lemma 4.1, then, as a particular case of [15, Theorem 2.1], we get that the homomorphism $A \rightarrow \bar{A}=A /\left(\left(t^{g_{1}}\right) A\right)$ is large.

Hence using [15, Theorem 1.1], we have the following lemma.
Lemma 4.2. Let $S, A$, and $\bar{A}$ be as in Lemma 4.1 and let $M$ be a finitely generated left A-module such that $\left(t^{g_{1}}\right) M=0$. Then $P_{M}^{A}(z)=P_{M}^{\bar{A}}(z) P_{\bar{A}}^{A}(z)=(1+z) P_{M}^{\bar{A}}(z)$.

Lemma 4.3. Let $S$ be a numerical semigroup with $T(S)=\left\{a_{1}, a_{2}, \ldots, a_{h}\right\}$. Then $\operatorname{Der}_{k} k[S]$ is isomorphic as a left $k[S]$-module to the ideal $\left(t^{g_{1}}, t^{a_{1}+g_{1}}, \ldots, t^{a_{h}+g_{1}}\right)$ in $k[S]$.

Proof. By Proposition 2.1, $\operatorname{Der}_{k} k[S]$ is minimally generated as left $k[S]$-module by $\left(t \partial, t^{a_{1}+1} \partial, \ldots, t^{a_{h}+1} \partial\right)$. Since, in our context, $\partial$ is just a symbol, we can delete it, and since $t^{i} \in S$ if $i \gg 0$, we have

$$
\begin{aligned}
\left(t, t^{a_{1}+1}, \ldots, t^{a_{h}+1}\right) & \simeq t^{L-1}\left(t, t^{a_{1}+1}, \ldots, t^{a_{h}+1}\right)=\left(t^{L}, t^{a_{1}+L}, \ldots, t^{a_{h}+L}\right) \\
& =t^{L-g_{1}}\left(t^{g_{1}}, t^{a_{1}+g_{1}}, \ldots, t^{a_{h}+g_{1}}\right) \simeq\left(t^{g_{1}}, t^{a_{1}+g_{1}}, \ldots, t^{a_{h}+g_{1}}\right)
\end{aligned}
$$

Theorem 4.4. Let $S=\left\langle g_{1}, g_{2}, \ldots, g_{m}\right\rangle$ be a numerical semigroup with $T(S)=\left\{a_{1}, a_{2}\right.$, $\left.\ldots, a_{h}\right\}$ and let $A=k[S]$. Then $P_{\operatorname{Der}_{k} A}^{A}(z)=1+h P_{k}^{A}(z)$. In particular, $P_{\operatorname{Der}_{k} A}^{A}(z)$ is rational if and only if $P_{k}^{A}(z)$ is rational.

Proof. By Lemma 4.3, we can replace $\operatorname{Der}_{k} A$ with $I=\left(t^{g_{1}}, t^{a_{1}+g_{1}}, \ldots, t^{a_{h}+g_{1}}\right)$ in $A$ and use the equality $P_{\operatorname{Der}_{k} A}^{A}(z)=P_{I}^{A}(z)$. We finally note that, by Lemma 4.1, $\bar{I}$, the image of $I$ in $\bar{A}=k[S] /\left(\left(t^{g_{1}}\right) k[S]\right)$, is the socle of $\bar{A}$ and that $P_{A / I}^{A}(z)=1+z P_{I}^{A}(z)$.

We note that $A / I$ and $\bar{A} / \bar{I}$ are isomorphic as $\bar{A}$-modules, hence, using Lemma 4.2 with $M=A / I$ and that $\bar{I} \cong k \oplus \cdots \oplus k$ ( $h$ times), we have

$$
\begin{aligned}
P_{I}^{A}(z) & =\frac{P_{A / I}^{A}(z)-1}{z}=\frac{(1+z) P_{\bar{A} / \bar{I}}^{\bar{A}}(z)-1}{z}=\frac{(1+z)\left(1+z P_{\bar{I}}^{\bar{A}}(z)\right)-1}{z} \\
& =\frac{(1+z)\left(1+h z P_{k}^{\bar{A}}\right)-1}{z}=\frac{(1+z)\left(1+h z P_{k}^{A}(z) /(1+z)\right)-1}{z} \\
& =\frac{h z P_{k}^{A}(z)+z}{z}=1+h P_{k}^{A}(z) .
\end{aligned}
$$

## 5. Examples

In this section we will use Theorem 4.4 in order to determine the Poincaré series of $\operatorname{Der}_{k} k[S]$ for some classes of examples.

### 5.1. The 3-generated case

Let us start with considering the class of rings $A=k[S]$ where $S=\left\langle g_{1}, g_{2}, g_{3}\right\rangle$ is a 3-generated numerical semigroup. Then $\bar{A}=A /\left(\left(t^{g_{1}}\right) A\right)$ has embedding dimension 2, and $\bar{A}$ is either a complete intersection or a Golod ring (c.f. [18, Satz 9]). If $\bar{A}$ is a complete intersection, we have $P_{k}^{\bar{A}}(z)=1 /(1-z)^{2}\left(c f .\left[19\right.\right.$, Theorem 6]), so $P_{\operatorname{Der}_{k} A}^{A}(z)=$ $\left(2-z+z^{2}\right) /(1-z)^{2}$ since the type is one. Otherwise $\bar{A}=k\left[x_{1}, x_{2}\right] /\left(f_{1}, f_{2}, f_{3}\right)$ (c.f. [13, Theorem 3.7]), which gives $P_{k}^{\bar{A}}(z)=(1+z)^{2} /\left(1-3 z^{2}-2 z^{3}\right)($ cf. [18] $)$, so $P_{\operatorname{Der}_{k} A}^{A}(z)=$ $\left(3+6 z+3 z^{2}\right) /\left(1-3 z^{2}-2 z^{3}\right)$, since the type equals 2 .

### 5.2. The case $S=\langle a, a+1, \ldots, a+d\rangle$

Let us now consider the class of ring $A=k[S]$ with $S=\langle a, a+1, \ldots, a+d\rangle$ with $2 d \geqslant a-1$. Let $N:=S \backslash\{0\}$ (the so called maximal ideal of $S$ ). We denote $\left\{n_{1}+\cdots+n_{t} \mid\right.$ $\left.n_{i} \in N\right\}$ by $t N$.

Lemma 5.1. Let $S=\langle a, a+1, \ldots, a+d\rangle$ with $2 d \geqslant a-1$. Then $3 N=a+2 N$.
Proof. From $2 d \geqslant a-1$, we get that $3 a+2 d \geqslant 4 a-1$. This implies that $\{3 a$, $3 a+1, \ldots, 4 a-1\} \subseteq a+\{2 a, 2 a+1, \ldots, 2 a+2 d\}$, which gives the proof.

Let $\bar{A}=A / t^{a} A$. Then $\bar{A}$ has an induced $t$-grading from $A$, and $\bar{A}$ exists (and is $1-$ dimensional) only in degrees $S \backslash(a+S)$. We can regard $\bar{A}$ as $k\left[x_{1}, \ldots, x_{d}\right] / I$, where $I$ is the kernel of the epimorphism which sends $x_{i}$ to $\bar{t}^{a+i}$, so $t \operatorname{deg}\left(x_{i}\right)=a+i$. We thus have $x_{i} x_{j} \in I$ if $(a+i)+(a+j) \in a+S, x_{i} x_{j}-x_{k} x_{l} \in I$ if $i+j=k+l$, and, by Lemma 5.1, $\left(x_{1}, \ldots, x_{d}\right)^{3} \subseteq I$. Let $H=\{d+1, d+2, \ldots, a-1\}, F=\left\{x_{i} x_{j} \mid i+j \notin H\right\} \cup\left\{x_{i} x_{j}-\right.$ $\left.x_{n-d} x_{d} \mid i+j=n \in H\right\}$, and $\bar{B}=k\left[x_{1}, \ldots, x_{d}\right] /(F)$.

Lemma 5.2. Let $\bar{A}=A /\left(t^{a} A\right)=k\left[x_{1}, \ldots, x_{d}\right] / I$. Then $I=(F)+\left(x_{1}, \ldots, x_{d}\right)^{3}$. Thus $\bar{A}$ is a standard graded algebra $\left(\operatorname{deg} x_{i}=1\right.$ for each $\left.i\right)$ with Hilbert series $1+d z+(a-$ $(d+1)) z^{2}$.

Proof. This follows since $S=\{0, a, a+1, \ldots, a+d, 2 a, \rightarrow\}$ and since, using Lemma 5.1, $S \backslash(a+S)=\{0, a+1, \ldots, a+d, 2 a+d+1, \ldots, 3 a-1\}$.

We will now show that the set $F$ is a Gröbner basis of $(F)$ in Degrevlex. We will prove it considering two different cases. We recall that $a-1 \leqslant 2 d$. We start to consider the case $a-1<2 d$.

Lemma 5.3. Let $a-1<2 d$. Then $I=(F)$ and $F$ is a Gröbner bases of $(F)$ (hence of $I$ ) in Degrevlex.

Proof. Let us denote the elements of $F$ by $f_{1}, \ldots, f_{r}$ (in no special order), the Gröbner basis of $(F)$ by $G(F)$, the initial term of $f_{i}$ by in $\left(f_{i}\right)$ and $k\left[x_{1}, \ldots, x_{d}\right] /\left(\operatorname{in}\left(f_{1}\right), \ldots, \operatorname{in}\left(f_{r}\right)\right)$ by $\bar{C}$.

Since $H_{\bar{A}}(z) \leqslant H_{\bar{B}}(z)=H_{k\left[x_{1}, \ldots, x_{d}\right] / G\left(I_{2}\right)}(z) \leqslant H_{\bar{C}}(z)$ (coefficientwise), we only need is to show that $H_{\bar{A}}(z)=H_{\bar{C}}(z)$.

By Lemma 5.2, we know that $H_{\bar{A}}(z)=1+d z+(a-(d+1)) z^{2}$. Since in $\left(x_{i} x_{j}-\right.$ $\left.x_{n-d} x_{d}\right)=x_{i} x_{j}$ (as we use Degrevlex), we get that the only monomials in $\bar{C}$ different from zero in degree less than or equal to two are $1, \bar{x}_{1}, \ldots, \bar{x}_{d}, \bar{x}_{1} \bar{x}_{d}, \ldots, \bar{x}_{(3 a-1)-(2 a+d+1)+1} \bar{x}_{d}=$ $\bar{x}_{a-(d+1)} \bar{x}_{d}$.

The only possible nonzero monomials of degree three are $\bar{x}_{i} \cdot \bar{x}_{j} \bar{x}_{d}$ with $1 \leqslant i \leqslant d$ and $1 \leqslant j \leqslant a-(d+1)$. Since $a-1<2 d$ we have $j<d$. If $i=d$, we get $\bar{x}_{i} \bar{x}_{d}=0$, if $i<d$, we get $\bar{x}_{i} \bar{x}_{j}=0$, hence all monomials of degree three are 0 . Hence $H_{\bar{C}}(z)=$ $1+d z+(a-(d+1)) z^{2}=H_{\bar{A}}(z)$.

Corollary 5.4. Let $a-1<2 d$. Then $P_{k}^{\bar{A}}(z)=1 /\left(1-d z+(a-(d+1)) z^{2}\right)$.
Proof. By Lemma 5.3 and [7, Theorem 2.2], $\bar{A}$ is a Koszul algebra.
Theorem 5.5. Let $S=\langle a, a+1, \ldots, a+d\rangle$ with $2 d>a-1$ and $A=k[S]$. Then $P_{\operatorname{Der}_{k} A}^{A}(z)=\left(a-d+(a-2 d-1) z+(a-d-1) z^{2}\right) /\left(1-d z+(a-d-1) z^{2}\right)$ if $d<a-1$ and $P_{\operatorname{Der}_{k} A}^{A}(z)=a /(1-(a-1) z)$ if $d=a-1$.

Proof. By Lemma 4.2 and Corollary 5.4, we get $P_{k}^{A}(z)=(1+z) P_{k}^{\bar{A}}(z)=(1+z) /$ $\left(1-d z+(a-(d+1)) z^{2}\right)$.

We note that for this kind of semigroup $S$, we have $T(S)=\{a+d+1, \ldots, 2 a-1\}$ (hence $h=|T(S)|=a-(d+1)$ ) if $d<a-1$ and $T(S)=\{1, \ldots, a-1\}$ (hence $h=$ $|T(S)|=a-1)$ if $d=a-1$. Using Theorem 4.4, we get

$$
P_{\operatorname{Der}_{k} A}^{A}(z)=1+(a-(d+1)) P_{k}^{A}(z)=\frac{a-d+(a-2 d-1) z+(a-d-1) z^{2}}{1-d z+(a-d-1) z^{2}}
$$

if $d<a-1$ and

$$
P_{\operatorname{Der}_{k} A}^{A}(z)=1+(a-1) P_{k}^{A}(z)=\frac{a}{1-(a-1) z}
$$

if $d=a-1$.
Let us consider now the remaining case $a-1=2 d$. In this case we cannot use the proof of Lemma 5.3 to show that the set $F$ is a Gröbner basis of $I$ as $\bar{A}$ and $\bar{B}$ have not the same Hilbert series (and, in particular, $I \neq(F)$ ). This is the case, for example,
for $S=\langle 13,14,15,16,17,18,19\rangle$, where $H_{\bar{A}}(z)=1+6 z+6 z^{2}$ (cf. Lemma 5.2) and $H_{\bar{B}}(z)=1+6 z+6 z^{2}+6 z^{3}+\cdots=(1+5 z) /(1-z)$.

Lemma 5.6. Let $a-1=2 d$. Then $F$ is a Gröbner basis of $(F)$ in Degrevlex. In particular, $\bar{B}=k\left[x_{1}, \ldots, x_{d}\right] /(F)$ is a Koszul algebra.

Proof. We note that in this case $H=\{d+1, \ldots, 2 d\}$. As in Lemma 5.3, let us denote the elements of $F$ by $f_{1}, \ldots, f_{r}$ and the initial term of a polynomial $f$ by in $f$. We need to show that the $S$-polynomials $S_{i, j}$ of each pair $\left(f_{i}, f_{j}\right)$ of the elements from $F$ is zero modulo $F$.

Since this happens whenever $f_{i}, f_{j}$ are both monomials or $\operatorname{gcd}\left(\operatorname{in} f_{i}\right.$, in $\left.f_{j}\right)=1$, without loss of generality, we can restrict to consider only two cases, that is $f_{a}=x_{i} x_{l}, f_{b}=x_{i} x_{j}$ -$x_{n-d} x_{d}$ (with $i+l \notin H$ and $i+j=n \in H$ ), and $f_{a}=x_{i} x_{j}-x_{n_{1}-d} x_{d}, f_{b}=x_{i} x_{l}-x_{n_{2}-d} x_{d}$ (with $i+l=n_{2} \in H, i+j=n_{1} \in H$ ).

In the first case, $S_{a, b}=x_{j}\left(x_{i} x_{l}\right)-x_{l}\left(x_{i} x_{j}-x_{n-d} x_{d}\right)=x_{l} x_{n-d} x_{d}$. Since $i+l \notin H$ and $i, l \leqslant d$, then $i+l<d+1$. By $j \leqslant d$, we get $i+l+j<2 d+1$, that is $l+(n-d)<d+1$. This implies $l+(n-d) \notin H$ and $x_{l} x_{n-d} \in F$.

Let us now consider the second case. Here we have

$$
S_{a, b}=x_{l}\left(x_{i} x_{j}-x_{n_{1}-d} x_{d}\right)-x_{j}\left(x_{i} x_{l}-x_{n_{2}-d} x_{d}\right)=-x_{l} x_{n_{1}-d} x_{d}+x_{j} x_{n_{2}-d} x_{d} .
$$

By $i+j=n_{1}$ and $i+l=n_{2}$, we get $l+n_{1}=n_{2}-i+i+j=n_{2}+j$. Hence $\bar{x}_{l} \bar{x}_{n_{1}-d} \bar{x}_{d}=$ $\bar{x}_{j} \bar{x}_{n_{2}-d} \bar{x}_{d}$ modulo $F$ as $\bar{B}$ is graded and one-dimensional in each degree.

The second part of the lemma follows by [7, Theorem 2.2].
Lemma 5.7. Let $a-1=2 d$ and $\bar{B}$ be as above. Then the Hilbert series $H_{\bar{B}}(z)=(1+$ $(d-1) z) /(1-z)$.

Proof. We first note that $|H|=|\{d+1, \ldots, 2 d\}|=d$.
Since, by Lemma 5.6, $F$ if a Gröbner basis in Degrevlex, then $H_{\bar{B}}(z)=H_{\bar{C}}(z)$. Moreover, $\operatorname{in}\left(x_{i} x_{j}-x_{n-d} x_{d}\right)=x_{i} x_{j}$, hence the only elements in $\bar{C}$ of degree two different from zero are of the kind $\bar{x}_{n-d} \bar{x}_{d}$ with $n \in H$.

Using induction it is easy to see that the only elements in $\bar{C}$ of degree $i$ different from zero are of the kind $\bar{x}_{n-d} \bar{x}_{d}^{i-1}$ with $n \in H$.

This gives $H_{\bar{B}}(z)=H_{\bar{C}}(z)=1+d z+d z^{2}+d z^{3}+\cdots=1+(d-1) z /(1-z)$.
Theorem 5.8. Let $S=\langle a, a+1, \ldots, a+d\rangle$ with $2 d=a-1$ and $A=k[S]$. Then $P_{\operatorname{Der}_{k} A}^{A}(z)=1+d /(1-d z)$.

Proof. Since $\bar{A}=k\left[x_{1}, \ldots, x_{d}\right] /\left((F)+\mathfrak{m}^{3}\right)$, where $\mathfrak{m}=\left(x_{1}, \ldots, x_{d}\right)$, and $\bar{B}$ is a Koszul algebra (cf. Lemma 5.6), we get, as a particular case of [16, Theorem 1.5],

$$
P_{k}^{\bar{A}}(-z)=\frac{z}{(z-1) H_{\bar{B}}(z)+H_{\bar{A}}(z)}
$$

$$
=\frac{z}{(z-1)(1+(d-1) z) /(1-z)+1+d z+d z^{2}}=\frac{1}{1+d z} .
$$

Finally, as above we get $h=|T(S)|=a-(d+1)=d$ and by Theorem 4.4 and Lemma 4.2, we have

$$
P_{\operatorname{Der}_{k} A}^{A}(z)=1+d P_{k}^{A}(z)=1+d((1+z) /(1-d z))=\frac{1+d}{1-d z}
$$

Remark 5.9. Let $S_{1}=\langle a, a+1, \ldots, a+d\rangle$ and $S_{l}=\langle a, a+l, \ldots, a+l d\rangle$ with $2 d \geqslant a-1$, $l \geqslant 1$ and $\operatorname{gcd}(a, l)=1$.

Since $k\left[S_{1}\right] /\left(\left(t^{a}\right) k\left[S_{1}\right]\right)=\bar{A}=k\left[S_{l}\right] /\left(\left(t^{a}\right) k\left[S_{l}\right]\right)$, then Theorems 5.5 and 5.8 hold for $S=S_{l}$.

### 5.3. The case of multiplicity less than or equal 7

In [14] there is a classification of all possible algebras $\bar{A}$, for $A=k[S]$ of multiplicity at most 7. We will show that $P_{\operatorname{Der}_{k} A}^{A}(z)$ is rational in all these cases.

Since $P_{k}^{R}(z)$ is rational for all rings $R$ of embedding dimension at most 3 (c.f. [20, Corollary 4.4]), we get that $P_{k}^{A}(z)$, and thus $P_{\operatorname{Der}_{k} A}^{A}(z)$, is rational for all $A=k[S]$, where $S$ has at most 4 generators. This takes care of all $\bar{A}$ for semigroups of multiplicity at most 5, except one for which $\bar{A}=k\left[x_{1}, \ldots, x_{4}\right] /\left(x_{i} x_{j}, 1 \leqslant i, j \leqslant 4\right)$, which is a Koszul algebra (cf. [10]).

If $A$ has multiplicity 6 , there are 5 different $\bar{A}$ of embedding dimension 4 or 5 . All these have relations of degree 2 which constitute a Gröbner basis, so they are Koszul algebras (c.f. [7, Theorem 2.2]).

Finally, if $A$ has multiplicity 7, there are 25 (out of 55) $\bar{A}$ of embedding dimension larger than 3. They are all of the form $k\left[x_{1}, \ldots, x_{n}\right] / I$, with $I=I_{2}+J$, where $I_{2}$ (the part of the ideal in degree 2) is a Gröbner basis in all cases and $J=0$ (so the ring is Koszul), or $J=\left(x_{1}, \ldots, x_{n}\right)^{3}$, or (in one case) $J=\left(x_{1}, \ldots, x_{n}\right)^{4}$. In the first case $\bar{A}$ is a Koszul algebra, so $P_{k}^{\bar{A}}(z)$, and thus $P_{\operatorname{Der}_{k} A}^{A}(z)$, is rational. For the last two cases we can use [16, Theorem 1.5] to conclude that $P_{k}^{\bar{A}}(z)$, and thus $P_{\text {Der }_{k} A}^{A}(z)$, is rational.

### 5.4. The case of maximal embedding dimension, maximal length, or almost maximal length

A one-dimensional ring is of maximal embedding dimension if its embedding dimension equals its multiplicity (the same definition holds for the numerical semigroups and $S$ is of maximal embedding dimension if and only if $k[S]$ is of maximal embedding dimension). Let $S=\left\langle g_{1}, \ldots, g_{m}\right\rangle$. If $k[S]$ is of maximal embedding dimension, then $\bar{A}=$ $k\left[x_{1}, \ldots, x_{m-1}\right] /\left(x_{1}, \ldots, x_{m-1}\right)^{2}$, which is a Koszul algebra, so $P_{k}^{\bar{A}}(z)=1 /(1-(m-1) z)$, and thus $P_{\operatorname{Der}_{k} A}^{A}(z)=m /(1-(m-1) z)$ since the type is $m-1$.

For a one-dimensional ring $R$ we have the inequality $l(\bar{R} / R) \leqslant l(R / C) t(R)$, where $\bar{R}$ is the integral closure of $R$ in its field of fractions, $C$ is the conductor, and $t(R)$ the CM-
type (c.f. [4]). The ring $R$ is called of maximal length if there is equality, and it is called of almost maximal length if $l(\bar{R} / R)=l(R / C) t(R)-1$.

If $k[S]$ is of maximal length it is either Gorenstein or of maximal embedding dimension (c.f. [5] or [6]) thus, rings of maximal embedding dimension and with type at least two have rational $P_{\text {Der }_{k} A}^{A}(z)$.

If $k[S]$ is of almost maximal length, then $S=\langle 4,5,11\rangle, S=\langle 4,7,13\rangle, S=\langle 3,3 d+2$, $3 d+4\rangle$ for some $d \geqslant 1$, or $S=\langle p, d p+1, d p+2, \ldots, d p+p-1\rangle$ for some $p \geqslant 3$ and $d \geqslant 1$ (c.f. [5, Theorems 3 and 4]). For the first three examples $\bar{A}$ is a Golod ring, so $P_{\operatorname{Der}_{k} A}^{A}(z)=\left(3+6 z+3 z^{2}\right) /\left(1-3 z^{2}-2 z^{3}\right)($ see Section 5.1). The last class is of maximal embedding dimension.

### 5.5. The case of monomial semigroups

Let $R$ be a one-dimensional Noetherian domain with $k \subset R \subseteq k \llbracket t \rrbracket$ and $v$ be the natural valuation for nonzero elements of $k((t))$. Then $v(R)$ is a numerical semigroup. If $S=\left\langle g_{1}, \ldots, g_{m}\right\rangle$, then by $k \llbracket t^{S} \rrbracket$ we mean $k \llbracket t^{g_{1}}, \ldots, t^{g_{m}} \rrbracket$. An equivalent definition of semigroup ring for this kind of rings $R$ is that $R=k \llbracket x^{S} \rrbracket$ for some $x \in(t) \backslash\left(t^{2}\right)$. In general, if $S$ is fixed and we consider all rings $R$ as above with $v(R)=S$, it is not true that all these rings are semigroup rings.

A numerical semigroup $S$ is called monomial if each ring $R$ with $v(R)=S$ is a semigroup ring.

If $S$ is a monomial semigroup, then $S$ is one from the following list:
(i) $S$ is such that the only elements smaller than the Frobenius number are multiples of $g_{1}$,
(ii) $l \notin S$ only for one $l>g_{1}$,
(iii) $g_{1} \geqslant 3$ and the only elements greater than $g_{1}$ that are not in $S$ are $g_{1}+1$ and $2 g_{1}+1$ (cf. [17, Theorem 3.12]).

The first class is of maximal embedding dimension.
Let us consider the second class. In this case $S=\left\{0, g_{1}, \ldots, g_{1}+\alpha-1, g_{1}+\right.$ $\alpha+1, \rightarrow\}$. If $\alpha=1$, then $S$ is of maximal embedding dimension. If $\alpha=2$, then $\bar{A}=$ $k\left[x_{1}, \ldots, x_{m-1}\right] / I=k\left[x_{1}, \ldots, x_{m-1}\right] /\left(I_{2}+\tilde{\mathfrak{m}}^{3}\right)$, where $I_{2}$ is the part of $I$ in degree two and $k\left[x_{1}, \ldots, x_{m-1}\right] / I_{2}$ is a Koszul algebra. Using the same argument as in the proof of Theorem 5.5, we get $P_{\operatorname{Der} A}^{A}(z)$. Finally, for $\alpha>2, I=I_{2}$ and even in this case, using the same argument as in the proof of Theorem 5.8, we get $P_{\text {Der } A}^{A}(z)$.

Finally, let $S$ be in the third class. If $g_{1}=3$, then $S$ is two-generated. If $g_{1}>3$, then $I=I_{2}$ and $\bar{A}$ is Koszul.

In all these cases $P_{\operatorname{Der} A}^{A}(z)$ is rational.

### 5.6. Further rational cases

There are some more classes of semigroups for which we can say that $P_{\operatorname{Der}_{k} A}^{A}(z)$ is rational. If $k[S]$ is a complete intersection, then $P_{k}^{A}(z)$, and thus $P_{\operatorname{Der}_{k} A}^{A}(z)$, is rational (cf. [19]). Semigroups defining complete intersections are classified in [8].

Gorenstein rings $R$ of codimension at most 4 have rational Poincaré series $P_{k}^{R}(z)$ (c.f. [12]). They treat the case $\operatorname{char}(k) \neq 2$, the general case is in [2]. Thus symmetric semigroups with at most 5 generators have rational series $P_{\operatorname{Der}_{k} A}^{A}(z)$.

In [2] also other classes of rings are shown to have rational series, e.g., almost complete intersections of codimension 4. Thus, if $S$ has 5 generators and $k[S]$ (or $\bar{A}$ ) 5 relations, then $P_{\operatorname{Der}_{k} A}^{A}(z)$ is rational. Also if $\bar{A}$ has monomial relations, the series are rational, c.f. [3].

### 5.7. An example of non-rational $P_{\operatorname{Der}_{k} k[S]}^{k[S]}(z)$

If $S=\langle 18,24,25,26,28,30,33\rangle$, it is shown in [11] that $P_{k}^{k[S]}(z)$ is not rational. Thus $P_{\text {Der }_{k} k[S]}^{k[S]}(z)$ is not rational.
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