
Journal of Physics: Conference Series

PAPER • OPEN ACCESS

Clustering analysis for muon tomography data
elaboration in the Muon Portal project
To cite this article: M Bandieramonte et al 2015 J. Phys.: Conf. Ser. 608 012046

 

View the article online for updates and enhancements.

Related content
Muon reconstruction in Double Chooz
M Strait

-

Muon neutrino disappearance at T2K
T Dealtry and T2K collaboration

-

Current status of the muon g-2
A. E. Dorokhov, A. E. Radzhabov and A.
S. Zhevlakov

-

Recent citations
Applications of cosmic-ray muons
G. Bonomi et al

-

The Muon Portal Project: Commissioning
of the full detector and first results
F. Riggi et al

-

The Muon Portal Project: Design and
construction of a scanning portal based on
muon tomography
V. Antonuccio et al

-

This content was downloaded from IP address 176.32.16.126 on 25/03/2020 at 09:58

https://doi.org/10.1088/1742-6596/608/1/012046
http://iopscience.iop.org/article/10.1088/1742-6596/598/1/012031
http://iopscience.iop.org/article/10.1088/1742-6596/598/1/012018
http://iopscience.iop.org/article/10.1088/1742-6596/678/1/012054
http://dx.doi.org/10.1016/j.ppnp.2020.103768
http://dx.doi.org/10.1016/j.nima.2017.10.006
http://dx.doi.org/10.1016/j.nima.2017.10.006
http://dx.doi.org/10.1016/j.nima.2016.05.006
http://dx.doi.org/10.1016/j.nima.2016.05.006
http://dx.doi.org/10.1016/j.nima.2016.05.006
http://googleads.g.doubleclick.net/pcs/click?xai=AKAOjssFnv8GBdz8HLeX3W2euOWBzvkvinIfKQDGUzzSYosN2APQ0iODiyT-K875dGVA0e8UktA0zkdGzh__lfOMZBE5VXvQ3G1Oe9_yZicgtgL-mNw-Ma0Esh9BcKwRKHsOpkS7F4yEd5d60FR6x_i7IAEJzhH8BwYkMqK80qPUyyCf8WKBNVL_C9tvyZYNSWc2o8qGTVd2A9F9zoPkreHHKRql8oa3TsxhD_6XY_2MqcSfdK2dzS1w&sig=Cg0ArKJSzEKz8uv-cyNV&adurl=http://iopscience.org/books


Clustering analysis for muon tomography data

elaboration in the Muon Portal project

M. Bandieramonte∗1,2, V. Antonuccio-Delogu2, U. Becciani2, A.
Costa2, P. La Rocca1,3, P. Massimino2, C. Petta1,3, C. Pistagna2, F.
Riggi1,3, S. Riggi2, E. Sciacca2, F. Vitello2
1 Dept. of Physics and Astronomy, University of Catania, Italy
2 INAF, Astrophysics Observatory of Catania, Italy
3 INFN, Section of Catania, Italy

E-mail: ∗marilena.bandieramonte@oact.inaf.it

Abstract. Clustering analysis is one of multivariate data analysis techniques which allows to
gather statistical data units into groups, in order to minimize the logical distance within each
group and to maximize the one between different groups. In these proceedings, the authors
present a novel approach to the muon tomography data analysis based on clustering algorithms.
As a case study we present the Muon Portal project that aims to build and operate a dedicated
particle detector for the inspection of harbor containers to hinder the smuggling of nuclear
materials. Clustering techniques, working directly on scattering points, help to detect the
presence of suspicious items inside the container, acting, as it will be shown, as a filter for a
preliminary analysis of the data.

1. Introduction
Clustering or group analysis is a set of multivariate data analysis techniques that aims to
select and to group homogeneous items in a data set. Since its appearance in the work of
R. C. Tyron in 1939 [1], it was experienced with extended applications, starting from the ’60s.
Clustering techniques involve the division of the data into homogeneous subgroups. Through
this multivariate data analysis technique, statistical units can be grouped together in order
to minimize the logical distance within each group and to maximize the one between different
groups. The logical distance is quantified by measures of similarity/dissimilarity between the
statistical units. Informally, the goal of this partitioning is twofold. Data elements within a
cluster must be similar to each other, while those within different clusters should be dissimilar,
in such a way that the observations are the most possible homogeneous within classes and the
most possible uneven between the different classes. The concept of homogeneity is specified in
terms of distance and several criteria can be used, as it will be clarified later. Each of these
classes is known as a cluster. It defines also a region where the objects density is locally higher
than in other regions. Clustering techniques are successfully applied to problems as classification,
pattern recognition and multivariate analysis. In these proceedings the authors present a density-
based clustering algorithm and its application to the analysis of muon tomography data. Muon
tomography is a technique that exploits the secondary particles of cosmic radiation and their
interaction properties with matter. Recently it has been successfully applied to the problems of
scanning and detection of radioactive material. The Muon Portal project, presented as a case
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study in this report, is aimed at creating a large prototype of a scanner for containers control at
the borders, in order to combat the illicit transport of fissile elements and face terrorist attacks.
To achieve this goal, a large-scale scanner that is composed of four logical planes made of plastic
scintillators strips is being realized. The idea of using clustering algorithms to process data
in the Muon Portal project arises from the need to make the tracks reconstruction and the
visualization of the container content, to be independent from the grid and the 3D-voxels1. The
clustering algorithms, working with scattering points, could be useful to detect the presence of
suspicious items inside the container, and could act as a filter for a preliminary analysis of the
data. Several algorithms have been tested so far. In these proceedings, a modified Friends-of-
Friends (FOF) algorithm is presented and results of simulated scenarios are also showed. The
FOF algorithm is a domain-specific clustering algorithm; it is a percolation algorithm often
used to identify dark matter halos in N-body simulations [2]. We implemented a multiphase
unsupervised clustering version of the algorithm which performs the clustering in two different
steps, using at the first step the scattering angle and the euclidean distance at the second step.
The algorithm has been optimized by using space-partitioning data structures for organizing
points in a k-dimensional space (kd-trees [3]) and further optimization strategies to achieve a
O(N log(N)) complexity which makes it usable in real time analysis. The report is organized as
follows: in Section 2 a literature review is presented. Section 3 is dedicated to the description
of the FOF algorithm and its modification. Section 4 shows some simulation results applied in
the context of the muon tomography imaging. Conclusions are drawn in Section 5.

2. Related Works
The clustering problem has been addressed in many contexts and by researchers in many
disciplines; it has been effectively applied in a variety of engineering and scientific disciplines
such as psychology, biology, medicine, computer vision, communications and remote sensing
(e.g. see Refs. [4, 5, 6]). Cluster analysis organizes data (a set of patterns where each pattern
could be represented by a vector) by abstracting the underlying structure, playing therefore
a vital role in the field of data mining. The clustering method implemented should be very
fast, efficient, and robust. In literature, there are several clustering algorithms described which
can be roughly grouped into four categories: partitioning methods, hierarchical methods, grid-
based and density-based clustering (see e.g. the review in Ref. [7]). They differ not only
in their algorithm principles (which determine the behavior at runtime and the scalability
of the algorithm itself), but also in many of their most basic properties such as the type of
data processed, the assumptions on the cluster shape, the final form of the partitioning or the
parameters that must be provided in the input. Partitioning clustering algorithms generate a
single partition with a specified or estimated number of non-overlapping clusters of the data in
an attempt to recover natural groups present in the data. Depending on the kind of prototypes,
it is possible to distinguish k-means [8], k-modes [9] and k-medoid [10] algorithms. In the k-
means algorithm, the similarity between clusters is measured with respect to the mean value of
the objects belonging to a cluster. The k-modes extends the k-means paradigm to categorical
domains. The k-medoid algorithms use a prototype, called the medoid, that is one of the objects
located near the center of a cluster, the so-called centroid. The algorithm Clarans introduced
in Ref. [11] is an improved k-medoid type algorithm restricting the large search space by using
two additional user-supplied parameters. It is significantly more efficient than the well-known
k-medoid algorithms Pam and Clara presented in Ref. [10], nonetheless producing a result of
nearly the same quality. Hierarchical clustering algorithms construct a hierarchy of partitions,

1 A voxel (volumetric pixels, or more precisely volumetric picture element) is a volume element, representing a
value of signal intensity or color in a three dimensional space, similar to the pixel that represents a given two-
dimensional image. The voxels are often used as a basis for the visualization and analysis of medical and scientific
data.
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represented as a dendrogram in which each partition is nested within the partition at the next
level in the hierarchy [12]. A common way to find regions of high-density in the data space is
based on grid cell densities [13]. A histogram is constructed by partitioning the data space into a
number of non-overlapping regions or cells. Cells containing a relatively large number of objects
are potential cluster centers and the boundaries between clusters fall in the “valleys” of the
histogram. The success of this method depends on the size of the cells which must be specified
by the user. The limit of this algorithm is that cells of small volume give a very “noisy”
estimate of the density, whereas large cells tend to excessively smooth the density estimate.
Density-based approaches apply a local cluster criterion and are very popular for the purpose
of database mining. Clusters are regarded as regions in the data space in which the objects are
dense, and which are separated by regions of low object density (noise). These regions may have
an arbitrary shape and the points inside a region may be arbitrarily distributed.

In Ref. [14], a density-based clustering algorithm not grid-based, called DbScan, is presented.
The basic idea of the Dbscan algorithm is that for each point of a cluster the neighborhood of a
given radius, ε, has to contain at least a minimum number of points, Nmin, where ε and Nmin

are input parameters. In Ref. [15] the density-based algorithm, named DenClue, is proposed.
This algorithm uses a grid but is very efficient because it only keeps information about grid cells
that do actually contain data points and manages these cells in a tree-based access structure.
This algorithm generalizes some other clustering approaches which, however, result in a large
number of input parameters. Another recent approach to clustering is the Birch method [16].
It cannot entirely be classified as a hierarchical or partitioning method since it constructs a CF-
tree [17]. CF-tree is a hierarchical data structure designed for a multiphase clustering method.
First, the database is scanned to build an initial in-memory CF-tree which can be seen as a
multi-level compression of the data that tries to preserve the inherent clustering structure of
the data. Then, an arbitrary clustering algorithm can be used to cluster the leaf nodes of the
CF-tree. Because Birch is reasonably fast, it can be used as a more intelligent alternative to
data sampling in order to improve the scalability of clustering algorithms.

3. Multivariate Data Analysis Techniques: a multi-phase unsupervised FOF
algorithm
Clustering analysis provides a very sensible tool to detect “objects” within a spatial domain.
It is a customary tool adopted e.g. in Astrophysics to quantify the hierarchical evolution of
gravitationally bound systems like clusters and superclusters of galaxies. Clustering analysis
has a significant advantage over other tools, such as classification algorithms [18, 19], statistical
learning algorithms [20, 21] and association analysis algorithms [22, 23]. In fact, because of its
sensitivity it can detect objects (clusters) composed of a small number of units.

The reason for this sensitivity is in its scaling with the number of composing units Nc.
Therefore the algorithm has a computational complexity O(N2

c ). This arises because all
clustering algorithms are based on pair counting and the number of pairs in a given set of
Nc objects is Nc(Nc − 1)/2. This scaling however is also computationally very expensive, in
general. For this reason all the numerical implementations of the clustering algorithms have to
be thoroughly tested to determine the minimum/optimal value(s) of Nc, as a result of a trade
off between the statistical significance and the numerical complexity.

Common to all clustering algorithms is the comparison between the number of pairs in the
sample with the number of cells in a random comparison sample, prepared under the controlled
conditions. Two questions arise naturally:

• How much “random” should the control sample be?

• How large should Nc be to guarantee a reasonable accuracy?

There is no universal answer to these two questions. Instead what one can often do is to test
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many samples carrying a given signal against the null hypothesis, and to use this statistics
to determine the level of significance of a given problem. This is also what was done in the
presented work.

Probably the most well known clustering algorithm is the Friends-of-Friends algorithm (FOF)
[24, 2]. It depends on two parameters, the linking length rll and the minimum number of points
Nmin. Its principle is very simple. Starting from an arbitrary initial element in the dataset
it looks for all the elements contained within a distance rll. If ri and rj are two independent
elements and their relative distance is < rll, then they are considered as members of a new group.
The algorithm defines uniquely groups that contain all the particles separated by a distance
smaller than the given linking length rll. Once the length is defined, the algorithm identifies all
pairs of particles which have a mutual distance smaller than the linking one. These pairs are
designated friends and clusters are defined as sets of particles that are connected by one or more
of the friendly relations, so that they are friends of friends. Another parameter in FOF algorithm
is the minimum number of particles Nmin, in the input list. This is particularly important to
reject spurious clusters, i.e. transient objects which have a low statistical significance. Since
it is much more likely that a spurious cluster (noise) involves a small number of events then
viceversa, choosing Nmin sufficiently large allows to eliminate these spurious clusters.

To summarize, the FOF requires: rll and Nmin as input parameters and it is based on the
following steps:

1. Choose an arbitrary unvisited data point as starting point.

2. Find the neighborhood of this point, e.g. all points within the radius rll. If more than Nmin

neighborhoods are found around this point, a cluster is started and the point is marked as
visited, otherwise the point is labelled as noise.

3. If a point is found to be a part of the cluster, then its rll neighborhood is considered as a
part of the cluster and the above procedure from step 2 is repeated for all rll neighborhood
points. This is repeated until all points in the cluster are determined.

4. A new unvisited point is retrieved and processed, leading to the definition of a new cluster
or noise.

5. This process continues until all points are marked as visited.

The complexity of this algorithm grows at most as Nc(Nc−1) ∼ O(N2
c ). In practice, as elements

are added to the list of clusters they are subtracted from the “active” list so that, at each step,
the actual complexity grows as Nact(Nact − 1), where Nact ≤ Nc.

The only freedom left lies in the choice of rll. A common choice is to take it as the average
of the distances between elements for a representative subset of data. This proves to be a very
effective choice, as it has also been demonstrated that both the final list of objects and their
average properties are largely independent from the choice of rll, provided that the input data
catalogue is an unbiased, statistically representative sample. FOF is thus stable to its only
parameter.

3.1. A modified multivariate unsupervised FOF algorithm
An important property of many real datasets is that their intrinsic cluster structure can not be
characterized by a single global density parameter. Very different local densities may be needed
to reveal clusters in different regions of the data space. Furthermore, one of the main weaknesses
of clustering algorithms is that most of them are supervised and require the inclusion of a set
of input parameters, and the result is dependent on the input values. In order to perform an
optimized exploratory data analysis of the tomographic data from the Muon Portal detector, we
implemented a modified version of the FOF an unsupervised and multi-phase FOF clustering
version. To make the algorithm independent from the settings of input parameters and in
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order to identify the density-based clustering structure, we implemented an augmented sorting
technique of the dataset, based on the method called OPTICS [25]. In this method, the points
in the dataset are ordered linearly according to the criteria of spatial distances. The points
that are spatially close, are placed next to each other in the ordered database. An object in
the dataset is defined a core object if it has at least Nmin points in its ε neighborhood. The
algorithm define two metrics. The Core Distance is the minimum value of ε that would allow an
object to be a core object (ε′). The Reachability Distance between two objects, p and q, is the
maximum between the Euclidean distance and the Core Distance max( d(p, q), ε′). For every
object which has not been processed, the algorithm finds the points close to the ε neighborhood
of the object, calculates its core distance ε′ and save the object in the new database. During
the data sorting operation, this distance is used as a criterion for two points to be accepted as
a part of the same cluster. The algorithm proceeds ordering the points in ascending order to
the nearest core object from which they can be reached. This process can be visualized by a
dendrogram (see Fig. 1). It is a versatile base both for the automatic and interactive analysis
of the cluster, useful to extract the intrinsic structure of clusters.

The grouping operation is performed in two different steps. First, the scattering angle θscatt
is used as a criterion for grouping, performing an initial screening of the dataset and filtering
out the noise from the data of interest. In this way, the scattering points are grouped according
to the scattering angle. Then, the Euclidean distance is used in the second step, in order to
distribute the clusters in the spatial domain and to distinguish different items inside the scanned
volume.

The FOF requires the computation of the nearest neighbour of each point in the volume, so it
has, in its original implementation, a computational complexity of O(N2

c ). The modified version
of the algorithm has been optimized by using kd-trees to achieve a O(Nc log(Nc)) complexity
which makes the algorithm usable for real time analysis.

4. Simulation results in the context of muon tomography imaging: the Muon
Portal project
As mentioned in the Introduction, the Muon Portal project, used as a case study in these
proceedings, has as its target the construction of a prototype of a large area detector for cargo
containers inspection in ports in order to counteract the illicit carrying of fissile material. The
originality and strength of the project lie in the use of the muon tomography technique to
identify the presence of suspicious radioactive materials and to reconstruct the container content,
discriminating the type of materials without the need to open it for inspection. The logical
principle of the technique is the following: two detection planes are placed above the container
that has to be inspected and two below it. The planes are made up of modules segmented in
plastic scintillators strips, sensitive to muons, which emit light as they cross the strip. This light
is then collected by Wavelength Shifting fibers, which re-emit the light in the green wavelength
and which convey it towards Silicon Photomultiplier devices, which are able to read the light
signal, then processed by the front-end electronics which provides as output the coordinates
of the particle impact point on the plane. More details concerning the detector geometry,
the electronic readout and the mechanical structure simulation study can be found in Refs.
[26, 27, 28]. Using the coordinates, it is then possible to derive the trajectories of the incident
ray and of the outgoing one, to determine the position and the amplitude of the scattering.
This process is accomplished through the application of tracks reconstruction algorithms and
3D visualization techniques which allow to realize the tomography of the container. The track
reconstruction is a challenging task and consists in the elaboration of data from the planes
in order to obtain information on the deflection occurred by the muons within the scanned
volume. Different statistical algorithms have been applied within the project for tomographic
image reconstruction, as for example the simple POCA (Point of Closest Approach), the EM-
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Figure 1. Reachability-plot for a simulation dataset with two blocks of high-Z material.

LM (Expectation-Maximization Likelihood), and the modified multivariate unsupervised FOF
algorithm. They have been developed in C++ using links to Geant4 [29] and Root [30]
frameworks for detector geometry building, navigation and mathematical routines. See Ref.
[31] for further details. In the following we show the results of the application of the modified
FOF algorithm to a simulated dataset.

The simulated dataset refers to a scenario in which there is a container at the center of which
blocks of different materials have been placed. They create a MUON shape built of voxels of
size 10 cm×10 cm×10 cm. Each letter is made of a different material: M = Uranium, U = Iron,
Lead = O, N = Aluminum. The container load related to this scenario is ' 480 kg. In the
first step the algorithm OPTICS [25] is run. Figure 1 shows the reachability plot relative to our
dataset, through a dendrogram. It shows on the x -axis data of the set reordered according to a
criterion of “distance” defined initially as a spatial distance. Each line represents a single point.
The y-axis shows the distance values (according to the metric set) that give rise to the presence
of clusters. The presence of dips in the plot indicates the existence of a cluster. The analysis
made using OPTICS shows that the value of the distance, which is useful for the identification
of two clusters, is in the range between 5 and10 cm. It can be seen also graphically, indeed if we
draw a horizontal line and move it along the dendrogram, the height of the line that corresponds
to the identification of two valleys, it is found around that range.

Figure 2. Results of the modified FOF algorithm applied on a dataset with high-Z material
using a rll = 5 cm and Nmin equals to 5, 20, 30 points respectively.
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The parameter rll can be chosen in the identified range and then it can be passed as input
parameter to the modified multiphase FOF algorithm. Figure 2 shows several histograms
representing the results obtained from FOF algorithm by setting the parameter rll = 5 cm,
and assigning to Nmin different values, 5, 20 and 30, respectively. On the y-axis we have the
number of elements for each cluster, while in the x -axis we find the Id of the identified clusters.
As it can be seen from the image, the parameter Nmin, affects only the total number of clusters
identified, but in all three cases, the presence of suspicious material is revealed and this can be
seen from the high number of elements part of the same cluster. The algorithm calculates the
mean value of the scattering angles for each cluster, giving consequently the alarm. In figure 3 is
shown the word MUON simulated scenario with the results of the application of the clustering
method. We can see a 3D visualization of the points filtered by the clustering and the volume
rendering of the scenario. As it can be seen the method is successfully applied, and the two
high-Z material letters (the M and the O) are identified.

(a) (b) (c)

Figure 3. A simulated scenario of a container with a M= Uranium, U= Iron, O= Lead, N=
Aluminum writing inside (a). A 3D visualization of the points filtered by the clustering (b).
Volume rendering of the scenario realized by the clustering technique (c).

5. Conclusions
In these proceedings a study of the application of density based clustering algorithms to a muon
tomography dataset in the context of the Muon Portal project has been shown. A modified
version of the FOF algorithm, multi-phase and unsupervised, has been implemented and the
simulation results were shown. The clustering method proposed can be used both as a stand-
alone tool to analyze and characterize a large dataset, for example for data mining applications
and data processing, or it is suitable to be used as a filter, in pre-processing phases for other
algorithms that operate, subsequently, on the identified clusters. The implemented method has
many advantages. Firstly, there is a linear scaling behavior, which makes it interesting for the
application on big datasets. Secondly, the nature of the algorithm makes it quite robust to
the effects of outliers within the data. Also, the proposed clustering method has the ability
to work with all types of datasets that can be described by a metric and does not impose
any assumptions about the shape of the clusters within which it works, being free from the
limits of three-dimensional grids. Finally, an important aspect of the algorithm is its ability
to automatically determine the number of clusters without a supervision. Statistical analysis
of different scenarios are currently in progress, in order to verify the validity of the proposed
method even in realistic and highly dense scenarios.
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