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Summary

In modern medicine, the results of a comprehensive and methodologically sound meta-analysis bring the most robust, high-quality infor-
mation to support evidence-based decision-making. With recent developments in newer meta-analytic approaches, iteration of statistical
paradigms and software implementations, network and patient-level meta-analyses have recently gained popularity alongside conven-
tional pairwise study-level meta-analyses. However, pitfalls are common in this challenging and rapidly evolving field of statistics. In
this regard, guidelines have been introduced to standardize, strengthen and homogenize different aspects of conducting and reporting
the results of a meta-analysis. Current recommendations advise a careful selection of the individual studies to be pooled, mainly based
on the methodological quality and homogeneity in study designs. Indeed, even if a reasonable degree of variability across study
results (namely, heterogeneity) can be accounted for with proper statistics (i.e. random-effect models), no adjustment can be performed
in meta-analyses violating the issue of clinical validity and similarity across the included studies. In this context, this statistical primer
aims at providing a conceptual framework, complemented by a practical example, for conducting, interpreting and critically evaluating
meta-analyses.
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INTRODUCTION

In modern medicine, the results of a comprehensive and meth-
odologically sound meta-analysis bring the most robust, high-
quality information to support evidence-based decision-making.
Frequently perceived as the result of mysterious statistical meth-
odologies, de facto, a meta-analysis does not bring more com-
plexity but rather a different way of looking at and analysing
data.

In the surgical field, meta-analyses have been instrumental in
appraising the clinical value and the comparative efficacy of dif-
ferent treatment strategies. As a paradigmatic example, the man-
agement algorithm for symptomatic severe aortic stenosis has
been recently modified by the introduction of transcatheter aor-
tic valve implantation. To date, a number of randomized clinical
trials have compared the safety and efficacy of surgical aortic
valve replacement and transcatheter aortic valve implantation.
Unfortunately, all these trials are relatively modest sized and have
been powered for composite clinical end-points so that robust
and definitive answers on single hard end-points (i.e. mortality)
cannot be drawn from single studies at this moment. By pooling
the results of all available sources, a meta-analysis can address
the current gaps in evidence while providing meaningful and

directive clinical information. Indeed, pooling of the data in-
creases the statistical power to detect differences in low-
frequency events. In such a context, the advantages of a meta-
analysis are intuitive and relevant not only from a clinical but
also from a regulatory perspective.

In this context, this statistical primer is aimed at reviewing
standards of methodology and reporting as well as common pit-
falls in the interpretation of meta-analyses.

METHODOLOGY

Types of meta-analysis

Meta-analyses can widely differ with regard to their methodo-
logical and analytical aspects. The first relevant difference con-
cerns the statistical framework used to conduct the analysis. For
example, a frequentist or Bayesian approach can be employed
for pooling the data [1, 2]. Data modelling on a frequentist frame-
work is the conventional and standard methodology most widely
used in the medical literature, while the Bayesian approach is
gaining popularity. Basically, the 2 methods differ in their view
and use of probability. Indeed, probability is also a subjective
measure of belief in the Bayesian analysis (prior belief), rather
than being only an observed frequency of events in an infinite
number of repeated experiments as in the frequentist approach.
To further clarify, supposing that a researcher is interested in
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finding out whether coronary artery bypass grafting using bilat-
eral internal mammary arteries improves graft patency at 5 years
with respect to the conventional approach of using arterial and
vein grafts during interventions and if he wants to find this an-
swer in a frequentist manner, he has to randomize a sufficient
number of patients and collect their outcomes during the study
follow-up. With these observations (repeated experiments), he
will be able to calculate and subsequently infer the treatment op-
tion associated with the highest frequency (i.e. probability) of
graft patency at 5 years. Now, suppose also that, based on the
available evidence at the time of the study, he believes that pan-
arterial bypass grafting may increase patency rates. Using a
Bayesian approach, he can include this information (defined as
prior belief) to refine his calculations. Similar to the frequentist
approach, he will continue to enrol patients and observe their
outcomes, but prior knowledge and his belief will be taken into
account to finally assess the treatment modality with the highest
probability of graft patency (i.e. the Bayesian posterior probabil-
ity). In meta-analyses, the same conceptual framework of the
above example holds true, but single studies in the literature rep-
resent the unit of analysis.

Meta-analyses can also differ on the number of therapeutic or
treatment strategies that are compared. In conventional pairwise
meta-analyses, 2 different strategies are compared (n = 2), while
in network meta-analyses, multiple treatment options (n >_ 3) are
simultaneously evaluated in terms of their comparative efficacy
[3, 4]. Additionally, a network meta-analysis allows for ranking of
different treatment options that have been evaluated in the net-
work and, by combining direct and indirect evidence, also pro-
vides more robust estimates of the comparative treatment effect
for therapeutic strategies that have rarely been investigated in a
head-to-head manner in the literature.

Finally, methodological differences in meta-analyses depend
on the type of data that are used in the analysis. Indeed, in a
study-level meta-analysis, published reports in the literature are
used to extract the total number of events and summary charac-
teristics. On the contrary, patient-level meta-analyses [5] are

conducted by merging data sets with individual characteristics of
patients, thus allowing for a detailed assessment of time-to-event
statistics (i.e. survival curves and landmark analysis), multivariable
analyses to adjust for confounding and the evaluation of the con-
sistency of results in clinically relevant subgroups. Table 1 sum-
marizes the characteristics of different types of meta-analyses
and the available softwares for analysis.

Study selection and quality issues in a
meta-analysis

All published guidelines for conducting meta-analyses [7] advo-
cate a rigorous screening of the literature, using different sources
of evidence, as the crucial step before pooling the data.
Preferentially based on a prespecified protocol, the selection of
individual studies should be based on the methodological quality
and homogeneity in study designs. Indeed, even if a reasonable
degree of variability across study results (namely, heterogeneity)
can be accounted for with proper statistics (i.e. random-effect
models), no adjustment can be performed in meta-analyses, vio-
lating the issue of clinical validity and similarity across the
included studies.

In this context, the PICO strategy represents a simple and useful
framework to guide in the selection of a homogeneous group of
studies to be pooled [8]. The PICO acronym stands for person,
intervention, comparison and outcomes. During the literature re-
view process, all these aspects should be carefully checked for con-
sistency across candidate studies for inclusion in a meta-analysis.
Also, the review process should be preferentially performed by 2
separate investigators, keeping careful track of the number and
reasons for which studies have been excluded. Potential pitfalls at
this stage (see points 1 and 2 in Table 2), such as the inclusion of
studies with overlapping patient cohorts and the literature search
restricted to a single database, should be avoided.

The quality of the selected studies is equally important.
Restricting a meta-analysis to randomized controlled trials (RCTs)

Table 1: Characteristics and softwares for conducting different types of meta-analyses

Typology Number of
compared
treatments

Type of studies included Softwares for analysis

Type of
analysis

Commercial Free R packages

Study-level
meta-analysis

Two treatments Randomized
controlled trials

Frequentist MedCalc,
Comprehensive
Meta-Analysis, SAS,
STATA, SPSSa

RevMan,
OpenMeta

Meta and Metafor

Observational studies
Combination of observational

and randomized studies
Bayesian SAS, STATA OpenBUGS,

JAGS, Stan
Bmeta, rjags,

R2WinBUGS

Study-level network
meta-analysis

More than 2
treatments

Randomized
controlled trials

Frequentist SAS, STATA Netmeta

Observational studies
Combination of observational

and randomized studies
Bayesian SAS, STATA OpenBUGS,

JAGS, Stan
GEMTC, pcnetmeta

Patient-level
meta-analysis

No restrictions Individual characteristics of
patients included in
randomized controlled trials
and observational studies

Standard statistical softwares

aFree macros available at http://mason.gmu.edu/�dwilsonb/ma.html [6].
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increases the likelihood of reporting unbiased estimates. Indeed,
randomization is protective against bias and minimizes the risk
of confounding from known and unknown causes. On the con-
trary, observational studies are more prone to bias and, even if
statistical adjustment may account for measured differences be-
tween groups, there is always the chance of bias due to unmeas-
ured confounding. Unfortunately, the absolute number of RCTs
with a similar design is generally scant in the medical literature
and, actually, a trade-off between quality and inclusiveness exists
in meta-analyses. Combining the results of observational studies
and RCTs should be cautiously considered even when data from
RCTs are either limited or insufficient. Moreover, when combin-
ing different types of studies, proper techniques should be em-
ployed to reduce the risk of reporting biased pooled estimates

(i.e. down-weighting the evidence carried by observational
studies as compared to RTCs). Figure 1 graphically summarizes a
proposed sub-ranking of quality among different types of meta-
analyses.

Statistical analysis: methodological background

After the literature screening and selection of studies has been
completed, data are ready to be pooled. A sound statistical back-
ground may help to prevent common pitfalls encountered at this
step (Table 2).

The goal of a comparative meta-analysis is to define a unique
summary measure defined as effect size (ES), which gives infor-
mation on the direction of the treatment effect (harmful or bene-
ficial) and its magnitude. The ES is always complemented by a
range of putative values because of uncertainty in estimation [i.e.
confidence or credible interval in frequentist and Bayesian ana-
lyses (CI and CrI), respectively]. A CI/CrI expresses the amount of
uncertainty (i.e. precision) around the ES and carries information
on statistical significance. Wide CIs/CrIs reflect poor accuracy
around the ES, while CIs/CrIs crossing 1 for relative risk-type ef-
fects or CIs/CrIs including 0 for continuous measures express a
null treatment effect. The proper selection of the ES measure de-
pends on the type of outcome that has to be summarized (time-
to-event, dichotomous or continuous). For time-to-event data,
the hazard ratio (HR) should be reported, while for dichotomous
outcomes, the odds ratio, risk ratio or risk difference can be used
as ES. Finally, when continuous outcomes are compared, the
mean difference or the standardized mean difference can be
employed.

Statistical heterogeneity and selection of a
random- or fixed-effect model

The selection of a random- or fixed-effect model is a crucial step
before pooling the data. This is based on the presence or absence

Figure 1: Proposed sub-ranking of evidence in meta-analyses. Because of several advantages in the estimation of the treatment effect, patient-level meta-analyses are
ranked at the top of the pyramid of evidence in meta-analyses.

Table 2: Frequent issues and pitfalls encountered in meta-
analyses

Common statistical pitfalls

Inclusion of studies with overlapping data (i.e. some patients
contributing to the results of multiple studies)

Literature search limited to a single databasea

Assessment of heterogeneity and inconsistency
Selection of random- versus fixed-effect model
Identification of proper outcome measure
Addressing different lengths of follow-up across studies
Accounting for differences in the design of included studies (RCTs versus

observational)
Ignoring difference in the methodological quality across included

studies
Exploring sources of heterogeneity (subgroup analysis and

meta-regression)

aThe following databases should be investigated for a comprehensive
literature search: PubMed, Cochrane Library, Google Scholar, Embase,
Scopus, ScienceDirect, Web of Science, major scientific or congress
websites.
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of statistical heterogeneity, defined as the amount of variability
across study results included in the meta-analysis [9]. Sources of
heterogeneity arise from methodological, clinical and random
variability across studies. Historically, a relevant source of hetero-
geneity the in cardiothoracic surgery meta-analysis literature
came from inconsistent definitions of the same clinical end-point
between studies. The use of standardized definitions endorsed by
international scientific societies may be instrumental in overcom-
ing this methodological shortcoming [10].

Heterogeneity is quantified by the Cochrane’s Q statistic and
the I2 value [11]. The Q statistic has a v2 distribution, and the
P-value obtained with this test informs on the presence of het-
erogeneity (P-values <0.1 are considered indexes of significant
heterogeneity). The I2 statistic describes the percentage of vari-
ation across studies that is due to heterogeneity rather than
chance (I2 values between 25% and 50% are considered indexes
of moderate heterogeneity, while values above 50% are the ex-
pression of severe heterogeneity). In addition, other methods can
be used to investigate the presence of heterogeneity while com-
plementing the results of the above-mentioned statistical tests. In
particular, visual inspection of forest plots to check the presence
of severe asymmetry in treatment effect estimates, specific plots
to explore heterogeneity (radial or L’Abbé plots) [12], sequential
exclusion of individual studies to understand the individual con-
tribution of a single study to the total amount of heterogeneity,
meta-regression and subgroup analyses (see later) can all be em-
ployed to fully apprise the presence of heterogeneity in a meta-
analysis. When heterogeneity is found, a random-effect model
has to be preferred because the variability in results across stud-
ies is accounted in the model. The DerSimonian and Laird
method is a standard approach in random-effect meta-analyses,
but it has been questioned when the number of studies is mod-
est. In this case, the Knapp–Hartung random-effect model should
be preferred [13]. Conversely, a fixed-effect model should be
used when heterogeneity is low or absent. Of note, pooling in
the presence of extreme heterogeneity should be avoided be-
cause the risk of reporting inaccurate and biased pooled treat-
ment effect estimates becomes too high.

Accounting for the different lengths of follow-up
across studies

One of the most important but often neglected aspects in meta-
analyses is the proper management of studies with different
lengths of follow-up. Pooling the results at a constant time inter-
val across selected studies should be the default and preferred
strategy, but this approach is often not practicable because the
length of follow-up often varies across studies. Because the com-
parative treatment effects of different interventions may diverge
over time (i.e. due to the increased number of events accruing
with time), totally ignoring time-dependent effects of an inter-
vention may lead to biased estimates. Different approaches can
be used to overcome this issue. First, a simple yet effective strat-
egy is that of assessing the relationship existing between the
length of follow-up and the ES measures (i.e. by meta-regression
analysis). If no association is found, pooling studies with a differ-
ent follow-up is assumed to be reasonable. However, this ap-
proach can be inaccurate if the number of studies included in
the meta-regression analysis is small. Alternatively, pooling the
HR measures can represent an alternative option because the HR
measure is independent of time. Unfortunately, the HR measure

is not uniformly reported across studies and randomized trials.
Some methods have been developed to overcome this issue. The
first is based on digitized survival curves and inverted Kaplan–
Meier equations to obtain individual patient time-to-event data
[14]. A second method uses different mathematical equations to
obtain the log HR from published studies [15]. A nice example of
the digitized survival curve method has been recently reported
[16]. Finally, specific statistical models (i.e. Poisson regression ana-
lysis) can aptly account for the varying length of follow-up be-
tween studies [17].

Addressing differences in the typology and
methodological quality of the included studies

As reported above, the quality of a meta-analysis mirrors the
methodological quality of the included studies. Addressing such
differences is of crucial importance for the reliability of the pooled
estimates. First, if either observational studies or RCTs have been
included, separate analyses should be performed (i.e. by subgroup
analysis) to assess the consistency of ES estimates between differ-
ent types of studies. Additional techniques for handling and com-
bining different sources of evidence into a meta-analysis have also
been developed by down-weighting the information carried by
observational studies [18]. Finally, a further stratification of the
methodological quality in RCTs and observational studies should
be performed using dedicated scales (Cochrane collaboration tool,
Jadad and GRACE scales), and consistency of results should be
then verified in analyses restricted to studies of high methodo-
logical quality.

Investigating sources of heterogeneity and
publication bias

Even if statistical heterogeneity is accounted for in a random-
effect model, investigating its sources among clinical and
methodological characteristics of the included studies should be
performed using either subgroup or meta-regression analyses.
Results of these exploratory analyses should be cautiously inter-
preted and generalized [19]. Finally, the assessment of publication
bias should be performed by visual inspection of funnel plot
asymmetry and complemented by objective statistics (trim-and-
fill method and Begg’s and Egger’s tests). Publication bias can be
viewed as a ‘literature distortion’, depending on the selective
publication of studies with significant results (e.g. impactful find-
ings) as compared to studies with neutral/inconclusive results. In
the absence of publication bias, scatters inside a funnel plot [with
each scatter representing the estimated treatment effect (x-axis)
against the standard error/precision (y-axis)] should be symmet-
rically distributed. Shortcomings of performing pooled analyses
in the presence of publication bias are evident because treatment
effect estimates will be inflated rather than being balanced.

REPORTING

Standards for the reporting of meta-analyses have been advo-
cated and promoted by experts and international cardiovascular
societies. The Preferred Reporting Items for Systematic Reviews
and Meta-analyses (PRISMA) guidelines and its extension on net-
work and individual patient meta-analyses currently represent
the standards to homogenize and improve the methodological

ST
A

TI
ST

IC
A

L
P

R
IM

ER

711S. Buccheri et al. / European Journal of Cardio-Thoracic Surgery

D
ow

nloaded from
 https://academ

ic.oup.com
/ejcts/article-abstract/53/4/708/4904224 by U

niversità di C
atania user on 28 M

ay 2020



quality of meta-analyses [20–22]. The PRISMA checklist is shown
in Supplementary Material, Fig. S1. A corresponding PRISMA
checklist should be provided with every published meta-analysis.
Also, the Meta-analysis of Observational Studies in Epidemiology
(MOOSE) guidelines should be considered when reporting meta-
analyses of observational studies [23].

EXAMPLE

An example of the practical advantages of using a meta-analysis
to inform and guide surgical practice has been presented in the
introduction of this article (e.g. comparing mortality in transcath-
eter aortic valve implantation versus surgery). We can address
our initial aim by conducting a conventional pairwise study-level
meta-analysis, with the OR used as the ES measure. Building on

this, the forest plot for mortality (at 30 days), obtained with the
Knapp–Hartung random-effect model, is shown in Fig. 2A. Data
used in the analysis are based on Gargiulo et al. [24]. The
random-effect model has been selected because moderate het-
erogeneity is present (37% by I2 statistic). Moreover, because our
meta-analysis has included both observational and randomized
studies, a subgroup analysis based on a separate analysis of RCTs
and observational studies has been performed and is shown in
Fig. 2B. Of note, the P-value for interaction is not significant
(P = 0.14), showing, therefore, that the ES is consistent between
RCTs and observational studies. Figure 2C shows the results of
meta-regression analysis (bubble plot) as a graph, investigating
whether the percentage of male patients included in each study
acted as a treatment effect modifier. This relationship was not
statistically significant (P = 0.612). A funnel plot with symmetrical
distribution of studies (no concerns for publication bias) is shown

Figure 2: A practical example of a comparative meta-analysis of early mortality in TAVI versus surgery studies. (A) The pooled results of RCTs and observational studies
are shown. (B) The results are consistent between RCTs and observational studies. (C) A bubble plot from meta-regression analysis exploring whether the percentage
of male patients included in each study acts as a treatment effect modifier. (D) The funnel plot with symmetrical distribution of studies and no concerns as regards
publication bias are shown. CI: confidence interval; OR: odds ratio; SAVR: surgical aortic valve replacement; TAVI: transcatheter aortic valve implantation.
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in Fig. 2D. The Egger’s and Begg’s tests also showed no concerns
as regards publication bias. The R command used for analysis is
provided in the Supplementary Material, Appendix S1.

FURTHER READING

Readers are also invited to refer to recently published meta-analyses
in the European Journal of Cardio-Thoracic Surgery and the
Interactive CardioVascular and Thoracic Surgery for further examples
of good quality experimental methodology and reporting on car-
diothoracic meta-analysis literature [25, 26]. Also, the Cochrane
Handbook for Systematic Reviews of Interventions may offer a
straightforward and comprehensive overview of proper method-
ology and reporting in meta-analyses, also focusing on specific
issues such as the inclusion of observational studies [27].

CONCLUSIONS

Meta-analyses are powerful tools to evaluate the available evi-
dence and draw useful information to guide therapeutic deci-
sion-making in everyday clinical practice. Simple methodological
rules and a tailored, step-by-step statistical approach should be
considered to preserve the reliability and clinical value of this
methodology.

SUPPLEMENTARY MATERIAL

Supplementary material is available at EJCTS online.
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