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#### Abstract

The MAGNEX magnetic spectrometer is used in the experimental measurements of Double Charge Exchange and Multi-Nucleon Transfer reactions induced by heavy ions within the NUMEN project. These processes are characterized by small cross sections under a large background due to other reaction channels. Therefore an accurate control of the signal to background ratio is mandatory. In this article, the determination of the MAGNEX spectrometer background contribution on cross section measurements is presented by applying a suitable analysis to quantify the limits of the adopted particle identification technique. The method is discussed considering the ${ }^{116} \mathrm{Cd}\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right){ }^{116} \mathrm{Sn}$ Double Charge Exchange reaction data, however it can be applied to any other reaction channel of interest.


## 1. Introduction

The MAGNEX large acceptance magnetic spectrometer, installed at Laboratori Nazionali del Sud (INFN-LNS) in Catania, is a powerful and versatile device for the study of nuclear reactions of several systems. It has been used in a variety of nuclear physics researches at bombarding energies between the Coulomb barrier and the Fermi energy [1-9]. An accurate description of the facility and its operation procedure together with the discussion of some relevant recently obtained results is available in Ref. [10]. Currently, its use is strongly connected to the NUMEN

[^0]project, whose experimental goals rely on the accurate absolute cross sections measurements of heavy-ion induced double charge exchange (DCE) reactions in view of their connection to neutrinoless double beta decay physics as well as the competitive multi-nucleon transfer and quasi-elastic processes. The details of the project are beyond the aims of this work and are widely discussed in Ref. [11]. A general issue of these studies is represented by the very low cross sections observed for DCE reactions, typically ranging from few nb to tens $\mu \mathrm{b}$, depending on the particular case [2,12-14]. In principle, these cross section values could be comparable to the limits of typical experimental set-up, so a
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background study is needed. Moreover, the analysis of such quantity is essential to address the suitable detection technology in the view of the next upgrade of the INFN-LNS facility [15-19] driven by NUMEN.

Here we present a general method to estimate the unavoidable particle identification contaminations affecting the absolute cross section measurement. It has been developed analyzing the ${ }^{116} \mathrm{Cd}\left({ }^{20} \mathrm{Ne}\right.$, $\left.{ }^{20} \mathrm{O}\right)^{116} \mathrm{Sn}$ reaction data at 15.3 AMeV for which we have already shown promising results [20] but it can be directly applied to any other projectile-target system and reaction channel explored with the same experimental set-up.

## 2. Particle identification

The MAGNEX focal plane detector (FPD) is a three dimensional gasfilled tracker detector, divided into multiple proportional regions where the energy losses ( $\Delta E_{D C 1, D C 2, D C 3, D C 4, P C}$ ) as well as the horizontal and vertical positions ( $X_{f o c}, Y_{f o c}$ ) and angles ( $\theta_{f o c}, \phi_{f o c}$ ) of the tracks are measured. The FPD is completed by fifty-seven silicon pad detectors to measure the ion residual energies $\left(E_{\text {resid }}\right)$. The different silicon pad detectors, arranged in nineteen columns of three each, are placed along the dispersive - horizontal - direction of the focal plane, thus intercepting ejectiles of different kinetic energies according to their magnetic rigidities. In particular, due to the action of the MAGNEX quadrupole field, the central silicon detectors of the different columns intercept more ejectiles than the upper and lower ones of the same column. For such reason in the following analysis only central silicon pad detectors will be considered. The typical particle identification (PID) technique adopted with the MAGNEX spectrometer is described in details in Ref. [21]. The atomic number ( $Z$ ), the mass number ( $A$ ) and the charge state $(q)$ are determined for each ion crossing the FPD [22,23]. In the present work, as shown in Fig. 1(b) for the ${ }^{20} \mathrm{O}^{8+}$ identification, $Z$ is selected exploiting the correlation between the energy losses at two different sections of the FPD ionization chamber $\left(\Delta E_{P C}, \Delta E_{D C 2}\right)$ corrected by the different path lengths in the gas, consequence of different incident angles at the FPD. $A$ and $q$, instead, are typically deduced performing a precise reconstruction of the ions kinetic energy, as demonstrated in Ref. [21]. However, in the experimental conditions of the NUMEN reactions as the one here described, which involve oxygen, fluorine and neon ions, a high mass resolution is not necessary and the identification procedure is successfully performed using the correlation between the measured position at the focal plane in the ejectiles dispersive direction ( $X_{f o c}$ ) and their residual energy ( $E_{\text {resid }}$ ) measured by the stopping silicon detector after crossing the FPD gas section. As discussed in Ref. [11,24], such two quantities are proportional through a factor $\frac{\sqrt{m}}{q}$ depending on the ejectile mass $m$ and charge state $q$, see Fig. 1(a), (c).

Thanks to the achieved resolution $-\frac{1}{160}$ in $A$ and $\frac{1}{48}$ in $Z$ [21] - the amount of misidentified ions for the direct reaction channels explored so far with the MAGNEX facility - characterized by mb down to $\mu$ b cross sections - was negligible. However, for the purposes of NUMEN, such investigation becomes necessary due to the low cross sections expected for the channels of interest which are typically as low as a few nb.

In the experiment a beam of ${ }^{20} \mathrm{Ne}^{10+}$ ions, extracted by the K800 Superconducting Cyclotron, impinged at 306 MeV incident energy on a $1360 \pm 70 \mu \mathrm{~g} / \mathrm{cm}^{2}{ }^{116} \mathrm{Cd}$ target coupled to a $990 \pm 50 \mu \mathrm{~g} / \mathrm{cm}^{2}$ natural C foil. This latter is introduced to minimize the contribution due to $8+$ and $9+$ beam charge states generated by the charge redistribution occurring in the primary target [25] and elastically scattered within the spectrometer acceptance, which would produce a rate limitation for the FPD. To further reduce such contributions two aluminum screens were mounted at the entry of the FPD to intercept the unwanted ions. Such solution partially reduces the full momentum acceptance of the spectrometer and the number of hit silicon detectors. The experimental run was performed centering the spectrometer optical axis at $\theta_{\text {lab }}=$ $8^{\circ}$ corresponding to the angular acceptance $3^{\circ}<\theta_{l a b}<14^{\circ}$ in


Fig. 1. (Color online) Example of the methodology used for the particle identification of ${ }^{20} \mathrm{O}^{8+}$ ions in one silicon detector (No. 29). Panel (a): Typical $X_{f o c}$ vs. $E_{\text {resid }}$ representation for all the ungated events. A first raw selection in mass number and charge state for the ${ }^{20} \mathrm{~F}^{8+},{ }^{20} \mathrm{O}^{8+}$ and ${ }^{20} \mathrm{Ne}^{8+}$ ions is indicated by the graphical contour reported. Panel (b): $\Delta E_{P C}$ vs. $\Delta E_{D C 2}$ plot for the events gated by the graphical selection shown in panel (a). The identification in atomic number of ${ }^{20} \mathrm{O}^{8+}$ is shown by the graphical contour. Panel (c): $X_{f o c}$ vs. $E_{\text {resid }}$ representation for the events gated only by the graphical cut shown in panel (b). The fine selection in mass number and charge state for the ${ }^{20} \mathrm{O}^{8+}$ ions is shown by the graphical contour.


Fig. 2. (Color online) Histogram of the ${ }^{20} \mathrm{Ne}^{8+},{ }^{20} \mathrm{~F}^{8+}$ and ${ }^{20} \mathrm{O}^{8+}$ events for one of the analyzed silicon detectors (No. 29) gated with the $X_{f o c}$ vs. $E_{\text {resid }}$ topological selection of the ${ }^{20} \mathrm{O}^{8+}$ ions shown in Fig. 1(c). The superimposed global red line is the fit function described in the text.

Table 1
Impurities contribution from ${ }^{20} \mathrm{~F}^{8+}$ (second column) and ${ }^{20} \mathrm{Ne}^{8+}$ (third column) in the ${ }^{20} \mathrm{O}^{8+}$ identification region (IR-1) for different silicon (Si) detectors (first column). The values are expressed in percentage with respect to the number of identified ${ }^{20} \mathrm{O}^{8+}$ ions.

| Si No. | ${ }^{20} \mathrm{~F}^{8+}$ | ${ }^{20} \mathrm{Ne}^{8+}$ |
| :---: | :---: | :---: |
|  | (\%) | (\%) |
| 20 | $<3.2 \times 10^{-1}$ | <5 $\times 10^{-4}$ |
| 23 | $<2.7 \times 10^{-1}$ | $<3 \times 10^{-8}$ |
| 26 | $1.3 \pm 0.3 \times 10^{-1}$ | $3 \pm 1 \times 10^{-13}$ |
| 29 | $1.2 \pm 0.1 \times 10^{-1}$ | $8 \pm 4 \times 10^{-15}$ |

the laboratory frame. Thanks to the MAGNEX large ( $-14 \%,+10 \%$ ) momentum acceptance, in addiction to the $\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right) \mathrm{DCE}$ channel also the one-proton $\left({ }^{20} \mathrm{Ne},{ }^{19} \mathrm{~F}\right)$ and two-proton $\left({ }^{20} \mathrm{Ne},{ }^{18} \mathrm{O}\right)$ transfers as well as the single charge exchange (SCE) $\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{~F}\right)$ reaction were simultaneously detected with the same magnetic setting, corresponding to a magnetic rigidity value of 1.3894 Tm at the spectrometer optical axis.

### 2.1. Particle identification purity

To estimate the purity, i.e. the discrimination capability of the described PID method in the selection of the DCE channel, the effect of the topological cut defined for the identification of the ${ }^{20} \mathrm{O}^{8+}$ ejectiles in the $X_{f o c} v s . E_{\text {resid }}$ representation, as the one shown in Fig. 1(c), was first studied. Since the ${ }^{20} \mathrm{O}^{8+}$ ions have very similar $\frac{\sqrt{m}}{q}$ ratio compared to ${ }^{20} \mathrm{~F}^{8+}$ and ${ }^{20} \mathrm{Ne}^{8+}$ ones, thus sharing almost the same position in the $X_{f o c} v s . E_{\text {resid }}$ correlation plot, such contour does not separate the three species (see Fig. 1(a)). Plotting the $\Delta E_{P C} v s . \Delta E_{D C 2}$ histogram gated by the topological selection shown in Fig. 1(c), the three expected loci corresponding to the mentioned ${ }^{20} \mathrm{O}^{8+},{ }^{20} \mathrm{~F}^{8+}$ and ${ }^{20} \mathrm{Ne}^{8+}$ species are clearly visible as shown in Fig. 2. Assuming bi-dimensional Gaussian models for the peaks, the histogram can be fitted by a three-Gaussiansum function as shown in Fig. 2. Then, the contribution of ${ }^{20} \mathrm{~F}^{8+}$ and ${ }^{20} \mathrm{Ne}^{8+}$ events underneath the ${ }^{20} \mathrm{O}^{8+}$ peak is estimated by integrating the tails of their individual fits in the ${ }^{20} \mathrm{O}^{8+}$ identification region (IR-1). The latter corresponds to the elliptic domain defined by ( $\pm 3 \sigma_{x}, \pm 3 \sigma_{y}$ ) from its centroid, consistent with the typical PID graphical selection width. The obtained misidentified events in the IR-1 region are listed in Table 1 for those silicon detectors where the three analyzed ejectiles are simultaneously detected due to their kinematic conditions. The errors were evaluated from the results of the fit, including also the correlation
between the parameters. Upper limits within $68.27 \%$ confidence level are reported when the relative error exceeds $100 \%$ due to the limited statistics. These results represent the relative amount of misidentified ${ }^{20} \mathrm{O}^{8+}$ events from the $Z$ identification. One readily notices that the contribution from ${ }^{20} \mathrm{Ne}^{8+}$ is considerably smaller than ${ }^{20} \mathrm{~F}^{8+}$ one, so it will be neglected hereafter.

About the $A$ and $q$ identification purity estimation, an analogous procedure was followed. The contour defined for the ${ }^{20} \mathrm{O}^{8+}$ in the $\Delta E_{P C}$ vs. $\Delta E_{D C 2}$ representation, as the one shown in Fig. 1(b), is adopted to explore the selected events in the $X_{f o c} v s . E_{\text {resid }}$ correlation. In Fig. 3(a) the thus gated events - already shown in Fig. 1(c) for the same silicon detector - are presented after the following transformations: $E_{\text {resid }}^{*}=$ $0.9999 E_{\text {resid }}+0.0009 X_{f o c}, X_{f o c}^{*}=-0.0009 E_{\text {resid }}+0.9999 X_{\text {foc }}$. The latter are introduced to align horizontally the loci in order to project them on the new vertical axis $\left(X_{f o c}^{*}\right)$. A zoomed view of the obtained monodimensional histogram is shown in Fig. 3(b). By repeating a similar procedure as that described to assess the purity in $Z$ - i.e. by fitting the structures visible in the mono-dimensional histogram as the one shown in Fig. 3(b) with Gaussian functions - it emerges that the contribution to the ${ }^{20} \mathrm{O}^{8+}$ events from $A$ and $q$ identification is much smaller (average peak-to-peak distance of $\sim 20 \sigma$ of the corresponding fit functions) than that coming from the $Z$ identification. This is due to the better intrinsic resolution of both $X_{\text {foc }}$ and $E_{\text {resid }}$ measurements compared to $\Delta E_{D C 2}$ and $\Delta E_{P C}$ ones [21,26].

### 2.2. Particle identification background

Fig. 3(b), however, highlights another important feature: few uncorrelated events are present between the well-separated peaks, not belonging clearly to any of them. In order to obtain a reliable background estimation of the PID technique, their contribution needs also to be taken into account. We focus the attention on those events present between the three peaks visible in Fig. 3(b), corresponding to the ion of interest $\left({ }^{20} \mathrm{O}^{8+}\right)$ and its first two neighbors $\left({ }^{19} \mathrm{O}^{8+}\right.$ and $\left.{ }^{16} \mathrm{O}^{7+}\right)$ ones. The spurious events located inside the B1 and B2 region of Fig. 3(b) are considered as background. Such regions cover the intervals which extend more than $3 \sigma$ between two centroids. The background events do not appear to be distributed according to a clear pattern inside B1 and B2 region, thus a constant background linear density can be assumed. The amount of background events falling underneath the ${ }^{20} \mathrm{O}^{8+}$ selection region - defined as the interval spanning $\pm 3 \sigma$ around the ${ }^{20} \mathrm{O}^{8+}$ distribution centroid (IR-2, see Fig. 3(b)) - is finally deduced from the estimated background linear density. The corresponding values, $\mathrm{BG}\left({ }^{20} \mathrm{O}^{8+}\right)$, expressed in percentage with respect to the number of identified ${ }^{20} \mathrm{O}^{8+}$ ions are listed in Table 2 and represent the background contributions for the different silicon detectors. The reported errors were estimated by Monte Carlo varying the limits of the B1 and B2 regions within the parameter errors resulting from the fits, repeating the density calculation and assuming as error one standard deviation of the obtained distribution. For silicon detector No. 20 the upper limit value within $68.27 \%$ confidence level is reported.

## 3. Estimation of the background equivalent cross section

The results reported in the previous Section allow to estimate a background equivalent cross section which defines the MAGNEX spectrometer detection limit in the studied conditions. Regarding the PID impurity contribution in the $\Delta E_{P C} v s . \Delta E_{D C 2}$ plot, the ${ }^{20} \mathrm{~F}^{8+}$ contaminations listed in Table 1 are expected to be connected with the $\left({ }^{20} \mathrm{Ne}\right.$, ${ }^{20} \mathrm{~F}$ ) SCE reaction cross section trend. In fact, the ${ }^{20} \mathrm{~F}^{8+}$ ions represent the ejectiles produced in SCE reaction that was also simultaneously measured during the experimental run here described. Its preliminary analysis highlights a cross section growth at increasing excitation energy. The ratio between the estimated ${ }^{20} \mathrm{~F}^{8+}$ events misidentified as ${ }^{20} \mathrm{O}^{8+}$ over the total ${ }^{20} \mathrm{~F}^{8+}$ identified ones represents the estimated


Fig. 3. (Color online) Panel (a): $X_{f o c}$ vs. $E_{\text {resid }}$ correlation plot after an axis rotation for the events gated by the topological selection shown in Fig. 1(b) for the silicon detector No. 29. Panel (b): projection for the same events on the $X_{f o c}^{*}$ axis. The fit functions described in the text are reported as well as the ${ }^{20} \mathrm{O}^{8+}$ ions identification region (IR-2).

Table 2
PID purity factors of ${ }^{20} \mathrm{~F}^{8+}$ ejectiles ( $\mathrm{R}\left({ }^{20} \mathrm{~F}^{8+}\right.$ ), second column) for selected silicon (Si) detectors (first column). The values are expressed in percentage with respect to the total number of identified ${ }^{20} \mathrm{~F}^{8+}$ ions. PID background contribution to ${ }^{20} \mathrm{O}^{8+}$ events ( $\mathrm{BG}\left({ }^{20} \mathrm{O}^{8+}\right.$ ), third column) in the IR-2. The values are expressed in percentage with respect to the number of identified ${ }^{20} \mathrm{O}^{8+}$ ions.

| Si No. | $\mathrm{R}\left({ }^{20} \mathrm{~F}^{8+}\right)$ <br> $(\%)$ | $\mathrm{BG}\left({ }^{20} \mathrm{O}^{8+}\right)$ <br> $(\%)$ |
| :--- | :--- | :--- |
| 20 | $<7.1 \times 10^{-2}$ | $<1.9 \times 10^{-1}$ |
| 23 | $<6.7 \times 10^{-2}$ | $1.9 \pm 1.0 \times 10^{-1}$ |
| 26 | $2.8 \pm 0.6 \times 10^{-2}$ | $2.8 \pm 0.2 \times 10^{-1}$ |
| 29 | $2.4 \pm 0.3 \times 10^{-2}$ | $3.2 \pm 0.3 \times 10^{-1}$ |

PID purity factor, $R\left({ }^{20} \mathrm{~F}^{8+}\right)$. The corresponding values, obtained for the different silicon detectors, are listed in Table 2. They result quite similar, indicating that the trend of the ${ }^{20} \mathrm{~F}^{8+}$ misidentified events in the DCE channel reflects that of the $\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{~F}\right)$ SCE cross section spectrum. Thus, a constant factor given by the statistically-weighted average of the $R\left({ }^{20} \mathrm{~F}^{8+}\right)$ values - equal to $0.025 \pm 0.003 \%$ - can be extracted. Scaling the $\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{~F}^{8+}\right)$ SCE cross section spectrum by this value, the impurity contribution of ${ }^{20} \mathrm{~F}^{8+}$ in the DCE one is estimated. The deduced contribution is shown in Fig. 4 as a function of the excitation energy ( $E_{x}$ ) for the $\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right)$ DCE reaction.

About the PID background contribution in the $X_{f o c} v s . E_{\text {resid }}$ identification plot, it is likely related to not-exact residual energy measurement by the silicon detectors, due to possible phenomena like incomplete charge collection especially at their edges. However, since the corresponding values reported in Table 2 for the different detectors are almost constant within the error bars, a unique factor given by the weighted average can be adopted $\left(\left\langle\mathrm{BG}\left({ }^{20} \mathrm{O}^{8+}\right)\right\rangle=0.29 \pm 0.02 \%\right)$ and a corresponding uniform cross section spectrum can be finally deduced. Such contribution is reported in Fig. 4 and amounts to $0.22 \pm 0.04$ $\mathrm{nb} / \mathrm{MeV}$.

The equivalent cross section spectra of the two discussed contributions affecting the PID procedure, resulting from the particle identification background and impurity, are reported in Fig. 4 as a function of the system excitation energy for the $\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right)$ DCE reaction. Their sum, also shown in Fig. 4, represents the overall PID background equivalent cross section spectrum of the ${ }^{116} \mathrm{Cd}\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right){ }^{116} \mathrm{Sn}$ reaction. The contribution from the spurious background events is dominant with respect to the impurity one which follows the SCE cross section increase. Such condition results favorable since the interest for the NUMEN project is mainly focused on the low excitation region of the spectrum, where isolated transitions to ground and first excited states should be


Fig. 4. (Color online) Background equivalent cross section spectrum (green band) for the ${ }^{116} \mathrm{Cd}\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right){ }^{116} \mathrm{Sn}$ reaction at 15.3 AMeV as a function of the excitation energy. The PID background (red dotted line) and the ${ }^{20} \mathrm{~F}^{8+}$ impurity (blue line) contributions as well as the ground-state region (ROI-GS) are also depicted. $1 \sigma$ error band is shown only for the total background cross section spectrum for clarity reasons.
visible. Of primary interest, in particular, is the ground-state to groundstate region (ROI-GS) which can be defined as $\pm 2 \sigma$ of the expected peak for the corresponding transition. Such interval determines the background equivalent cross section corresponding to the ground-state transition with a confidence level of $95.45 \%$. Wider confidence intervals would extent up to energy values where the corresponding cross section spectrum could be dominated by the transitions towards the first excited states. In the present case, assuming as expected resolution about 0.8 MeV at full width half maximum, the ROI-GS corresponds to $\pm 0.68 \mathrm{MeV}$. The estimated background value integrated in such region amounts to $0.30 \pm 0.03 \mathrm{nb}$. Such quantity finally determines the minimum cross section significantly measurable by the MAGNEX spectrometer, demonstrating that the DCE cross sections of interest for the NUMEN project are safely measurable.

## 4. Conclusions

We have introduced a method to quantify the particle identification impurity and background of the MAGNEX magnetic spectrometer for
the measurement of cross sections in heavy ion quasi-elastic reactions of interest for the NUMEN project. Combining their results it was deduced, for the first time, a procedure to estimate the expected background equivalent cross section spectrum. Such analysis is crucial because it provides quantitative indications of the minimum cross sections significantly measurable by the present MAGNEX spectrometer experimental set-up. The procedure was applied to the ${ }^{116} \mathrm{Cd}\left({ }^{20} \mathrm{Ne},{ }^{20} \mathrm{O}\right){ }^{116} \mathrm{Sn}$ DCE reaction data but can be extended to any other system or reaction channel. In the presented case, the deduced cross section background value in the ground-state to ground-state region amounts to $0.30 \pm 0.03$ nb. It should be noted that, similar results are expected considering the same reaction channels reported in the paper but with different heavy target systems and bombarding energies, as the ones adopted in the NUMEN experimental runs. In such conditions, both the FPD performances and the SCE reaction yields [27] and, consequently, also the results achieved in this paper, are expected to be comparable. Moreover, the background equivalent cross section values here determined will guide the way towards the next experimental upgrade of the MAGNEX facility, foreseen by the next phase of the NUMEN project.
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