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I N TRODUCT ION

T wo dimensional materials constitute a novel class of nanomaterials whose scienti�c inter-
est is motivated by the intriguing properties arising from their low-dimension structure. In

fact, as in the case of zero-dimensional and mono-dimensional materials, such as quantum dot
and carbon nanotubes, the reduced dimensionality gives rise to peculiar properties compared
to their three-dimension counterparts. Among two dimensional materials, graphene plays a key
role in nanoscience, since it has been the �rst member of this class to be discovered and its appli-
cations are now based on almost �fteen years of basic research. Composed by carbon atoms only,
it is very stable and cheap compared to other two dimensional materials, and it is one of the few
whose sheet thickness is constituted by only a single layer of atoms. As previously stated, the
two dimensional structure of carbon atoms gives rise to unexpected properties in comparison
to those found in graphite and diamond. In fact, extraordinary electrical mobility and thermal
conductivity make graphene attractive for the design of nanosize p-n junctions or transparent
capacitive layers. Furthermore, in spite of a strong structural stability, graphene is very sensitive
to surrounding species because the electronic clouds which are relevant for conduction phenom-
ena are exposed to the surface. This kind of interaction can be pro�tably used both in order to
modify the features of graphene and as mark feature for sensing. Therefore, to determine which
species can interact with graphene and to �nely control the modi�cation occurring in the lat-
ter are mandatory steps in order to implement this phenomena in practicable applications of
graphene.

In this Thesis, the interactions between graphene and two kind of species are explored in their
own aspects at �rst, and then combined together in order to clarify the processes which are at the
basis of the observed phenomena. In particular, the subject of the study is graphene synthesized
by chemical vapor deposition and transferred on various oxide substrates. The �rst interacting
species to be investigated are small molecules, such as nitrogen, carbon dioxide, water and oxy-
gen, for which the interaction with graphene is carried out by means of thermal treatment in
controlled atmosphere. Herein, oxygen is the most signi�cant case since it is able to induce a con-
siderable p-doping in graphene. Thence, the reported study aims to clarify several basic features
of the doping process: dependence on temperature, time kinetics, and in�uence of the substrate
surface (both by comparing di�erent substrates and by considering graphene with no direct con-
tact with the substrate). Furthermore, the study is deepened by evaluating the correlation with
structural modi�cation of graphene and the kinetic of doping removal performed by water. On
the other hand, carbon dots are the second interacting species that is investigated, that is a pe-
culiar kind of carbon nanoparticles which features extraordinary optical emission properties. In
this case, graphene and carbon dots are assembled in a solid phase composite material where
the mutual in�uence between them reveals the presence of a photoinduced electron transfer
from carbon dots to graphene. All the investigation is carried out by using several experimental
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Introduction 2

techniques, such as micro-Raman and micro-photoluminescence spectroscopy and atomic force
microscopy, in order to reveal the electronic and morphological features of the samples.

The Thesis is organized according to the following structure:

chapter 1 brie�y reviews the chemistry of carbon on which the di�erent carbon-based nano-
materials are based. Thereafter, by focusing the discussion on graphene, its fundamental
physical properties (electronic, vibrational, transport) are deeply discussed, by taking care
to highlight their connection with the optical properties of the material, especially for what
concerns Raman spectroscopy.

chapter 2 provides the basics about those interaction processes by which graphene experi-
ences charge transfer phenomena. In particular, Sec. 2.1 and Sec. 2.2 concern the interac-
tion with molecules, usually mediated by adsorption, whereas Sec. 2.3 presents the recent
literature about charge transfer between graphene and nanoparticles. Finally, the key is-
sues of the speci�c carbon nanoparticles used in this Thesis are reported in Sec. 2.4, where
their photocycle and their interaction with surroundings species are brie�y described.

chapter 3 presents the fundamentals of the main experimental techniques used in this The-
sis, namely Raman spectroscopy, photoluminescence spectroscopy, and atomic force mi-
croscopy.

chapter 4 provides information about the synthesis of the samples of graphene and carbon
nanoparticles used in this Thesis. In addition, main technical information about the instru-
mentation used for spectroscopy and microscopy is reported, as well as the design of the
apparatus used for thermal processing.

chapter 5 reports a basic characterization of the graphene samples and the results of the ex-
periments performed on them. In particular, the chapter is divided in two sections: the �rst
one concerns the interaction between graphene and molecules (Sec. 5.1), and the second
one concerns the interaction with carbon nanoparticles (Sec. 5.2). At the end of both sec-
tions, an interpretative model is proposed in order to systematize the results previously
discussed.

chapter 6 concludes the Thesis by summarizing the main results and by suggesting some
future perspective for this research.

Most of the results of this Thesis have been already published on various scienti�c journals.
In addition to the regular citation in the general bibliography, a list of the published contents is
included in the of PhD activities reported at the end of the Thesis.



1 GRAPHENE

F irst observed in 2004 [1], graphene has rapidly established a key role in the branch of ma-
terial science which concerns the investigation of nanomaterials [2]. Its outstanding electri-

cal and thermal transport performances, wide optical transparency, high mechanical resistance
combined with structural �exibility make graphene an interesting material for several applica-
tions [3–5]. Some remarkable examples are solar cells and �exible capacitive systems [3, 6–9],
�eld e�ect, radio-frequency, and vertical THz transistors [10–12], and volatile memories [13]. Be-
sides, the discovery of graphene represented a real turning point also for basic sciences, having
unveiled the existence of two-dimensional materials. Therefore the discovery of graphene repre-
sents a turning point in these application and also a stimulus for the research on nanomaterials
for having unveiled the possibility to isolate and stably observe two-dimensional materials.

According to the IUPAC, graphene is de�ned as a single layer of graphite which is one of the
main macroscopic allotropes of carbon [14]. As depicted in Fig. 1a, graphene can be described as a
polycyclic aromatic hydrocarbon molecule of quasi in�nite extension [14]. In particular, graphene
is ideally composed by only carbon atoms arranged in a honeycomb structure, that is an hexagonal
lattice extending in a single sheet of atoms. Therefore, the key feature of this material consists
in a two-dimensional structure which, as described below, is at the basis of the extraordinary
properties of graphene.

b)a)

Figure 1: (a)Ball and stick model of a portion of graphene sheet where the carbon atoms are arranged in an hexagonal
lattice. (b) Image of graphene captured by optical microscopy, reported from [1].

Since its planar extension can be very large compared to its nanometric thickness (the lateral
size of graphene can easily overcome the thickness by more than three orders of magnitude, as
shown in Fig. 1b), graphene cannot be properly considered neither a large molecule, nor a bulk
material. As well as the other two-dimensional materials, graphene falls into the large family
of nanomaterials, though. Even if the nomenclature of nano-size world is not yet well de�ned,
nanomaterials are said those materials in which at least one external or internal dimension is
on the scale of nanometer [15, 16]. In addition to this fundamental property, nanomaterials are
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1.1 carbon 4

classi�ed according to various factors: constituent elements, characteristic dimensionality, and
elementary or composite structure [15–17]. For the aims of this discussion, it is important to
highlight some of these classes, to which graphene belongs:

carbon-based nanomaterials concerning materials almost entirely composed by car-
bon or in which this element plays a key role in the de�nition of their properties. Some
notable examples are fullerenes, carbon nanotubes, and carbon nanoparticles [17, 18].

low-dimensional materials concerning materials which the nanometric scale implies
a reduced dimensionality (that is the presence of at least one dimension which is much
smaller to the other ones), which gives rise to some peculiar properties. Therefore, as de-
picted in Fig. 2, beyond a classic three-dimensional material, two-, one-, and zero-dimensional
nanomaterials can be found [15, 16].

For the latter class, it is important to note that the limited dimensionality of the materials is not
just a fancy feature, but a fundamental aspect which implies peculiar behaviors and properties
for the nanomaterials which are unknown for the macroscopic case [19]. Basing on the cited ex-

3D 2D 1D 0D
Figure 2: Representative depiction of three-dimensional (3D), two-dimensional (2D), one-dimensional (1D), and zero-
dimensional (0D) structures.

amples, every possible low-dimensional system is well represented by some carbon-based nano-
materials. The capability of carbon to assemble itself in so di�erent structures derives from the
di�erent number and structure of possible bonds which feature this element. Therefore, the inves-
tigation of carbon electronic structure is the starting point to understand structure and properties
of carbon based nanomaterials, and in particular, of graphene.

1.1 carbon
Carbon is one of the most abundant elements on Earth and, since it is at the basis of organic

compounds, the known biology is based on it [20]. Its luck is due to a peculiar propensity to
allotropy. In fact, both in bulk material, and in molecular structures, carbon shows a peculiar
variability in bonding (from two to four bonds with other atoms can subsist, of both single, dou-
ble or triple order) which determines many possible compounds and molecular species based on
it [21, 22]. Carbon is the sixth chemical element of the periodic table characterized by atomic
numer 6, and its electronic con�guration is thereby with four electrons available to form cova-
lent chemical bonds. The electronic con�guration of carbon at the ground state, whose energy
distribution is reported in Fig. 3a, is (1s2)2s22p2 [23]. The valence electrons are thereby placed in
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the 2s orbitals and in the degenerate 2p orbitals. Since only these electrons can be shared with
other atomic species, a maximum of four elecrons are theoretically available to form covalent
chemical bonds [24]. By also considering the excited state obtained by promoting one electron
from 2s atomic orbital to the last free 2p orbital (Fig. 3b), only two or four electrons seem to be
available for bonds. However, this prediction proves wrong, by contrasting the experimental ev-
idences both in bond number and in incorrect orientations. Therefore, the bare atomic orbitals
obtained for hydrogen result inadequate for a valid description of carbon bonds.

a) Ground State b) Excited State Hybridizations

sp3

sp2

sp

c)

Figure 3: Electronic con�guration diagram vs energy for carbon atom in its (a) ground state and (b) excited state.
For the latter, the three possible hybridization types are marked: sp (red), sp2 (blue), and sp3 (green) in panel (c).

A better description is obtained by considering the presence of hybrid orbitals for the valence
electrons of carbon [18, 22]. These orbitals are de�ned as the combination of several simple atomic
orbitals allowed by the slight energy di�erence between them [24, 25]. As depicted in Fig. 3c, three
possible schemes are compatible with the electronic con�guration of carbon [23, 24]:

sp hybridization which involves the 2s orbital and a single 2p orbital (Fig. 4a). The two
hybrid orbitals are placed at intermediate energy (Fig. 4b), are characterized by asymmetric
lobes (due to the 2p contribution), and aligned on a single axis, thus assuming a linear
geometry (Fig. 4c). In the formation of molecular bonds, the sp orbitals contribute to the
formation of a triple bond together with the two remaining 2p orbitals, as in the ethyne
molecule. In this case, the two carbon atoms share the electron of one sp orbital to form a
σ bond and the electrons of both the remaining 2p orbitals to form two π bonds (Fig. 4d).

2p

2s

1s

180°

C
sp

2p

b) Orbitalsa) Hybridization c) Geometry d) Example

Figure 4: (a) sp hybridization scheme and (b) resulting electronic con�guration with hybrid orbitals. (c) Ge-
ometry of sp orbitals, and (d) example of such hybridization in ethyne molecule.
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sp2 hybridization which involves the 2s orbital and two 2p orbitals (Fig. 5a). As in the previ-
ous case, the three hybrid orbitals are placed at intermediate energy (Fig. 5b), but are char-
acterized by asymmetric lobes (due to the 2p contribution) arranged along three di�erent
axes, thus assuming a planar triangular geometry (Fig. 5c). In the formation of molecular
bonds, the sp2 orbitals contribute to the formation of a double bond together with the only
remaining 2p orbital, as in the ethene molecule. In this case, the two carbon atoms share
one electron of one sp2 orbital so as to form a σ bond and the electron of the remaining
2p orbital for the formation of a π bond (Fig. 5d). A notable case is the benzene molecule
whereby the three π bonds give rise to a delocalized orbital all around the carbon hexagon.
Such a feature is relevant for electron transport in carbon systems.

2p

2s

1s
b) Orbitalsa) Hybridization c) Geometry d) Example

C

120°

sp2

2p

Figure 5: (a) sp2 hybridization scheme and (b) resulting electronic con�guration with hybrid orbitals.
(c) Geometry of sp2 orbitals, and (d) example of such hybridization in ethene molecule.

sp3 hybridization which involves the 2s orbital and all of the 2p orbitals (Fig. 6a). As in
the previous case, the three hybrid orbitals are placed at intermediate energy (Fig. 6b),
are characterized by asymmetric lobes (due to the 2p contribution), but are now arranged
along four di�erent axes, thus assuming a tetrahedral geometry (Fig. 6c). In the formation
of molecular bonds, the sp3 orbitals contribute to the formation of single bonds, as in the
ethane molecule. In this case, the two carbon atoms share only the electron of one sp3

orbital so as to form a σ bond (Fig. 6d).

2p

2s

1s
b) Orbitalsa) Hybridization c) Geometry d) Example

C

109.5°

sp3

Figure 6: (a) sp3 hybridization scheme and (b) resulting electronic con�guration with hybrid orbitals.
(c) Geometry of sp3 orbitals, and (d) example of such hybridization in ethane molecule.

1.2 allotropes of carbon

Between the discussed hybridization schemes, only sp2 and sp3 contribute to the various struc-
tures of carbon materials. Nevertheless, the possibility to assume two bond schemes is su�cient
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to determine the presence of carbon allotropes. In this section, the macroscopic allotropes of car-
bon are brie�y discussed as case study of carbon and introduction to the more various case of
nanomaterials, by emphasizing the role of carbon orbital hybridization in the de�nition of the
various structures.

1.2.1 Bulk Materials

Diamond and graphite are the two main forms assumed by carbon in the macroscopic scale [21,
22]. As depicted in Fig. 7, diamond is composed by carbon atoms featuring sp3 hybridization and,
according to the bond geometry of this hybridization, the carbon atoms are arranged in a three-
dimensional tetrahedral lattice (Fig. 7a). On the other hand, graphite is composed by carbon
atoms in sp2 hybridization, which are arranged in various two-dimensional hexagonal lattices,
the latter stacked one upon the other by weak van der Waals interactions (Fig. 7b). From this
perspective, graphite is nothing more than a quasi-in�nite stacking of graphene layers [2].

a) b)

Figure 7: Exemplary ball and stick model of (a) diamond and (b) graphite.

It is impressive that, in spite of the same composition (namely only constituted by carbon),
these two materials show diametrically opposed properties which result exclusively from the
di�erent hybridization of carbon atoms and the consequent di�erent structure which it gives
rise. Diamond has very high hardness, whereas graphite is quite fragile because of the weak
bond between the single layers of which it is made. Besides, graphite is an electrical conductor,
whereas diamond, featured by a bandgap equal to 5.5 eV is an insulator. As a consequence, the
diamond is transparent at the visible light and the graphite has a �at absorption spectrum which
makes it black.

1.2.2 Nano Materials

Heading down to the nanoscale world, many other carbon based structures can be found,
whose properties are related not only to the various hybridization, but also to the limitation
of space dimension. As previously noted, the main carbon based nanomaterials are, in order of
discovery, fullerene (Fig. 8a), carbon nanotubes (Fig. 8b), and graphene (Fig. 8c). Fullerene is a
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0D carbon system constituted by a single shell of carbon atoms arranged in a sphere-like surface
according to a ordinate polyhedral structure. For example, the atomic structure of the most abun-
dant kind of fullerene, namely C60, corresponds to a truncated icosahedron [26]. In general, the
various types of fullerene are obtained on varying the mixed contribution of sp2 and sp3 hybrid
orbitals, with a further amount of the �rst one with increasing of fullerene size [2]. In particular,
by considering an ever larger fullerene, its surface approaches a planar geometry. Finally, as the
diameter approaches in�nity, a perfect 2D system surface is obtained which actually corresponds
to graphene.

a) b) c)

Figure 8: Ball and stick models of (a) fullerene, (b) carbon nanotubes, and (c) graphene.

As mentioned in the previous section, graphene is a single layer of graphite sheet, and only
sp2 hybridization is featured [2]. In the case of fullerene, the contribution of sp3 hybridization
limits the delocalization of electrons on the entire surface [26]. On the contrary, the complete
predominance of sp2 hybridization in graphene allows the formation of continuous delocalized
molecular orbital deriving by π bonds, similar to the case of benzene previously reported [27, 28].
As discussed in the following section, this feature is the key for the peculiar electronic behavior
of graphene.

Finally, carbon nanotubes can be �gured in the midway between fullerene and graphene. In
this case, the carbon atoms are arranged on a cylindrical surface, with length in�nitely larger
than the diameter [2, 29]. As for fullerene, carbon nanotubes are characterized by a mixed contri-
bution of sp2 and sp3 hybrid orbitals which determines their electronic properties ranging from
semiconductor to metal [29]. On the other hand, as in the case of graphene, because of the large
contribution of sp2 hybridization, delocalized orbitals can also occur, depending on the speci�c
structure of the carbon nanotube [29]. In conclusion, the particular structure assumed by carbon
atoms in the various nanomaterials strongly a�ects the distribution of electron orbitals and the
electronic behavior of carbon nanomaterial.

1.3 electronic structure of graphene

The band structure of graphene can be derived by various methods, such as Density Func-
tional Theory [30], pseudo-potential [31], and tight binding method [32–34]. The latter method,
in spite of its simplicity, provides a useful description of the contribution of π and σ orbitals in
the electronic structure, and in particular in the electron transport in the material. Accordingly,
the following discussion is focused on this method only.
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1.3.1 Tight Binding Method

A simple way to reconstruct the total wavefunction of a poly-atomic system (both for molecules
and solids) is to use a Linear Combination of Atomic Orbitals (LCAO) of each single atom [23,
35]. Herein, the tight binding approximation consists in the assumption that the in�uence of each
atom on the other is small, and therefore the atomic orbitals of free atoms can be used for their
total energy determination [23, 35].

In accordance with the Bloch’s theorem, the wavefunction of an electron Φ subjected to a
periodic potential (as in the case of crystals) is independent from translations along the lattice
vectors ai, and must thereby be expressed in form of Bloch’s function, that is as product of a
planewave of wavevector k and a lattice-periodic function:

ψ(k, r) = eik·r ϕ(r), with ϕ(r) = ϕ(r− R) (1)

where R marks the position of the atom [23]. In a crystal with n atoms in its unit cell, n Bloch
functions can be used as eigenstate basis and the wavefunction of the i-th atom is given by

Φi(k, r) =
1√
N

N

∑
R

eik·R ϕi(r− R) (i = 1, · · · , n) , (2)

where the summation is taken over the positions of the atom R in the unit cell, for the (N ~ 1024)
unit cells of the crystal, and ϕi are the atomic orbitals of the i-th state. Therefore, any wavefunc-
tion can be expressed in terms of such set of functions:

Ψi(k, r) =
n

∑
j=1

cij(k)Φj(k, r) , (3)

where cij are the coe�cients of vector decomposition. Given the Hamiltonian H of the solid
system, the solution of the Schrödinger’s equation for the wavefunction Ψi

HΨi = EΨi , (4)

is given by the i-th eigenvalue of Hamiltonian Ei(k)(i = 1, · · · , n) for a given k. Its value can
be written as

Ei(k) =
〈Ψi|H|Ψi〉
〈Ψi|Ψi〉

=

∫
Ψ∗i HΨidr∫
Ψ∗i Ψidr

. (5)

Substituting the Eq. 3 in Eq. 5 the following equation is obtained:

Ei(k) =

n
∑

j,k=1
c∗ijcik 〈Φj|H|Φk〉

n
∑

j,k=1
c∗ijcik 〈Φj|Φk〉

=

n
∑

j,k=1
c∗ijcikHjk

n
∑

j,k=1
c∗ijcikSjk

, (6)
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where the integrals over the Bloch’s orbitals H and S are called transfer integral and overlap

integral matrices, respectively, and their elements are de�ned as

Hjk = 〈Φj|H|Φk〉 , Sjk = 〈Φj|Φk〉 (j, k = 1, · · · , n). (7)

The coe�cients c∗ij are thereby optimized to minimize the eigenvalues of energy Ei(k). In
particular, by imposing the local minimum condition in the partial derivatives

∂Ei(k)
∂c∗ij

=

n
∑

k=1
cikHjk

n
∑

j,k=1
c∗ijcikSjk

−

n
∑

j,k=1
c∗ijcikHjk(

n
∑

j,k=1
c∗ijcikSjk

)2

n

∑
k=1

cikSjk = 0 (8)

the following equation is derived:

n

∑
k=1
Hjkcik = Ei(k)

n

∑
k=1
Sjkcik . (9)

By de�ning the column vector of coe�cients Ci, the Eq. 9 can be expressed in matrix format as

HCi = Ei(k)SCi, with Ci =


ci1
...

cin

 , (10)

and transposing the right hand side to the left, the following equation is obtained:

[
H− Ei(k)S

]
Ci = 0 . (11)

This matrix equation has nontrivial solution (Ci 6= 0) if the secular equation is satis�ed, that is if
the determinant ofH− Ei(k)S is null:

∣∣H− Ei(k)S
∣∣ = 0 . (12)

The secular equation here reported is an equation of degree n, whose solutions give the n eigen-
values of energy, that is the energy dispersion relations (or energy bands) Ei(k). Therefore, the
procedure to derive these bands in tight binding methods is as follow [33]:

1| Specify the lattice vectors ai and the unit cell. Specify the coordinates of the atoms in the unit
cell and select n atomic orbitals which are considered for the calculation.

2| Specify the reciprocal lattice vectors bi and the Brillouin zone. In the latter, select the high
symmetry points and k points along the high symmetry axes.

3| For the k points, calculate the transfer integrals and the overlap integrals.

4| Substitute the latter in the secular equation to obtain the energy bands Ei(k).
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1.3.2 Energy Bands

In order to describe the electronic structure of graphene, the �rst aspect to consider is the
crystalline structure of the material. As previously discussed, graphene is composed by carbon
atoms arranged in an hexagonal structure. As shown in Fig. 9, this structure is equivalent to the
composition of two hexagonal Bravais lattices, marked by A and B [23, 34]. The position of each
carbon atom in the space can be decomposed in terms of an opportune basis as R = ma1 + na2

where m and n are two integers, and a1 and a2 are the two lattice vectors de�ned as

a1 = a
(

3
2

,

√
3

2

)
, a2 = a

(
3
2

,−
√

3
2

)
(13)

in terms of their (x, y) coordinates, where a = 1.42 Å is the lattice constant of graphene expressed
in terms of the C-C bond length. These vectors also de�ne the primitive cell of graphene lattice
which, because of the composition of the two sub-lattices, includes two carbon atoms [34]. In
addition, with reference to each carbon atom, the positions of �rst-nearest neighbors (belonging
to the other sub-lattice) are given by the vectors

δ1 = a
(

1
2

,

√
3

2

)
δ2 = a

(
1
2

,−
√

3
2

)
δ3 = a

(
−1, 0

)
, (14)

whereas the six second-nearest neighbors (belonging to the same sub-lattice) are placed at

δ
′
±1 = ±a1 , δ

′
±2 = ±a2 , δ

′
±3 = ±(a2 − a1) [34]. (15)

The vectors b1 and b2 describing the reciprocal lattice of graphene, de�ned as aibj = 2πδij are

b1 =
2π

3a
(
1,
√

3
)

, b2 =
2π

3a
(
1,−
√

3
)

[23]. (16)

a1

a2

δ1

δ2

δ3

PC

A B

y

x

ky

kx

b1

b2

Γ Μ

Κ

Κ'

PC
BZ

b)

Reciprocal spaceReal space

a)

Figure 9: (a) Hexagonal structure of graphene in the real space. The atoms are distinguished in accordance to the
two sub-lattices A (green) and B (red) to which they belong. Primitive vectors (a1 and a2) and �rst near-neighbor
vectors (δ1, δ2 and δ3) are marked and primitive cell (PC) is highlighted. (b) Reciprocal lattice of graphene. Primitive
vectors (b1 and b2), and high symmetry points Γ, K, K′, and M (yellow) are marked. The PC and the �rst Brillouin
zone (BZ) are highlighted. Adapted from Ref.[34].



1.3 electronic structure of graphene 12

The most important region in the reciprocal space is the �rst Brillouin zone, since the remain-
ing space is a periodical copy of this basic zone. In particular, the notable points of Brillouin
zone are the high symmetry points Γ, K, K′, and M, which are placed at the center of the �rst
Brillouin zone, at its corners and at the center of its sides, respectively. These points are given in
terms of (kx, ky) coordinates by

Γ =
(
0, 0
)

, K =

(
2π

3a
,

2π

3
√

3a

)
,

M =

(
2π

3a
, 0
)

, K′ =
(

2π

3a
,− 2π

3
√

3a

)
[34]. (17)

Due to the periodicity of atoms in a crystal lattice, the entire discussion of the electronic struc-
ture can be restricted to the couple of atoms included in the unit cell. Since di�erent bands can
be derived by considering the π or the σ orbitals of both carbon atoms, the Bloch’s function for
electrons in the unit cell of graphene is given by:

Φj =
1√
2

∑
Rα

eik·Rα ϕj(r− Rα), (α = A, B) , (18)

where the summation is taken over the position Rα for the A and B carbon atoms. As discussed
in the Sec. 1.1, the π molecular orbital between carbon atoms of graphene is obtained by the
combination of the remaining 2pz orbitals. In this case, the Eq. 18 can be written as

Ψπ =
1√
2

(
eik·RA ϕA(r− RA) + eik·RB ϕB(r− RB)

)
, (19)

where ϕA,B = 2pz, RA = δ3, and RB = 0. In accordance with the tight binding approxima-
tion, only the contributions from terms up to nearest-neighbors are considered in order to easily
calculate the transfer and overlap matrix elements. By substituting Eq. 19 in Eq. 7, the diagonal
elements ofHAA atom is given by:

HAA =
1
N

N

∑
RA

N

∑
R′A

eik(R
′
A−RA) 〈ϕA(r− RA)|H|ϕA(r− R

′
A)〉 =

=
1
N

N

∑
RA=R′A

ε2pz︸ ︷︷ ︸
same atom

+
1
N

N

∑
RA=R′A±δ3

e±ik·δ3 〈ϕA(r− RA)|H|ϕA(r− R
′
A)〉︸ ︷︷ ︸

�rst nearest-neighbors

+ . . . =

= ε2pz + . . . (20)

where, for the sake of simplicity, the small contribution of �rst nearest-neighbors is neglected
since the highest contribution arises from the same atom terms. Similarly, the second diagonal
term of B atom is given byHAA = ε2pz . On the contrary, the highest contribution for the calcu-
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lation of the o�-diagonal element HAB arises from nearest-neighbor placed at RB = δ1,2,3, the
elements can be written as

HAB =
1
N

N

∑
RA

N

∑
RB

eik(RB−RA) 〈ϕA(r− RA)|H|ϕA(r− RB)〉 =

= t
(
eik·δ1 + eik·δ2 + eik·δ3

)
= t
[

2ei kx
2 a cos

(
ky
√

3
2

a
)
+ eikxa

]
= t f (k) , (21)

where t = 〈ϕA(r− RA)|H|ϕA(r− RB)〉 and the function f (k) is the sum of the phase factors.
Similarly, the further o�-diagonal element is given by HBA = H∗AB = t f ∗(k). On the other
hand, by using similar arguments, the elements of overlap matrix are given by:

SAA = SBB = 1, SAB = s f (k), SBB = s f ∗(k) , (22)

where s = 〈ϕA(r− RA)|S|ϕA(r− RB)〉. Therefore, the secular equation takes the form

∣∣H− EπS
∣∣ = ∣∣∣∣∣HAA − EπSAA HAB − EπSAB

HBA − EπSBA HBB − EπSBB

∣∣∣∣∣ = (23)

=

∣∣∣∣∣ ε2pz (t− Eπs) f (k)
(t− Eπs) f ∗(k) ε2pz

∣∣∣∣∣ = 0 ,

thus obtaining the energy dispersion relation in the form

E±π =
ε2pz ± t

√
| f (k)|

1± s
√
| f (k)|

≈ ε2pz ± t
√
| f (k)| − s| f (k)|+ . . . , (24)

where the values for the choice of + or− sign correspond to the energy bands of π and π* molec-
ular orbital, that is valence and conduction band respectively, and the modulus of the complex
function f (k) is given by

| f (k)| = 3 + 4 cos
(√

3
2

kya
)

cos
(

3
2

kya
)
+ 2 cos

(√
3kya

)
=

= 1 + 4 cos
(√

3
2

kya
)

cos
(

3
2

kya
)
+ 4 cos2

(√
3kya
2

)
. (25)

The parameters t and s are not uniquely identi�ed, but their values are typically given in the range
t = -(2.8–3.033) eV and s = 0.07–0.129 eV in order to �t theoretical or experimental data [34].
In addition, the energy for wavevector null E(0) = ε2pz is usually chosen null, but its exper-
imental value corresponds to the work function of graphene with no charge doping equal to
φGr = -4.6 eV [36].

A representation of the energy dispersion relations of Eq. 24 is plotted in Fig. 10 for �nite values
of t and s from Ref. [34]. Some important features of graphene energy bands can be highlighted.
For s ≈ 0, the conduction and the valence bands are asymmetric and thus the electron-hole
symmetry is broken. As a result of the symmetry between the A and B sublattices (that is these
lattices are composed by the same atomic species), the two bands are not completely separated,
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but they are in contact at the K and K′ points of Brillouin zone. In particular, the expansion of
the full band structure of Eq. 24 close to the K and K′ points is isotropic and it is given by

E±(k) ≈ ±}vF|k|+ O
[
(k/K)2] = 3

2
ta|k| , (26)

where vF = 3ta/2} ∼ 106 m/s is the Fermi velocity [34]. At the K and K′ points the dispersion
relation thereby follows a linear relation, thus resembling the form of an ultrarelativistic particle
described by the Dirac equation for e�ective massless particle [34, 37, 38]. Therefore, the energy
bands of graphene at the K and K′ points are commonly said Dirac cones. Besides, a maximum
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Figure 10: (a) 2D, and (b) 3D surface plots of graphene energy bands for �nite values of coe�cients in Eq. 24 equal
to t = 2.7 eV and s = 0.2t and ε2pz = 0. The high symmetry point Γ, K, K′, and M in the �rst Brillouin zone (white
hexagon) are marked by labels

and a saddle point are determined at the Γ and M, respectively, where in addition a bandgap of
~20 eV and ~6 eV are found. Due to this feature, graphene is a semiconductor with null bandgap,
hence it falls under the category of semimetals. Finally, since the electronic density n is related
to the Fermi momentum kF by the relation n = k2

F/π, a relation with Fermi energy can be
established in the form [34]

EF = }vF
√

πn . (27)

Since the vibrational spectroscopic features of graphene are closely related to the value of EF, the
Eq. 27 �nds wide use in the estimation and in the control of graphene p- or n- type doping [37].

1.3.3 Charge Carrier Density

The dispersion relation E(k) obtained in Eq. 24 provides the information of what energy is
allowed for the states in conduction or valence bands at given wave vector k. However, in order
to achieve a complete description of electronic behavior of graphene it is necessary to answer to
the following questions [23]:
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• how many states exist for a given energy?

• what is the probability of occupation of these states?

Concerning the latter question, due to the fermionic nature of electrons, the probability that a
conduction electron of graphene occupies a state at given energy is described by the Fermi-Dirac

distribution given by

f (E) =
1

1 + e
(

E−EF
kBT

) , (28)

where EF is the Fermi energy of the system, kB is the Boltzmann constant, and T is the statistic
temperature of the system [39]. This distribution is a step-like function which indicates that
the occupation of energy levels placed below EF has even probability, whereas the occupation
probability fades for energy levels placed above EF. The smoothness of f (E) decreases for ever
lower T, up to assume a full step shape.

On the other hand, the way in which the states are distributed on energy, that is their degener-
acy, is described by the density of states g(E) [23, 39]. Despite an analytic derivation of graphene
density of states is possible by assuming s = 0 in Eq. 24, only a qualitative discussion is here re-
ported, by taking care to highlight the most relevant aspects concerning graphene: the derivative
of dispersion relation E(k), and the reduced dimensionality of the system.

By considering the density of states at a given energy g(E), the number of states at energy
between E and E + dE is expressed by g(E)dE. This quantity can be obtained by integrating
g(k)d3k, that is the number of states with wavevector between k and k + dk over the entire
k-space [23]

g(E)dE =
∫

g(k)d3k . (29)

As previously noted, the dimension of the k-space is equal to the dimension n of real space, and
therefore, a hypersurface de�ned in this space is characterized by dimension n− 1. By labelling
the electronic states by their wave vector, and by considering the possible states of a system at
a given energy E0, a corresponding hypersurface Sk(E0) is selected in the k-space [23, 39]. The
integrand of Eq. 29 can be evaluated as

g(k)d3k = 2
volume of k-space occupied by states at energy E0

volume of k-space occupied by a single state = 2
δ(E0 − E(k))d3k

uk
, (30)

where the factor 2 is due to the spin degeneracy, and thus the Eq. 29 becomes

g(E)dE = 2

∫
δ(E0 − E(k))

uk
d3k . (31)

This volume integral can be expressed as a surface integral over the isoenergy surface Sk(E0). In
particular, the volume element d3k can be written as d2Sdk⊥. The vector k⊥ is perpendicular to
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the surface Sk(E0), and proportional to the gradient of energy |∇kE|. Thence its di�erential is
dk⊥ = 1/|∇kE|dE, and the Eq. 31 can be given by

g(E) = 2

∫
Sk(E)

d2Sdk⊥
uk

= 2

∫
Sk(E)

d2S
uk

1
|∇kE(k)| . (32)

In this equation, it is easy to note that, for speci�c value of k in which ∇kE(k) = 0, that is
minima, maxima and saddle points of E(k) the density of states g(E) diverges, giving rise to the
so-called van Hove singularities [23]. On this basis, for a free gas of electrons of a n-dimensional
system, the number of states up to energy EF = }2k2

F/2m is given by the integral

N(EF) =
2

uk

kF∫
0

dnk . (33)

By considering the dependence on the modulus of the wave vector |k| = k only, the surface
element in the second member of Eq. 33 is proportional to the surface of a (n− 1)-sphere

dnk =

4πk2dk, 3D system 2πkdk, 2D system

dk, 1D system δ(k)dk, 0D system,
(34)

The density of states is thereby obtained through the derivative of the solution of Eq. 33 for the
various volume elements of Eq. 34. In general, the dependencies on energy obtained for g(E) are
given by

g(E) =

∝
√

E, 3D system ∝ E0, 2D system

∝ 1√
E

, 1D system ∝ δ(E), 0D system,
(35)

and therefore no general dependence of density of states on energy should be guessed for 2D
systems, as for example electrons in graphene.

On the basis of these arguments, it is possible to comment the density of states of graphene
reported in Fig. 11. Since the 2D nature of the system no general trend on energy is determined.
However, two van Hove singularities are determined by the saddle point for E(k) at the M point
(Fig. 10). As mentioned in the discussion of the energy bands, the symmetry between electrons
and holes is broken for s 6= 0. Such an aspect involves the density of states too, where the
density of states for holes is enhanced by the symmetry break. Finally, for ideal graphene the
density of states vanishes for E = ε2pz , whereas for doped graphene non-null contributions can
be introduced [40].
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Figure 11: Density of states of graphene calculated by assuming (a) s 6= 0, and (b) s = 0 in Eq. 24. (c,d) Detailed
plot of energy near to ε2pz . Figure adapted from Ref. [34].

1.4 optical properties

On the basis of the electronic structure, it is possible to properly interpret the optical proper-
ties of graphene, thus relating information obtained by various spectroscopies to the electronic
structure of graphene. In this section, the optical absorption and the light emission of graphene
are brie�y described. Since its relevance in the investigation of graphene properties, inelastic
light scattering processes, that is Raman scattering, will be discussed in Chp. 3.

1.4.1 Light Absorption

Because of the zero bandgap between valence and conduction bands, graphene absorbs light
in a wide range of the electromagnetic spectrum, that is in the far-infrared (FIR), mid-infrared
(MIR), near-infrared (NIR), visible, and ultravioled (UV) spectroscopic region, as illustrated in
Fig. 12 [41]. For undoped graphene, the theoretical optical conductivity is found to be independent
of frequency and equal to

σ(ω) =
πe2

2h
, (36)
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where e is the electron charge, and h is the Planck’s constant, and the optical absorbance is
thereby given by

A(ω) =
4π

c
σ(ω) = πα ≈ 2.29% , (37)

where c is the speed of light. The optical absorption of graphene is thereby proportional to the
�ne structure constant α, and equal to about 2.3% of incident light [42, 43]. It is impressive that
such an absorption is caused by a single layer of carbon atoms, but since almost all of the light is
transmitted, graphene can be still considered a good candidate to be used as transparent conduc-
tive layer [3]. However, a simple white absorption is nearly restricted to the NIR-visible region
because of two critical factors: the Fermi level determined by doping (by which graphene is
actually almost always a�ected, even if unintentionally) and the singularities in the density of
states [3, 41, 43]. Due to the large bandgap at the Γ point of the �rst Brillouin zone, the optical
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Figure 12: (a) Diagram of intraband light absorption transitions at the K point of graphene Brillouin zone showing
the absorption of photons at various energies (}ω, continuous arrows) assisted by phonon/defect scattering (k, dashed
arrows). (b) Diagram of interband light absorption transitions at the K and M points showing the absorption of
photons at various energies (}ω) for allowed and forbidden transitions. (c) Light absorption of graphene in the far-
infrared (FIR), mid-infrared (MIR), near-infrared (NIR), visible (VIS) regions due to intraband and interband transitions
at the K point. The e�ect of non-null graphene Fermi Energy determines the enhancement of absorption in the FIR
region and the quenching in the MIR region due to oscillator strength sum rule and Pauli blocking, respectively. Finally,
the absorption band in VIS-UV region due to the transition at M point is also reported. Adapted from Refs. [44–46].

phenomena in graphene are related to electron placed near the K and the M points, depending on
the amount of energy involved. In particular, at low energy, intraband transitions are activated,
whereas interband transitions arise at higher energy [41].

In the FIR region, the optical absorption of graphene is due to intraband indirect transitions,
whose diagram is shown in Fig. 12a. In this case, both the start and the �nal electronic states are
placed in the valence band, and a phonons or defect assisted scattering of electrons is required
in order to satisfy the momentum conservation. These transitions occur both for free carriers
and collective charge carriers (plasmons) [41]. In this case, concerning free carriers, the optical
response is described by sheet conductivity obtained in Drude model:

σ(ω) =
σ0

1 + iωτ
, (38)

where σ0 is the conductivity and τ is the electron scattering time. From this quantity the Drude
weight D = πσ0/τ is derived, the latter corresponding to the integrated oscillator strength of
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free carrier absorption. For the massless electrons of graphene, the Drude weight is given by
D = e2vF

√
πn, thus relating the intensity of the optical absorption to the charge carrier density

n [41]. Concerning plasmons, the absorption is favored by the low e�ective electron mass in
graphene and by the high doping levels attainable in graphene. In this case, an absorption band
is found at a speci�c plasmonic resonance frequency ωp ∼102 cm-1, which value can be tuned by
the charge carrier density according to a proportionality relation given by ωp ∝ n1/4 [41, 47].

On the other hand, the optical absorption from MIR and NIR region is related to interband
transitions (shown in Fig. 12b) in which the electrons are promoted by the valence band to the
conduction band [41]. Contrary to the previous case, also direct transitions are allowed, and
the speci�c weight of direct and indirect transitions depends on light energy: direct processes
dominate the low energy transitions (}ω ≈ 0.1–2 eV), whereas indirect processes prevail in the
case of high energy transition (}ω ≥ 3 eV) [48]. As in the case of intraband transitions, the
features of interband transitions are closely dependent on the doping state of graphene. In fact,
as suggested by the diagram shown in Fig. 12b, the lack of electrons in valence band due to p-
doping induces Pauli blocking of optical transition at energy lower than 2|EF|[41, 46], and hence
the absorption of graphene can be tuned by the doping. For graphene with chemical potential
close to its Fermi energy, the sheet conductivity is given by

σ(ω) =
πe2

4h

[
tanh

(
}ω + 2EF

4kBT

)
+ tanh

(
}ω− 2EF

4kBT

)]
, (39)

where T is the temperature and kB is the Boltzmann constant, characterized by a step-trend
smoothed by temperature [41]. Therefore, as shown in Fig. 12c, the increase of charge doping
induces the formation of an absorption edge, below which no absorption is found, and there-
fore, as e�ect of oscillator strength sum rule, the absorbing oscillators lost in the MIR region
are transferred to the low energy oscillators in the FIR region [44]. Further speci�c examples of
doping-dependent interband transitions in graphene will be discussed in the following sections.

Finally, in the visible-NUV region , the absorption spectrum of graphene signi�cantly deviates
by the universal value πα, by featuring the broad asymmetric band at about }ω0 = 4.62 eV
shown in Fig. 12c [41]. Such a feature is determined by transitions near the M point, that is the
saddle-point of the Brillouin zone, where the density of states features a logarithmic divergence
proportional to − log |1−ω/ω0|. In addition, a many-body e�ect – that is electron-electron or
electron-hole interactions – is involved in this process, thus determining the asymmetry of the
considered band [41].

1.4.2 Light Emission

Since the lack of bandgap into the band structure of pristine graphene, the photocycle of pho-
toexcited graphene usually ends in non-radiative recombination [41]. In fact, as illustrated in
Fig. 13a, the electron-hole pairs generated by interband transition thermalize by rapidly relaxing
towards low energy states. In particular, during the relaxation path, electron and holes di�erenti-
ate their momenta, and hence the radiative recombination is prevented by the lack of momentum
conservation. Therefore, the photoluminescence of graphene cannot be revealed in steady state
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condictions, but only by means of ultrafast spectroscopy. The emission of thermalized electron-
hole pairs features a wide emission pro�le (Fig. 13b), and decays in various time scales: fast 5–20 fs
decay for direct recombination, and slow 100–250 fs and 1 ps decay for phonon assisted recom-
bination [48]. Concerning doped graphene, the probability of radiative recombination of non-
thermalized electron-hole pairs is dramatically enhanced. In fact, considering an electron-hole
pair excited at energy }ω ≥ 2|EF|, once the electron relaxes at energy lower than |EF|, it will
easily �nd an hole with equal momentum wherewith recombine, as depicted in Fig. 13c. The emis-
sion spectrum of doped graphene is shown in Fig. 13d, whose emission peak, placed at 2|EF|, is
tuned by the doping level.

b)

EF
ħωA K

a)

ħωE

-

EF

ħωA K

c)

ħωE

-
d)

Figure 13: (a) Diagram and (b) spectra of photoluminescence thermalized electrons in graphene. (c) Diagram and
(d) spectra of photoluminescence non-thermalized electrons in graphene. Adapted from Refs. [41, 48].

1.5 vibrational properties

The modi�cation of some graphene properties (obviously structural, but also electronic) is re-
�ected in some deviation from the ideal lattice, and it follows that even the vibrations of lattice
change. Therefore, the investigation of graphene cannot ignore the use of some vibrational spec-
troscopies. As discussed in the previous section, the information provided by IR spectroscopy is
mainly related to intraband or interband electronic transitions. For such a reason, Raman spec-
troscopy is almost exclusively used in order to investigate vibrational properties of graphene.

Raman spectroscopy has emerged as one of the most powerful methods in the investigation of
graphene. On the one hand, Raman spectroscopy is an easy technique, is practicable at relatively
low costs, no invasiveness, and in various experimental conditions. On the other hand, despite
its simple structure, graphene features a very rich Raman spectrum, composed by several well
de�ned bands. As shown in Fig. 14, several bands of graphene are shared with other carbon-based
materials but characterized by di�erent features due to the strong sensitivity of Raman spectra
to di�erent structures. Concerning graphene, the main Raman bands which are related to one-
phonon scattering processes are labeled as G (~1580 cm-1), and the defect-assisted D (~1350 cm-1),
and D' (~1620 cm-1). These bands are accompanied by those related to the respective two-phonons
processes, 2D (~2680 cm-1), 2D' (~3250 cm-1) and some composite bands, D+D' (~1580 cm-1), and
D+D'' (~2450 cm-1). Thanks to the richness and clarity of the Raman spectrum of graphene, it is
possible to use it as �ngerprint, and a lot of information can be extracted by whatever anomaly
in the band position or intensity [49, 50].
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Figure 14: (a) Raman spectra of (top to bottom) monolayer graphene, highly oriented pyrolytic graphite (HOPG),
single-wall carbon nanotube (SWNT), single-wall carbon nanohorns (SWNH) and hydrogenated amorpous carbon.
The label for the main bands are reported. Adapted from Ref. [49]. (b) Raman spectra of defected monolayer graphene.
Adapted from Ref. [50]

In this section, the vibrational properties of graphene are reported with regard to the normal
modes and the phonon dispersion which belong to its lattice. These elements will be progressively
related to the Raman active modes and to the Raman scattering processes which cause the typical
spectrum of graphene. Finally, the relation between spectroscopic features and the properties of
interest for this thesis, that is doping and strain, are reported. The theoretical and practical aspects
of inelastic light scattering at the basis of Raman spectroscopy will be discussed in a dedicated
section of Chp. 3.

1.5.1 Normal Modes and Phonon Dispersion

The vibrational properties of a material are fundamentally related to the symmetry of the
crystalline lattice which constitutes it. In fact, the symmetry is involved in the de�nition of the
main vibrational features, such as phonon dispersion and normal modes. Concerning the latter,
they determine every possible vibrations of the lattice. The honeycomb lattice of graphene dis-
cussed in Sec. 1.3 is characterized by a symmetry which belongs to the space group P6/mmm. The
quantized vibrations of graphene, that is the phonons, are labeled by their wavevector q, with
modulus q. The latter cannot assume arbitrary values, but is limited to values belonging to the
�rst Brillouine zone of the reciprocal lattice shown in Fig. 9.

The energy, and thus the frequency of phonons in graphene can be given by a force constant
model by means of which, in all similar to the case of electrons discussed in Sec. 1.3.2, the dis-
persion relation between frequency and wavevector and a density of states are obtained [49].
The calculated branches are shown in Fig. 15a and labeled in accordance to the kind of motion to
which carbon atoms are subjected. In order of decreasing energy, the branches are distinguished
as: three optical (O) and three acoustic (A) by involving or not a variation in charge momentum.
Among them, one longitudinal (L) and two transverse (T) are distinguished according to whether
the atom motion occurs along or perpendicular to the direction of the wavevector. In addition,
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Figure 15: (a) Phonon dispersion relation of graphene along the direction connecting the high-symmetry points Γ,
K, and M. Phonon branches are labeled in accordance with their type of atomic displacement. The contribution to
Raman scattering is indicated, as well as the corresponding range of phonon wavevector. (b) Phonon density of states
(DOS) of graphene. The contribution of Raman mode at di�erent phonon frequency is indicated by color. Adapted
from Refs. [51, 52].

for transverse branches only, in-plane (i) or out-of plane (o) are distinguished according to whether
the atom motion is in or out of the graphene plane [49].

A key feature is shown by the iTO and LO phonon branches where the so-called Kohn anomaly

can be observed, that is the presence of cusps at the Γ and K points (Fig. 15a). Such a feature is
typically found in metals, due to the relevant electron-phonon coupling, and is thereby a sign
of the semimetallic nature of graphene [53–55]. In particular, the motion of nuclei in metals
is screened by the electrons, which can be described as a dielectric medium. It is shown that
the derivative of phonons frequency is related to the derivative of this dielectric function. As
a consequence, any singularity in the dielectric function is re�ected to the phonon dispersion.
The singularity and thereby the Kohn anomaly may occur for q = k1 − k2, where k1 and k2

are both on the Fermi surface. In graphene, the Fermi level is at k = K, and since K′ = 2K,
two Kohn anomalies occur, for q = Γ = 0 and q = K. Finally, the weight of various branches
is indicated by the phonon density of states shown in Fig. 15b, thus allowing the assignment of
phonon branches to spectroscopic bands [49].

The most relevant vibrational contributions come from phonons near to the Γ and K points.
The atom displacement of these modes in graphene is illustrated in Fig. 16. At the Γ point (q ≈ 0),
the wavevector features a symmetry belonging to the point group D6h, to which six normal modes
belong: A2u, B2g, E1u, and E2g, with double degeneration for the last two modes. Between them,
only the two E2g modes are Raman active modes (Fig. 16a). Besides, at the K point (q 6= 0), the
wavevector features a symmetry belonging to the point group D3h, to which six normal modes
correspond: A'1, A'2, E', and E'' with double degeneration for the last two modes (Fig. 16b). In this
case, all of these modes are Raman active, albeit they feature di�erent intensity [50].

On the basis of this information, it is possible to assign the Raman bands of graphene to speci�c
phonon branches and atom displacement. Concerning phonons near to the Γ point, the G band
corresponds to the two degenerate E2g modes for phonons in the iTO branch. By removing this
degeneracy, the G band is splitted in two bands, G+ and G–, as in the case of carbon nanotubes
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or strained graphene. Moreover, the D', 2D' bands correspond to the two E2g modes for phonons
in the LO branch. Concerning phonons near to the K point, the D and 2D bands correspond to
the A'1 mode for phonons in the iTO branch, whereas the D'' band corresponds to the mode E' in
the LA branch. Finally, the other minor Raman bands (rarely measurable due to their very low
signal intensity) D3, D4, and D5 correspond to the modes E'', E', and A'2 for phonons in the oTA,
LA, and iTA branches, respectively [50].

a) q ≈ Γ

LA E1u D6h iTA E1u D6h

LO E2g D6h iTO E2g D6h oTO B2g D6h

LA E' D3h iTA A'2 D3h oTA E'' D3h

LO E' D3h iTO A'1 D3h oTO E'' D3h

oTA A2u D6h
oTA A2u D6h

b) q ≈ K

Figure 16: Phonon modes of single-layer graphene at wavevector equal to (a) q ≈ Γ and (b) q ≈ K. Each mode
is indicated by the symmetry of wavevector, the space group label in Mulliken notation, and by the type of the
corresponding atom displacement, Adapted from Refs. [50].

1.5.2 Raman scattering processes

Numerous types of Raman scattering processes occur in graphene. With reference to the types
discussed in Chp. 3, graphene features both resonant and non-resonant scattering, as well as
one-phonon, two-phonon, and defect-assisted scattering. In addition, intravalley or intervalley
scattering occur whether the light-generated electron-hole pair is scattered by a low-wavevector
(low-q, for q ≈ Γ) or high-wavevector (high-q, for q ≈ K), and thus involving electronic states
in a single or two Dirac cones, respectively. As illustrated in Fig. 17, the main Raman bands of
graphene originate from the following processes [56]:

g band: belongs to a single-phonon process, in which a non-resonant electron-hole pair is scat-
tered by a low-wavevector phonon in iTO branch corresponding to the two E2g vibrational
modes (Fig. 17a).

d ' band: belongs to an intravalley defect-assisted single-phonon process, in which a resonant
electron-hole pair is scattered by a low-q phonon in LO branch corresponding to the two
E' vibrational modes and by a defect (Fig. 17b,c).

2d ' band: intravalley two-phonon process, in which a resonant electron-hole pair is scattered
by two equal low-q phonons in LO branch corresponding to the two E' vibrational modes
(Fig. 17d).
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d band: intervalley defect-assisted one-phonon process, in which a resonant electron-hole pair
is scattered by a high-q phonon in iTO branch corresponding to the A'1 vibrational mode
and by a defect (Fig. 17e).

2d band: intervalley two-phonon process, in which a resonant electron-hole pair is scattered
by two equal high-q phonons in iTO branch corresponding to the A'1 vibrational mode
(Fig. 17f,g).

d+d ' band: intervalley defect-assisted two-phonon process, in which a resonant electron-hole
pair is scattered by two di�erent wavevector phonons, the one at low-q in iTO branch
corresponding to the two E' vibrational modes and the other at high-q in the LO branch
corresponding to the A'1 vibrational mode, and by a defect (Fig. 17h).

d+d ' ' band: intervalley defect-assisted two-phonon process, in which a resonant electron-
hole pair is scattered by two di�erent wavevector phonons both at high-q value, the one
in the iTO corresponding to the two E' vibrational modes and the other in the LA branch
corresponding to the E' vibrational mode(Fig. 17f,g).
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Figure 17: Raman scattering processes in graphene which determine the (a) G band, (b,c) D' band, (d) 2D' band,
(e) D band, (f,g) 2D and D+D'' bands, and (h) D+D' band. The light induced electron-hole pair generation and the
following recombination are indicated by blue and red arrows, respectively, whereas the phonon (qp) and the defect
(qd) scattering are indicated by dashed and dotted arrows, respectively. Adapted from Ref. [56].

Only a small portion of all the possible Raman processes are reported in Fig. 17. For example,
in the case of D' mode, two scattering processes can occur as shown in Fig. 17b,c, where the two
processes di�er only in whether scattering (phonon or defect) is in resonance with the electronic
states, respectively. This aspect occurs for all of the defect assisted scattering processes above
reported. Moreover, the intervalley processes are distinguished in outer (not shown) and inner

(Fig. 17f for 2D mode) depending on the crossing or not of Dirac cones [49, 56].
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1.6 influencing factors on raman scattering

The speci�c features of the reported Raman bands are closely dependent on various factors,
under whose in�uence the appearance of Raman spectrum of graphene can vary signi�cantly.
Therefore, the monitoring of the Raman spectrum is an important way to obtain information
about several properties of graphene, both of morphological and electronic nature. Herein, the
most in�uencing factors are discussed.

1.6.1 Light Energy and Power

The �rst in�uence on the Raman spectrum of graphene to be considered is the dependence of
G and 2D peak positions on the features of light used to induce Raman scattering (usually laser
sources). Concerning the dependence on the energy, every Raman bands of graphene, except the
G band, feature a dispersion of its peak position on using di�erent excitation laser energies, as
well as a signi�cant dependence of band intensity [57, 58]. Such a feature can be explained by
taking into account the resonant nature of the scattering processes related to these bands [37, 56].
As illustrated in Fig. 18, the variation of laser energy modulates the resonance with the electronic
bands of graphene occurring in the scattering processes. For higher energy, the electron-hole pair
at k further away from the K point is generated, and hence a di�erent wavevector is necessary
for the resonant scattering process. In accordance with the phonon dispersion relation shown in
Fig. 15, an higher mode frequency is expected. Near the K point, both the electron and phonon
dispersion relations can be approximated by the linear relations E(k) = }vFk and E(q) = }vphq,
respectively, where vF = }−1∂E(k)/∂k and vph = }−1∂E(q)/∂q. By the scheme reported in
Fig. 18a it is shown that the laser energy can be expressed as, EL = 2vFk, whereas the energy of
single phonon is equal to Eph = vphq, and the wavevector of the scattered phonon is given by
q = k± k′ ≈ 2k [49]. Therefore, for the 2D mode in which two phonon scatterings occur, the
energy is given by

E2D = 2
vph

vF
EL , (40)

and thereby featuring a linear dispersion with the laser energy reported in Fig. 18b. Finally, be νL

the laser frequency, the intensity of G band is proportional to νL
4, as usual for Raman scattering.

On the contrary, since all the other bands arise from a resonant process, their intensity is �xed.
Therefore, the relative intensity between the G band and any other band varies signi�cantly with
the laser energy, as shown in Fig. 18c [49, 50].

On the other hand, G and 2D peak position features a signi�cant dispersion with respect to
the power of incident light which is related to thermal e�ects [59, 60]. In fact, the lattice bonds
of graphene of are softened with the increase of temperature and both G and 2D bands feature a
signi�cant redshift and a similar e�ect can be induced during the Raman measurement. [59, 61].
According to what discussed in the previous sections, a fraction of the incident light is absorbed
by graphene and then dissipated by lattice vibration. As depicted in Fig. 18d, the light fraction
absorbed increases with laser power thus heating graphene in a well de�ned region beneath the
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laser spot. Consequently, the C C bond distance increases as e�ect of thermal expansion thus
inducing a redshift in peak position of Raman bands (Fig. 18e) [59, 61]. Some authors have prof-
itably exploited the evolution of G and 2D peak positions with respect to laser power in order
to evaluate the thermal conductivity for both suspended and supported graphene. The highest
values are obtained for suspended graphene at ambient temperature, for which the thermal con-
ductivity reaches extremely high values: κ ~ 4840–5300 W/mK [59], κ ~ 1450–3600 W/mK [62],
κ ~ 1700–3200 W/mK [63]. Besides, the thermal conductivity decreases for higher temperature
(κ ~ 920–1900 W/mK [62]) and for supported graphene (κ ~ 50–1020 W/mK [61]) as e�ect of the
decrease of phonon mean free path [64].
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Figure 18: (a) Scheme of laser energy in�uence on scattering process for 2D mode (b) Peak position dispersion of
D+D'' and 2D bands for various laser energies. (c) Intensity change of G band for increasing laser energy, whereas the
other resonant bands do not shown any enhancement. Adapted from Refs. [49, 57]. (d) Heat dissipation for suspended
and supported graphene. (e) Shift of G peak position as e�ect of laser power. Reprinted from Ref. [59].

1.6.2 Number of Layers

Since graphene (single-layer system) and the graphite (in�nite-layer system) feature a consid-
erably di�erent Raman spectrum, a progressive evolution of the intralayer vibrations is expected
for a multi-layer system with arbitrary number of graphene layers. This spectroscopic feature
is due to the coupling between the some layers which do not behave as single system, but sepa-
rately. Therefore, some peculiar new bands related to the relative motion between sheets (that is
interlayer vibrations) appear for multi-layer graphene.

Concerning intralayer vibrations, the increasing of the number of layers (evidenced by the
increase of optical contrast shown in Fig. 19a), induces the enhancing of G band integrated inten-
sity, as e�ect of the increase of the number of absorbing atoms (Fig. 19b,c) [37, 65–67]. Besides, 2D
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band features a remarkable broadening on increasing the number of layer, thus reporting an ever
large full widht at half-maximum (FWHM) and an ever lower intensity ratio I2D/IG (Fig. 19d) [37,
65–68]. The reason of this spectroscopic evolution lies in the splitting of energy bands occur-
ring in multi-layer graphene [37]. In particular, by considering a two-layer graphene, the vertical
stacking of graphene sheets splits the conduction and the valence bands in a upper (u) and a
lower (l) bands in proximity of the K and K′ points because of interlayer coupling, as illustrated
in Fig. 19e [37]. Therefore, the scattering process reported in Fig. 17 is converted to four possible

HOPG

5-layer

3-layer

2-layer

1-layer

d) e)

K K'2Dll

K K'2Dlu2Dlu

K K'2Dul

K K'2Duu

a)

b)

c)

Figure 19: Evolution of (a) optical contrast and (b,c)G band intensity of graphene by increasing the number of layers.
Adapted from Refs. [65, 66]. (d) Lorentzian component of 2D band for single-layer graphene, multi-layer graphene and
HOPG characterized by various numbers of layer. Reprinted from Ref. [68]. (e) Splitting of conduction and valence
band of two-layer graphene where four 2D scattering processes are possible. Adapted from Ref. [37].

processes, hence causing the splitting of 2D band in four close subbands (2Dll, 2Dlu, 2Dul, and
2Duu), as shown in Fig. 19d. For a n-layer graphene, n2 scattering processes occurs for 2D band,
but their di�erent contributions to the �nal shape of 2D band cannot be evaluated because of
strong energy overlap. For this reason, just more than �ve layers are enough to get the 2D band
almost indistinguishable from the case of graphite [69, 70]. Therefore, by considering the simul-
taneous increase of G band intensity and the broadening of 2D band with the number of layers,
the peak amplitude ratio between 2D and G bands (I2D/IG) is a easy parameter to rapidly evaluate
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the presence of a single-layer graphene. In fact, this is the only case in which I2D/IG≥ 1, whereas
G band becomes dominating for every multi-layer graphene. Finally, it is important to notice that
the speci�c stacking of graphene layer in�uences the splitting of electronic bands and hence the
shape of 2D band [37].

In addition, interlayer coupling vanishes for speci�c alignments, thus obtaining two over-
lapped and independent graphene sheets. As shown in Fig. 20a, folded graphene features a reduc-
tion in Fermi velocity vF which, according to Eq. 26, modi�es the slope of the electronic bands
at K point, and thus phonon at higher wavevectors are necessary for the scattering cycle of 2D
band [71]. The relation between Fermi energy and 2D frequency shift is thereby given by

dvF

vF
= − }vF[

EL − }(ω2D/2)
]dω2D

dq

dω2D, (41)

where EL is the energy of laser, and ω2D is the frequency of the 2D band, which increases on
decreasing the Fermi velocity (Fig. 20b) [71].

K K'

q

q

a) b)

Figure 20: (a) Scheme of Fermi velocity in�uence on scattering process for 2D mode. The slope decrease is related
to graphene folding. (b) Raman spectra of folded graphene compared to single and double-layer graphene. Adapted
from Ref. [71].

Concerning interlayer vibrations, the main modes which arise from the relative motion be-
tween the graphene sheets are: the shear vibrational mode (C) which corresponds to a low-
frequency E2g mode located between 30–44 cm-1 depending on the number of layers, and the
layer-breathing modes (LBMs) located between 80–300 cm-1 [50, 56].

1.6.3 Defects and Disorder

Another factor to be considered is the lack of structural integrity, which obviously a�ects the
vibration of a crystal lattice, and therefore, the Raman spectrum of graphene shows pronounced
variation due to the presence of defects and disorder of the material.

Concerning the internal region of graphene �akes, various kind of defects can a�ect the struc-
ture of graphene. As shown in Fig. 21a-f, some of them are characterized by the lack of carbon
atoms and by the consequent position rearrangement for the remaining atoms [72]. Such de-
fects are typically related to domain-boundary region of graphene, where di�erent crystalline
seeds with arbitrary orientation are forced to realize a crystalline continuity [73, 74]. In other
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cases, dangling bonds of a vacancy are saturated by other species. In particular, F (�uorinated
graphene) and N (N-doped graphene) induced during graphene synthesis [75–79] and implanted
metals such as Pt, Pd and Ni are most notable atomic species [80–84]. Besides O along OH,

CO and COOH are typical moieties of graphene oxide (Fig. 21g) [85].
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Figure 21: Typical defects in graphene: (a) pristine graphene, (b) monovacancy defect, (c) double-vacancy defect, (d)
555-777 defect, (e) 5555-6-7777 defect, and (f) Stone-Wales defect. Adapted from Ref. [72]. (g) Representative model of
graphene oxide. Adapted from Ref. [86]. (h) Raman spectrum of graphene subjected to ion bombardment at various
irradiation doses (1011, 1012, ... Ar ions cm-2). (i) Relative intensity between D and G bands (ID/IG) on increasing the
interdefect distance LD. Adapted from Ref. [87].

As previously discussed, D and D' band are the main defect-related Raman band of graphene,
and their intensity varies considerably with the defect concentration [56, 87, 88]. In fact, as shown
in Fig. 21h,i, the generation of defects by ions bombardment on a pristine sample induces the
appearance of D band. Moreover, it can be noticed that the increase of D band intensity reaches
its maximum, and then decreases at ever higher concentration (evaluated in terms of interdefect
distance LD). Such a nonmonotonic behavior is related to the overlap e�ciency between the
defect sites. At low defect concentration, D band is active for undamaged zones in proximity
of defect and ever more regions can be involved by increasing the defects. Although, at high
concentration, the defect starts to compete one each other, and D band is no more enhanced.
Finally, at very high concentration, the defects limitate the extension of D-active regions, and
D band features a drasticly reduced intensity and broadened bandwidth [50, 87, 88]. In addition,
since the electron-phonon and the electron-defect scattering events are competitive, the same is
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true for the respective Raman bands, and thereby 2D band intensity is reduced by the increase
of defects in graphene structure [89].

c) d)

b)

K
K'

K'

K'

K'

a)
zigzag

armchair

edge150°

dz

da

K

dz da

dz da

Figure 22: (a) Di�erent edge structures for graphene: zigzag (blue) and armchair (red), and their respective momenta
transferred to scattered electrons (dz and da). (b) Wavevector change by scattering at di�erent types of edge, and
consequent contribution to Raman scattering bands. Adapted from Ref. [49]. (c) Raman spectra of defective graphene
produced by �uorination (satured defects) and anodic bonding (unsatured defects). (d) Linear dependence between
the ID/ID' ratio for graphene featuring di�erent types of defects. Adapted from Ref. [90].

As previously mentioned, D and D' bands are the only bands which include an electron-defect
scattering event, and both of them can thereby be used as markers of defects and disorder in
graphene structure. Since these two bands are characterized by di�erent scattering processes,
their features are not a trivial duplicate. Therefore, conspicuous information about graphene
structure can be obtained by comparing their spectroscopic features. As shown in Fig. 15, D and
D' bands arise from phonons at di�erent wavevector values: low value for D', and high value for
the D band. Therefore, as shown in Fig. 17, D band arises from an intervalley scattering process,
whereas D' from an intravalley one. Such a feature implies a di�erent contribution for scattering
from edge defects at the border of graphene �akes. In fact, as depicted in Fig. 22, when an electron
collides with the edge of a �ake it is scattered backward, perpendicularly to the edge interface,
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and thus the direction of the momentum depends on the type of graphene edge: zigzag (dz) and
armchair (da) [49, 91, 92]. As a consequence, both kinds of edge allow intravalley defect scattering
which gives rise to D' band, whereas only the armchair boundary allows the intervalley defect
scattering related to D band, thus allowing to determine the edge structure on the basis of D band
intensity [91, 92]. Both computational and experimental investigation showed the close relation
between the intensity of D' band and the speci�c nature of defects [90, 93], whereas the intensity
of D band is mainly due to defect concentration [87, 88]. Therefore, the intensity ratio ID/ID'

can be used as control parameter of defect structure. In particular, D' band intensity increase by
inducing vacancy defects, where the ID/ID' ratio is found maximum. On the contrary the D' band
fades in the case of defect saturated by other species, thus enhancing the ID/ID' ratio as shown in
Fig. 22 [90, 93].

1.6.4 Strain

Another morphological factor which in�uences the Raman spectrum of graphene is the me-
chanical strain to which the material can be subjected. In fact, the application of compressive or
tensive strain modi�es the volume of graphene and thereby induces a lattice deformation: devi-
ation from a perfect planar geometry in the case of compression, and stretching of lattice in the
case of tension. For example, the e�ect of strain can be observed in the linear dispersion of G and
2D bands shown in Fig. 23.

By modeling the atom bonds of the lattice as a harmonic oscillator, the equation which de-
scribes the atom motion is given by

Mü + ku = 0, (42)

where M is the mass of carbon atoms, u is the atom displacement and k is the bond elastic
constant characteristic for the system, and whose solution is

u(t) = A cos
(
ω0t
)
, (43)

where A is the oscillation amplitude, and ω0 =
√

k/M is the oscillation frequency. The strain of
a material is typically described in the linear displacement regime, that is by applying an external
force linearly proportional to the atom displacement Fe = λu. Therefore, the Eq. 42 becomes:

Mü + ku− λu = Mü + (k− λ)u = 0, (44)

whose solution for k− λ > 0 is

u(t) = A cos
(
ω1t
)
, ω1 =

√
(k− λ)/M. (45)

and thereby the e�ect of strain is only the modi�cation of the oscillation frequency. More gener-
ally, the equation describing the strain applied on a material can be expressed as

Müi + kui + ∑
klm

Kiklmε lmuk = 0, (46)
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where ε lm are the elements of the second rank tensor of strain and Kiklm = ∂Kik/∂ε lm are the
elements of the fourth rank tensor which gives the change in the elastic constant element Kik be-
tween the displacements ui and uk due to ε lm. The strain tensor in its diagonal form has elements
ε ll and εtt, which take into account the longitudinal (l) or transverse (t) orientation between strain
and phonon propagating direction [49]. By considering the symmetry of the vibrational mode
E2g, the solution of Eq. 46 for G band (which splits in the G+ and G–) in the case of uniaxial strain
is given by

∂ω

ω0
G±

= γG
(
ε ll + εtt

)
± 1

2
βG
(
ε ll − εtt

)
= − 1

ω0
G±

∂ω

εh
εh −

1
ω0

G±

∂ω

εs
εs , (47)

thus obtaining the dispersion of G band peak by applying strain [94]. In Eq. 47, ω0
G± = ωG is the

mode frequency for unstrained graphene, the Grüneisen parameter γG describes the G frequency
shift due to hydrostatic strain εh = ε ll + εtt, and the parameter βG describes the G frequency
shift due to shear strain εh = ε ll − εtt [49]. In the case of biaxial strain ε ll = εtt, and thence the
Eq. 47 reduces to

∂ω

ω0
G
= −2εγG [94]. (48)

On the other hand, by considering the symmetry of the vibrational mode A'1, the solution of
Eq. 46 for 2D band in the case of both uniaxial and biaxial strain is given by

∂ω

ω0
2D

= −4εγ2D [94]. (49)

A linear dispersion of peak frequency by strain is thereby obtained for both G and 2D bands, in
agreement with the data reported in Fig. 23. However, such linear relation is largely limited to
tensive strain and for compressive strain lower than 0.4%, whereas non-linear behavior starts
for further compression [94, 95]. Moreover, unexpected behavior are found for graphene �akes
a�ected by domain-boundary [74].

a) b)

Figure 23: Modi�cation of peak frequency of (a) G, and (b) 2D bands as e�ect of uniaxial strain. In the former panel,
the splitting of G band in G+ and G– bands can be observed. Adapted from Ref. [94].
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1.6.5 Doping

Finally, one of the most relevant in�uence factors is the charge doping (that is the varia-
tion in the population of electronic states of the material) especially as regards G and the 2D
band features. As previously mentioned, iTO and LO phonon modes feature a strong coupling
with electrons, as attested by the presence of the Kohn anomaly at Γ and K points for these
branches. On the basis of this coupling, phonons and electrons renormalize their energy as e�ect
of a mutual interaction, which manifests itself in the phonon decay in virtual electron-hole pair
(Fig. 24a) [49, 89]. The phonon dependence on the electron-phonon interaction can be evaluated
by using second-order pertubation theory [49]. For a vibrational mode λ, the phonon frequency
is written as

}ωλ = }ω0
λ + }ω I I

λ = }ω0
λ + }∆ωλ , (50)

where ω0
λ is the unperturbed phonon frequency, and ω I I

λ = ∆ωλ is the frequency variation
given by the second order perturbation term which provides the phonon frequency shift. The
latter quantity and the phonon bandwidth Γλ (due to �nite phonon lifetime) are given by

}∆ωλ = Re
{

Π(EF)
}

(51)

Γλ = Im
{

Π(EF)
}

, (52)

that is the real and imaginary parts of photon self-energy Π equal to

Π(EF) = 2 ∑
k

| 〈eh(k)|Hint|ωλ〉 |2

}ω0
λ − E + iΓλ

·
(

f
(
Eh(k)− EF

)
− f

(
Ee(k)− EF

))
, (53)

where 〈eh(k)|Hint|ωλ〉 is the matrix element for creating an electron-hole pair at momentum
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Figure 24: (a) Interaction between phonon and virtual electron-hole pair. Modi�cation of (b) bandwidth (c) peak
frequency for G band on varying the doping. Adapted from Ref. [53].
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k by means of phonon ωλ, Eh(k) and Ee(k) are the hole and electron energies, and Γλ is the
decay induced bandwidth [37, 49]. Therefore, both the phonon frequency and bandwidth depend
on Fermi energy EF.

The calculated curve for G phonon frequency and bandwidth on varying Fermi energy via
doping concentration are shown in Fig. 24b,c. By increasing doping, since the phonon cannot
decay in an electron-hole pair at energy lower than 2|EF|, the lifetime of the phonon increases
and the bandwidth fades (Fig. 24a). Besides, the phonon frequency is soften for |EF| ≤ }ω0

G/2,
whereas is sti�en for higher energy. For low doping, the modi�cation of ωG is nearly linear
and symmetric under p and n-doping. On the contrary, high p-doping induces an ever greater
sti�ening, while a further softening is found for high n-doping [49, 53, 89, 96]. This behavior is in
accordance with experimental data reported in Fig. 25. Concerning 2D phonon, its frequency is

Figure 25: Modi�cation of peak frequency of (a) G band and (b) 2D band, (c) G bandwidth, and (d) ratio between G
and 2D integrated intensity for graphene doped by gate voltage application. Adapted from Ref. [96].

a�ected by doping similarly to the case of G phonon, albeit with di�erent ranges of linearity. In
particular, the 2D frequency varies almost linearly at low doping, but softens signi�cantly even
at moderate n-doping (Fig. 25) [89, 96].

Finally, a further quantity sensitive to doping is the integrated intensity of Raman bands, as
shown in Fig. 25. In particular, whether the intensity of G band does not depend on doping, the
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intensity of 2D band is clearly reduced by the increase of doping, both of p- and n-type. In fact,
under the assumption of a fully resonant process, the intensity of 2D band can be written as

I2D ∝
(

γK

γe−ph + γD + γee

)2

, (54)

where γe−ph is the electron-phonon scattering rate, γD is the electron-defect scattering rate, and
γee is the electron-electron scattering rate [89, 96]. Between those terms, only γee depends on
Fermi energy, by scaling linearly with it, and I2D decreases on the increase of doping. Therefore,
the relative intensity between G and 2D bands I2D/IG is used to monitor the doping. The intrinsic
value for undoped graphene has been evaluated to be I2D/IG = 12–17, but this prediction agrees
only for suspended graphene, since in the case of substrate-supported graphene, the interference
e�ects must be included [89, 97, 98]. Considering a typical substrate composed by 285 nm of
amorphous SiO2 grown on a Si wafer, the interference e�ects reduce the value down to I2D/IG ≈ 5.
Nevertheless, lower values are typically found in experiments, as e�ect of unintentional p-doping
induced by the interaction with the substrate surface charges [89, 99–101].

Despite the peak frequency shifts of G and 2D bands mark the actual doping in graphene
samples, such an evaluation can be distorted by concurrent occurrence of other e�ects on these
bands, such as folding or strain in graphene sheet. Nevertheless, according to the recent litera-
ture, the di�erent contributionσ of the various e�ects can be partially disentangled by using a
method developed by the author of Refs. [102–104]. Herein, the shifts of G and 2D band are ana-
lyzed by using a G-2D map obtained by plotting the peak position of 2D band vs that of G band
(see Fig. 26a), and each given spectrum is represented by a single point on this map. Therefrom,
the contributions of doping and strain are evaluated by decomposing the position of this point
against two main axes which are traced according to the single dependence on doping (di�er-
ent for p or n type) and strain (both tensive and compressive). The intersection between these

a)

b)

Figure 26: (a) G-2D map of graphene in various doping and strain con�gurations. Each point corresponds to a given
G and 2D peak position extracted from a given spectrum. The map is described by three independent axes: doping
(n) by distinguishing between p (red) or n (blue) doping, strain (ε), and Fermi velocity variation (∆vF/vF, black) (b)
doping in�uence on I2D/IG. Adapted from Refs. [102, 103].
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axes corresponds to the ideal unstrained and undoped con�guration of graphene. Thence, every
points at the right side of strain axis can be decomposed against these axes evaluating the dif-
ferent contribution of doping and strain. Besides, the points placed at the left of the strain axis
require a further axis, namely the Fermi velocity axis, since neither doping or strain can describe
this zone of the map. Compared to the easy evaluation of doping obtained by the I2D/IG ratio,
the reported procedure gives some advantages and disadvantages. In fact, I2D/IG depends only
by doping and its evaluation is not a�ected by other phenomena. On the other hand, the G-2D
map provides a more accurate evaluation of doping levels, and in some cases it allows to better
discriminate between p or n-doping. Nevertheless, the simultaneous occurrence of strain, doping
and Fermi velocity variation cannot be disentangled. Therefore, this method requires that at least
one of these parameters keep (or it is assumed to be) unmodi�ed [102, 103].

1.7 transport properties

One of the reasons of the great interest in the implementation of graphene in microelectronic
devices lies in its promising performances in both electrical and thermal transport phenomena.
The key aspects concerning these properties are brie�y described in the following.

According to the description of its band structure, graphene is a semimetal, that is a zero-gap
semiconductor. The most appreciated electrical property of graphene is its very high charge mo-
bility, which features values between 5×104 cm2(Vs)-1 (at 300 K) and 20×104 cm2(Vs)-1 (at 4 K),
much higher than those reported for silicon and copper [105]. The mobility is related to the other
electrical quantities by the relation σ = qNµ = 1/$, where q is the charge, σ is the electric con-
ductivity, that is the inverse of the electrical resistivity $, N the charge carrier concentration, and
µ the carrier mobility [105]. Among these parameters, charge carrier concentration is the most
manageable, since it can be driven by varying the top-gate voltage Vg applied to a graphene
sheet included in a �eld e�ect transistor [1, 96, 106]. In particular, the electrical conductivity of
graphene reported in Fig. 27a features a linear dependence on gate voltage with an ambipolar be-
havior due to the capability of conduction of both electrons and holes in graphene. Its numerical
value changes from a maximum of 60 mΩ-1 up to the minimum of about σmin ≈ 4e2/h ≈2.5 mΩ-1

in correspondence of the charge neutrality point (NCP), that is when the Fermi level is placed
at the Dirac point EF = E(K). Therefore, the manipulation of the intrinsic doping of graphene
can be unambiguously monitored by the voltage shift of NCP [1, 50, 105]. Furthermore, the val-
ues of the physical quantities above reported feature an important dependence on both charge
doping and temperature. As shown in Fig. 27b, the resistivity of graphene features a peak in cor-
respondence of the NCP, and its height is determined by temperature in the range of kΩ. On
the contrary, consistent electron or hole doping reduces the resistivity down to few 100 Ω [1,
37]. Besides, in the case of hole doping obtained by charged-impurity (revealed by the shift of
the NCP voltage) the charge mobility decreases from 1.32×104 cm2(Vs)-1 to 0.081×104 cm2(Vs)-1

(Fig. 27a) [50, 107].
Similar to other metallic materials, both lattice and charge carriers contribute to the thermal

transport of graphene. By considering the Wiedemann-Franz law which relates the temperature
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to the electronic thermal and electrical conductivity κe = LTσ (where L = 2.44×10-8V2K-2 is the
Lorentz number) a high thermal conductivity is expected for suspended graphene, which in fact
shows impressive values between 2000 and 5000 W(mK)-1, thus outstanding both metals such as
copper, and other notable nanomaterials such as carbon nanotubes [105, 107, 108]. However, the
transfer of graphene on a support substrate as for example SiO2 drastically reduces its thermal
conductivity down to 300–400 W(mK)-1 as e�ect of phonon coupling [64, 108–110].
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Figure 27: (a) Conductivity σ versus gate voltage Vg of graphene with di�erent doping concentration. (b) Depen-
dence of few layer graphene resistivity $ on gate voltage Vg for di�erent temperatures. Adapted from Ref. [1, 106].

1.8 synthesis methods

Since the �rst isolation of graphene carried out by Novoselov and Geim in 2004 [1], a plethora
of production methods have been developed, by exploiting a large variety of physical or chemi-
cal phenomena. Currently, these methods show di�erent and complementary characteristics, but
none of them can comply all the possible requirements, for example large extension, large pro-
duction, defect-free structure, functionalization, cleanliness from impurities, low costs. Therefore,
case by case the choice between them is driven by evaluating which method is better suitable for
a speci�c application. In general, the methods developed until now can be grouped in two cate-
gories depending on the direction of the manufacturing process: bottom up methods, which start
from molecular precursor that are assembled together to build up objects of higher hierarchical
level, and top down methods, in which macroscopic materials are reduced to their nanometric
constituting elements or used as raw material, as in the case of graphite and waste plastic for
graphene, respectively [18, 111, 112]. Some of the most common synthesis methods of graphene
are described in the following.

1.8.1 Top Down

mechanical exfoliation based on the separation of single graphene sheets which con-
stitute graphite, and thanks to its simplicity this method was used for the discorvery of
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graphene [1]. On its favor, it produces the highest quality graphene thanks to the high pu-
rity of graphite, and it is a relatively easy procedure since the vertical stacking of graphene
sheets is assured only by weak van der Waals interactions. For this reason this technique
can be extended to other van der Waals heterostructures, such as transition metal dichalco-
genide (MoS2, MoSe2, TiSe2, WSe2). However, this method is limited by two main factors:
small amount of product and exiguous extension of graphene �akes (the latter factor by-
passable by using of HOPG as raw material) [37]. In detail, the direct manipulation of top
graphene sheet on the graphite can be performed both by scotch tape and by tips originally
produced for scanning probe microscopy [37, 111].

liquid-phase exfoliation in this case the exfoliation procedure is performed in liquid-
phase, and the separation of the graphene sheets is obtained by sonication [37, 111, 112].
This procedure is preferable to mechanical exfoliation since in comparison it produces a
large quantity of graphene �akes with larger lateral size. By contrast, the most critical
issue consists in the damaging of the internal structure of graphene �akes in which some
defects can be induced. However, some investigations have shown that this undesired e�ect
can be avoided by putting in solution some speci�c chemicals, such as surfactants [113] or
intercalating molecules [114]. In this way it is possible to facilitate the exfoliation and thus
requires weaker sonication [37, 112].

electrochemical exfoliation performed in liquid-phase as the previous method, but
based on the use of a graphite source (usually HOPG) as electrodes in an electrolyte so-
lution. In this case the produced graphene features low defect concetration because the
sheets separation is induced by the electrochemical reaction rather than by mechanical
waves, thus assuring the production of a high quality graphene [112].

a)

b)

c) V

d) GO

rGO

Figure 28: Graphene produced by (a) mechanical exfoliation, (b) liquid-phase exfoliation, (c) electrochemical
exfoliation, and (d) reduced graphene oxide (rGO) obtained from graphene oxide (GO).
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graphene oxide reduction uses graphene oxide (GO) as main precursor. GO is usually
obtained by many methods, such as from the exfoliation of graphite oxide (Hummer’s

method) which follows a top down strategy [115], or by using glucose as source (Tang-Lau
method) according to a bottom up strategy [116]. Concerning the �rst case, the exfoliation
of graphite oxide is easier than that of native graphite, thus featuring notable advantages
with its respect [112]. Both chemical or thermal approaches can be exploited for the reduc-
tion of GO (Fig. 28d) and the quality of graphene is determined by the degree of reduction
actually reached, usually never complete [117, 118]. Some authors usually call this mate-
rial graphene but it should be referred as reduced grahene oxide (rGO) because of its pecu-
liar properties. In fract, rGO signi�cantly di�ers from actual graphene, and it is thereby
preferred for applications which take pro�t from the presence of functional groups onto
graphene (optical and liquid application), rather than in those in which a high purity level
is mandatory (solid state microelectronic) [85, 86].

1.8.2 Bottom Up

chemical vapor deposition (cvd) is one of the most common methods for the produc-
tion of graphene for microelectronic application both because the excellent features of
the produced graphene and because it makes use of technologies well established in mi-
croelectronics industry. In particular, a mixture of molecular hydrogen and small hydro-
carbon as carbon source (methane, ethane) are used to grow layer by layer the largest
high-quality graphene �akes onto various substrates made by transition metals (Cu, Ni, Pt,
Pd) [8]. Moreover, by varying precursors, it is possible to include speci�c dopants element
in graphene such as boron, nitrogen or oxygen in order to obtain B-doped, N-doped, or
O-doped graphene. Thereafter, graphene is covered by a protective layer usually made by
polymers such as poly(methyl methacrylate) and then transferred onto other substrates by
using thermal release tape. Unfortunately, precisely this step constitutes the weakness of
CVD methods, since some residues of the protective layer keep onto graphene even after
dedicated cleaning bath [37, 111, 119]. Finally, plasma-enhanced CVD has proved an excel-
lent method to grow vertical graphene nanosheets, that is a special graphene morphology
which features peculiar transport properties of interest for microelectronics [120–122].

thermal annealing basing on CVD method, produces graphene by using a couple or a
multiple stack of an amorphous carbon layer deposited onto a metal layer (Ni, Co and Cu
are the most common choices). The annealing dissolves the amorphous carbon into the
metal layer, and thus obtaining the segregation of a thin carbon layer, that is graphene,
onto the surface of the metal (Fig. 29b) [111, 123, 124]

solvothermal in its turn similar to CVD method, produces graphene by means of the re-
action between some chemicals in liquid phase (Fig. 29c). Some reaction are based on the
pyrolysis or the thermal decomposition of carbon based precursors [111, 125, 126]. Besides,
other methods use also precursor species containing nitrogen, such as in the case of the
reaction between CCl4 and Li3N, which produces N-doped graphene �akes [123, 127].
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epitaxial growth based on the synthesis of graphene by the thermal decomposition of the
surface of SiC. In addition to the very high-quality structure of graphene obtained by this
technique, the real advantage is the growth of graphene directly on a semiconductor. In
this way it is possible to obtain the same quality of CVD, but avoiding the transfer step
and problems related to it [112, 128–131].

a)

b)

c)

d)

SiC Gr/SiCNi + am-C Gr/Ni

N-doped Gr/Cu

Gr/Cu
Cu

Cu

N-doped Gr

Figure 29: Graphene (Gr) or nitrogen doped graphene (N-doped Gr) produced by (a) chemical vapor deposi-
tion, (b) thermal annealing of amorphous carbon (am-C) (c) solvothermal synthesis, and (d) epitaxial growth
on SiC.



2 CHARGE TRANSFER PROCES SE S

S ince its two-dimensional structure, graphene actually coincides with its own surface, and
therefore surface e�ects dominate the interaction with the environment. The interaction

between the graphene and other species, such as molecules or nanoparticles, is one of the most
investigated phenomena involving graphene because of its impact in various applications. Herein,
a key role is played by charge transfer processes whereby the electronic properties of graphene
can be signi�cantly modi�ed. Due to the di�erent nature of molecules and nanoparticles, these
two species feature di�erent charge transfer mechanisms. Concerning simple molecules, charge
transfer is mainly related to adsorption phenomena which put in relation the electronic structures
of graphene and adsorbates. In addition, the adsorption can be followed by further processes,
such as red-ox reactions where graphene acts as a catalyst substrate so as to allow the reaction of
adsorbates through the provision of charges. Besides, in the case of nanoparticles, charge transfer
occurs through the energy matching between electronic states of graphene and nanoparticles.
The latter can occur thanks to the close contact between the surface orbitals of the nanoparticles
and the π orbitals of graphene, but the transfer is available only for a favorable energy alignment
of involved states. Therefore, the discussion of charge transfer processes between graphene and
molecules or nanoparticles has to be reported separately, even whether both of them are based on
the strong sensitivity of graphene to the environment. These aspects are reviewed in this chapter
since they constitute one of the main topics of the present Thesis.

2.1 principles of adsorption

When one part of a system is found in solid phase, its participation to interaction processes
with other species gains peculiar characteristics. For example, the bulk structure of the solid
phase imposes some conditions to the other phase such as motion limitation, as well as intro-
duces some concepts typical of solid state such as the electronic band structure. Therefore, it is
necessary to describe the solid-gas or solid-liquid interaction in terms of adsorption, that is the
interaction between the molecules and the surface of the solid phase [132, 133]. It is useful to
distinguish two types of adsorption [132, 134]:

physisorption where molecules and surface interact by means of weak van der Waals forces
(dispersion-repulsion) and electrostatic interaction (polarization, dipole and quadrupole
interaction) which describes e�ects of induced polarization between them. This interaction
is not selective, does not feature directional character, is signi�cant only at relatively low
temperature, does not require activation, is fast and totally reversible, can involve several
layers of adsorbates, and does not allow charge transfer distinct from polarization e�ects;

41
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chemisorption where molecules and surface interacts by means of stronger interaction, up
to the formation of chemical bond between them. This interaction is highly selective, is
strongly directional, requires activation, may be slow and irreversible, can involve only
one layer of adsorbates, and does allow charge transfer during the bond formation.

Similar to other interactions, adsorption can be described by a potential energy dependent
on the distance between surface and adsorbate. As shown in Fig. 30, in the total adsorption in-
teraction between a surface (S) and a molecular species (X2), the e�ects of chemisorption and
physisorption occur in di�erent energy and distance scale ranges. In particular, the chemisorp-
tion potential features a deep minimum (ECS ≥ 0.5–1 eV = 50–100 kJ/mol) at close distance (dCS =
1–3 Å) which corresponds to the formation of a chemical bond (S-X2), whereas the physisorption
potential features a shallow minimum (EPS ≥ 10–500 meV = 1–50 kJ/mol) at longer distance (dPS

= 3–10 Å) which corresponds to the formation of a weak structure (S - - X2).
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Figure 30: Adsorption potential energy between a surface (S) and a molecular moiety (X2) including both chemisorp-
tion (red line) and physisorption (azure line) interactions. The two interactions feature their characteristic potential
well depth EB and ED (not in scale), and their characteristic lengths dCS and dPS. Adapted from Ref. [132].

2.1.1 Physisorption

When a molecule approaches a surface, their electrons experience a mutual in�uence due to a
series of weak intermolecular forces collectively named van der Waals forces:

keesom force including the electrostatic interaction between permanent charges, and mul-
tipoles (that is dipoles, quadrupoles...);

debye force including the mutual attraction between a permanent multipole and an induced
multipole (polarization e�ect);
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london force including the mutual attraction between an instantaneous multipole and an
induced multipole (dispersion e�ect).

In addition to these forces, a short-range repulsive potential due to Pauli repulsion has to be
considered, which decays exponentially far from the atom or molecule, and prevents the overlap
of occupied wavefunctions [132, 133].

Van der Waals bond, is signi�cantly weaker than both ionic and covalent bonds, and since it
does not involve any preferential orbital, it has no directional character. The potential which de-
scribes the intermolecular forces is thereby given by the sum of repulsive Pauli VR and attractive
van der Waals VvdW terms [132, 133]:

V(d) = VR(d) + VvdW(d) = CRe−d/a − CvdW

dn , (55)

where CR and a give the weight and the characteristic length of Pauli repulsion, CvdW is the
van der Waals constant related to the polarizability of molecules, and d is the intermolecular dis-
tance. Besides, the power n depends on the type of interacting objects: n = 6 for intermolecular
or interatomic interaction or n = 3 if a surface is involved [132, 133]. Therefore, van der Waals in-
teraction is characterized by a shorter range interaction compared to charge-charge electrostatic
interaction. The potential of Eq. 55 features a minimum at an equilibrium distance, and therefore
a stable structure can arise by this kind of interaction.

2.1.2 Chemisorption

Chemisorption involves forces much stronger than those ones occurring in physisorption, and
the properties of adsorbates feature a larger modi�cation due to the mixing with the wavefunc-
tion of substrate surface [133]. When a substrate features surface electron not involved in va-
lence bonds, a signi�cant interaction occurs between the wavefunctions of surface and adsor-
bate molecules, strong enough to induce the formation of chemical bonds among them. For that
reason, chemisorption occurs especially for metal substrates. As a consequence, the molecular
orbitals of the adsorbate are modi�ed, as depicted in Fig. 31. In particular, in the case of adsorption
on non-transition metals, their energy levels shift towards lower values and broaden, coherently

sp band

d band

a)

sp band

ab

b

ab

b

gas phase

adsorbed
phase

surface surface adsorbed
phaseb)

gas phase

Figure 31: Modi�cation of electronic states of adsorbate as a consequence of adsorption on the surface of a (a) non-
transition metal (whose band structure features only sp band) and (b) transition metal (whose band structure features
both sp and d bands). Adapted from Refs. [132, 133].
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to bound and hence more stable con�guration. Besides, in the case of transition metals, the in-
teraction with d orbitals induces an additional splitting in the adsorbate orbitals, giving rise to
speci�c bonding and antibonding chemisorption energy levels. In both cases, the resulting align-
ment of the energy levels of surface and adsorbate determines the evolution of intermolecular
and intramolecular interactions. In fact, whether the antibonding orbitals of adsorbate are placed
below the Fermi energy of substrate, the intermolecular bond between adsorbate and substrate
will be strengthened, while the intramolecular bonds in the adsorbate will be weakened. The
latter process is on the basis of dissociative adsorption in which the surface acts as catalyst for
speci�c reactions [133]. By considering the case of the dissociation of a diatomic molecule de-
picted in Fig. 32, due to the weakening of speci�c bonds, the energy barrier for the realization of
the activated complex (AC) which leads to the dissociation of the molecule can be reduced by ad-
sorption. Thence, the alternative reaction path features lower energy barrier at the transient state
(TS), and thus the dissociation will proceed more easily for the adsorbed molecules compared to
those in the gas phase [133].

Reagents
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Products

X2

S + X2
S-X2 S-2X

2X

TS

AC

Reaction coordinate
Figure 32: Reaction path of dissociation reaction for diatomic molecule in the case of free molecule (red lines)
featuring a large energy barrier for the realization of the activated complex (AC), and in the case of adsorbed molecule
(blue lines) which features a lower barrier for the realization of transient state (TS). Adapted from Ref. [133].

2.2 adsorption on graphene

2.2.1 Physisorption on Graphene

Graphite is the most obvious case in which graphene interacts by means of van der Waals
forces. In fact, as mentioned in the previous chapter, this type of interaction occurs between
the π orbitals of graphene sheets, so as to determine a vertical stacking. The weakness of this
interaction is the reason of the easy exfoliation of graphite. Similarly, a large class of molecules
containing delocalized orbitals of aromatic moieties can adsorb onto graphene, giving rise to
speci�c modi�cation of graphene [46, 135–137]. However, the typical counterparts of graphene
in physisorption are the substrates on which the graphene is deposited, and the small molecules.
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Concerning the substrate, the most relevant case is the interaction with oxides. In fact, aim-
ing to use graphene as metal layer in nano-size metal-oxide-semiconductor �eld-e�ect transistor
(MOSFET), it has to be stacked onto a oxide layer used as insulating layer. In particular, amor-
phous silica (SiO2), alumina (Al2O3), and hafnia (HfO2) are the usual oxides in this application.
The former is used also as prototype system thanks to the enhancement of graphene Raman sig-
nal for this oxide, whereas the latter two are used for the investigation of speci�c features more
application-oriented. Despite the performance of a device is strongly dependent on the macro-
scopic bulk properties of the insulating substrate (bandgap, electron a�nity, dielectric constant),
also the microscopic properties of its surface determine a relevant in�uence on graphene. In par-
ticular, graphene features a mean modi�cation which originates from local in�uences related to
the speci�c surface groups of the substrate on which it is adsorbed. As shown in Fig. 33, the
typical surface groups or vacancies of SiO2 are [99, 138]:

silanol group namely a silicon atom bound to an hydroxyl group (Si OH), which can be
found in isolated, vicinal and geminal con�guration (Fig. 33a,b,c);

siloxane group namely two silicon atoms connected by an oxygen atom (Si O Si) in bridge
position (Fig. 33d);

dangling bonds namely a hydrogen (V′H) or oxygen (V′O) vacancies, which determine unsa-
tured bonds for oxygen (Si O ) and silicon (Si ) atoms, respectively (Fig. 33e,f).

Each of those groups induces di�erent modi�cations on graphene related to their characteristic
adsorption, and moreover, the same group can give rise to di�erent interactions according to its
orientation. In fact, since the geometry of surface groups is strictly imposed by the bonds with
the rest of the substrate and by mutual interaction between groups, they are not totally free to
rearrange their geometry during the adsorption onto graphene [99–101].

a)

d)

b)

e) f)

c)

H

O

Si

e-

Isolated silanol Vicinal silanol Geminal silanol

Siloxane bridge Hydrogen vacancy Oxygen vacancy

Figure 33: Surface groups of SiO2: silanol groups in (a) isolated, (b) vicinal, and (c) geminal con�guration, (d)
siloxane group. Surface vacancies of SiO2: (e) hydrogen, and (f) oxygen vacancies.
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Charge mobility and sheet resistivity are the main properties of graphene which are a�ected
by the interaction with the substrate, and both of them are related to charge doping, that is the
modi�cation of charge carrier concentration. In fact, it has been found that the adsorption of
the substrate surface functional groups on graphene causes readjustment of electron population,
thus determining the shift of Fermi energy and the appearance of electron or hole doping [99–
101]. In addition, it can be noted that the interstitial space between SiO2 and graphene transferred
on it is not empty, but full of water molecules. In fact, in connection with the concentration of
silanol groups, the surface of SiO2 can feature a consistent interaction with water by establishing
hydrogen bonds with silanol groups. Therefore, it is expected that part of the modi�cation of
graphene induced by the substrate is mediated by the water bu�er layer, and only minoritarily
carried out directly by the substrate [139–141]. Some works have shown how the modulation
of the hydrophilic character of the SiO2 surface can actually control the properties of graphene.
This modulation can be achieved in various ways: by performing O2 plasma treatment, so as
to remove the adsorbed water molecules; by performing high temperature annealing (1000℃)
in order to convert hydrophilic silanol groups in hydrophobic siloxane groups; by substituting
hydroxyl groups with apolar groups such as methyl groups [142–144]. In particular, this surface
modi�cation allows to remove the unintended doping and the hysteresis e�ects related to the
presence of interstitial molecules or trap-sites in the graphene-substrate interface. Therefore, as
shown in Fig. 34, the �ne methylization of the substrate by hexamethyldisilazane (HMDS) allows
to �x this hysteresis, along to the �ne determination of charge doping.

a) b)

Figure 34: (a) Mobility versus charge neutrality point and (b) sheet resistivity versus gate voltage of graphene for
hydrophilic (red) and hydrophobic (black) substrate obtained by HMDS. Adapted from Ref. [143].

Finally, it has been revealed that the electric properties of graphene can be a�ected by the
physisorption of small atmospheric molecules too. As shown in Fig. 35, the exposure at ambient
temperature of graphene to H2O, NO2, NH3 and CO in gas phase signi�cantly modi�es the sheet
resistivity of graphene, as well the charge doping can be �nely tuned to the opportune level [145].
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Figure 35: (a) Relative sheet resistivity of graphene exposed to H2O, NO2, NH3 and CO in gas phase. (b) Shift of
charge neutrality point as e�ect of doping by NO2 molecules. Adapted from Ref. [145].

2.2.2 Chemisorption on Graphene

The adsorption of small molecules on graphene can also be pursued by activating chemisorp-
tion with the assistance of temperature. In such a way it is possible to obtain more stable bonds
than by physisorption and therefore more de�ned modi�cation of graphene properties are ex-
pected. To this aim, thermal treatments in controlled atmosphere have proven to be an e�ective
and a�ordable method to modify the electronic properties of graphene [146]. In this respect, some
key aspects have been pointed out by the recent literature: one of the most revelant modi�cations
is the p-doping obtained by exposure to oxygen as revealed by the evolution of the Raman spec-
trum of graphene, whereas other gases induce little or no e�ect (Fig. 36a). In fact, the evolution
of the G peak position shows the occurrence of a reversible charge doping which fades after a
following exposure to an inert atmosphere (Fig. 36b) [147–149]. The doping removal is mainly as-
cribed to the interaction with water since the exposure to ambient humidity conditions causes the
removal of doping up to the complete recovery of pristine properties, whereas doping keeps sta-
ble by storing graphene in a dried environment or even by further treatment in vacuum [147, 150].
Moreover, as revealed by ex-situ measurements, the induced doping is strongly dependent on the
treatment temperature, whereby ever higher temperatures induce a higher doping up to a satu-
ration level (Fig. 36c) [151]. Regarding the structure of graphene, this kind of doping can be easily
attained at relatively low temperature (up to 300℃) with no mark of damage, whereas higher
temperature induces defects and the destruction of the sample [151–153]. Besides, the changes of
strain revealed by the G-2D map shown in Fig. 36d, is ascribed to the modi�cation of the adhe-
sion between graphene and substrate due to thermal stress [102, 149, 154]. However, the actual
correlation between the strain evolution and the doping process is not yet clear.
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a) b)

c) d)

Figure 36: (a) Evolution of G band peak position as e�ect of thermal treatment in di�erent atmospheres, adapted
from Ref. [147]. (b) Raman spectra of graphene treated in various atmospheres, adapted from Ref. [149]. (c) Evolution
of I2D/IG ratio as result of doping induced by oxygen, adapted from Ref. [151] (d) Evolution of G-2D peak position
correlation as result of doping induced by thermal treatment, adapted from Ref. [102].

A detailed study of doping removal on a single graphene �ake previously doped by thermal
treatment (Fig. 37a,b) has shown that the interaction between graphene and molecules giving dop-
ing takes place in the interstitial space between the graphene and the substrate (Fig. 37c,d) [155].
In particular, the radial doping removal from the edges of the �ake towards its center has been
found by evaluating the local evolution of the peak position of G band, as reported in Fig. 37e.
This e�ect has been ascribed to the di�usion of water between graphene and substrate which
can be identi�ed cause the loss of doping. On the contrary, a hypothetical interaction with the
water on the top face of graphene would have induced an homogeneous modi�cation [155]. This
hypothesis leads to some important issues:

• the presence of the substrate is necessary for the occurrence of doping, certainly by de�n-
ing a protected space where the intermediate adsorption stage between the graphene and
the molecules can keep stable, and maybe because of some speci�c properties of the sub-
strate surface which favor the process;

• despite the charge carriers induced by doping in the π or π* orbitals of graphene (for p
or n doping, respectively) are exposed to both the top and bottom faces of graphene, the
doping loss requires the di�usion beneath the bottom face. Therefore, the charge carriers
are probably kept stable by the products of the doping reaction located beneath graphene
and the alteration of such products by the interaction with water would break the stability
of doping, thus causing its loss.
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a) b)

e)

c) d)

Figure 37: Single graphene �ake shown by (a) optical microscopy and by (b) Raman imaging based on the peak
amplitude of the graphene G band (the color scale is based on the G peak position). (c) Morphological section pro�le
acquired by AFM and (d) height distribution extracted by an entire micrograph revealing the size of the interstitial
space between the graphene and the substrate. (e) Raman imaging reporting the evolution of G and 2D peak position
in p-doped graphene �ake as e�ect of a following immersion in water. The radial removal of doping is highlighted.
Adapted from Ref. [155].

As previously mentioned, chemisorption can induce the weakening of internal bonds in adsor-
bates, up to induce their dissociation. In addition, the obtained products can give rise to further
post-adsorption processes. As shown in Fig. 38, the most e�ective interaction is found in corre-
spondence of graphene defective sites, that is atom vacancies [156], substitutional doping, both
from transition metals [80–84] and non-metals atoms [157–159]. However, it has been revealed
that the chemisorption can fairly occur even onto an undamaged graphene sheet [160]. Further-
more, the chemisorption e�ciency onto these regions can be enhanced whether they were for-
merly specialized. This applies to the supporting substrate, whose surface groups are adsorbed

a) b) c)

d) e) f)

Figure 38: Defect sites in graphene doped by transition metal atoms (a) Pt, (b) Pd, (c) Ni, shown in side and top
view. (d,e,f) Optimized geometry for N2O molecule adsorbed on three di�erent defect sites. Adapted from Ref. [82].
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on graphene, and therefore can locally a�ect the electronic properties of graphene, as revealed
in some works by computational investigation [161–164]. Reduction–oxidation reactions (red-ox)
are typical post-adsorption processes involving the graphene [83, 84, 165–169]. In particular, these
processes can concern a plethora of small molecules, such as H2O, CO2, CO, N2O, NO2, and O2,
and hence they suggest a possible use of graphene for gas sensing application or in the degra-
dation of pollutants [81–83, 156, 162]. For the purpose of this Thesis, it is important to discuss
more extensively the reduction reaction of molecular oxygen. Whether by means of di�erent
processes, this reaction takes place in both alkaline and acidic conditions, and the reduction can
occur through two possible pathways [83, 165, 170]. The direct four-electron pathways, which
involve the dissociative adsorption of oxygen, are given by

O2 + 2 H2O + 4 e– 4 OH– (alkaline medium) (56)

O2 + 4 H+ + 4 e– 4 H2O (acidic medium) (57)

or as an alternative two consecutive two-electron pathways given by

O2 + H2O + 2 e– HO–
2 + OH– (58a)

HO–
2 + H2O + 2 e– 3 OH– (58b)

in the case of alkaline medium, and by

O2 + 2 H+ + 2 e– H2O2 (59a)

H2O2 + 2 H+ + 2 e– 2 H2O (59b)

in the case of acidic medium. Whether both pathways can in principle occur, the four-electron
pathways (56) and (57) are expected to dominating the time kinetics of the reaction since they
proceed slower than the two-electron pathways (58) and (59) [165, 170].

a) b) c) d)

Figure 39: Oxygen reduction transition states in the two-electron pathway for graphene adsorbed oxygen: (a) ad-
sorbed con�guration, (b) result of reaction 58a, (c) oxygen dissociation, (d) reaction of the remaining oxygen. Adapted
from Ref. [83].

Concerning chemisorbed molecules (Fig. 39), the reduction is promoted by the possible weak-
ening of intramolecular bonds, and therefore the e�ective pathways result slightly modi�ed, by
featuring reduced energy barriers between the transition states [83]. In the case of a metal as
adsorption substrate its role will be twofold: as just mentioned it will promote the oxygen reduc-
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tion by the adsorption induced e�ect, and most importantly, it will provide the required electrons
to assuring the charge balance in the red-ox reaction. A similar contribution could be expected
in the case of adsorption onto graphene, which therey would feature a charge doping consistent
with the required charge transfer: p-doping by promoting adsorbate reduction and n-doping by
promoting adsorbate oxidation [171–174].

2.2.3 Adsorption Kinetics

The evaluation of the kinetics of a process, that is its dependence on time, is one of the most
representative features to be studied. In fact, alongside the trivial evaluation of the range of time
necessary to the completion of the process, the speci�c dependence on time provides informa-
tion about the phenomena on which the process is based. Therefore, the investigation of a time
kinetics aims to evaluate which kinetics model �t to the best the experimental evidences [175].
In the case of adsorption on a surface, it is important to note that the comprehensive process
includes four consecutive stages as depicted in Fig. 40:

1| external diffusion: transport of adsorbate from its bulk solution towards the surface;

2| internal diffusion: transport of adsorbate towards the adsorption sites of the surface;

3| proper adsorption: the actual adsorption process that sees the formation of the bond
between adsorbate and surface.

Most importantly, the slowest stage determines the total kinetics observed in the experiments.
Since external di�usion is extremely fast, the kinetics is usually contended by internal di�usion
(henceforth simply named di�usion) and the adsorption [175, 176].

ED ID
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Bulk gas phase
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Figure 40: Consecutive stages of an adsorption process between a molecular adsorbate (red and blue circles) and
an adsorption surface (yellow circle): external di�usion (ED), internal di�usion (ID) and �nally the proper adsorption
(PA) on adsorption sites (white diamonds).
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Di�usion models are based on the assumption that the adsorbate di�usion towards the adsorp-
tion sites is the slowest stage, and therefore the rate limiting one. By indicating as Q the amount
of adsorbed species, and as Qmax the saturation level, the most notable kinetics models are:

crank model describing the homogeneous and isotropic di�usion of adsorbate species that
in the case of a spherical adsorbent is given by

Q(t) = Qmax

[
1−

(
6

π2

) ∞

∑
n=1

(
1
n
· exp

(
−Dsn2π2t/R2))] , (60)

where R2 is the sphere radius, and Ds the di�usion constant. In addition, the simpli�ed
versions for short and long times are commonly used:

Q(t) = Qmax

[
6√
π

(
−Dst/R2)1/2 − 3

]
(short times) (61)

Q(t) = Qmax

[
1−

(
6

π2

)
exp

(
−Dsn2π2t/R2)] (long times). (62)

weber-morris model describing the intraparticle di�usion according to the rate equation

Q(t) = kidt1/2 + C , (63)

where kid is the intraparticle di�usion rate constant, and C is related to the boundary layer
thickness.

bangham model describing the pore di�usion given by the relation

Q(t) = kpdtϑ , (64)

where kpd is the pore di�usion rate constant, and ϑ is given by generalizing the exponent
of the Weber-Morris model

On the other hand, the reaction models are based on the assumption that the reaction between
adsorbate species and adsorption sites which follows the di�usion step is the slowest stage, and
therefore the rate limiting one. By indicating ka the adsorption rate, kd the desorption rate, the
most remarkable kinetics models are:

pseudo nth-order model which describes the irreversible adsorption

n S + A A(S)n , (65)

occurring in n localized sites, involving no interaction between the adsorbed moieties, as-
suming that the maximum adsorption is achieved by saturating a single-layer of adsorbates.
In this case, the kinetics is governed by a power law rate equation

dQ
dt

= kQn , (66)
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whose exponent n is equal to the number of sites involved in the single adsorption event,
and whose solutions are given by

Q(t) = Qmax
(
1− e−kat) (n = 1) (67)

Q(t) = Qmax

[
1−

(
1

1 + kaQn−1
max

)− 1
n−1
]

(n > 1) (68)

langmuir model which makes the same assumption as the previous model, but desorption
is now available

S + A AS , (69)

and the time evolution is described by

Q(t) = Qmax

(
ka

ka + kd

)
·
(
1− e−(ka+kd)t

)
(70)

elovich model which makes the same assumption of a pseudo nth-order model, but multi-
layer of adsorbates can be formed, whether by requiring higher adsorption energy

S + A AS . (71)

In this case, the time evolution is given by the relation

Q(t) =
1
β

ln(αβt) , (72)

where α is the bare rate constant of adsorption, and β is a factor related to the modi�cation
of the adsorption energy Ea = Ea0 + RTβQ on increasing of adsorption layers. The total
rate is therefore given by ka = α exp(βQ).

In the following, these models will be further considered to critically interpret the obtained ex-
perimental results.

2.3 charge exchange with nanoparticles

When graphene is coupled with optically active materials, di�erent kinds of charge transfer
process can occur such as photoinduced electron transfer (PET) [177, 178]. According to the
scheme reported in Fig. 41a, PET involves a donor and an acceptor species, and the electron
transfer between them is activated by the light stimulation of the donor, as discussed in Chp. 3.
Provided that the excited state of the donor features an electron at an higher energy compared
to the unoccupied level of the acceptor, the electron transfer can occur between them. There-
fore, the proper energy alignment between the donor and acceptor energy levels is mandatory
to allow the electron migration. In this respect, many works have shown that graphene can be
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pro�tably used in this kind of process. In various systems graphene acts as electron acceptor
whereas both molecules [179, 180] and nanoparticles were exploited as donor. Concerning the
latter case, the most relevant materials are quantum dots (QDs) transition-metal dichalcogenide
nanoparticles [181], oxides nanoparticles such as ZnO [182–184] and TiO2 [185–187], and carbon-
based nanoparticles [177, 187, 188]. The designation of the donor/acceptor roles here reported
originates from the mutual energy alignment of empty electron states, evaluated in terms of
di�erent quantities: work function for metals (such as graphene), electron a�nity (for semicon-
ductors) and redox potential (for various kinds of nanoparticles). In particular, the work function
of graphene evaluates its Fermi level and is usually placed below the energy of the surface empty
states of some nanoparticles. Therefore, the electron promoted to these states by light excitation
can migrate towards the graphene, since the latter dispose of empty states at equal or below
energy.

d) e)c)

b)a)

Figure 41: (a) Energy scheme of charge transfer mechanism between optically active nanoparticles and graphene.
(b) Emission quenching of CdSe nanoparticles deposited onto graphene (left) and Mos2 (right) in compared to nanopar-
ticles deposited onto an insulating substrate. (c) Emission quenching of ZnO nanoparticles in contact with graphene,
adapted from Ref. [183]. (d) Photocurrent in a ZnO/graphene nanocomposite, adapted from Ref. [184]. (e) Photodegra-
dation of methyl orange by ZnO/graphene nanocomposite, adapted from Ref. [182].

Quenching of photoluminescence is one of the most easily observable physical quantity which
marks the PET between nanoparticles and graphene. In particular, the quenching is attributed to
the separation of the electron-hole pair induced by PET which prevents their radiative recombi-
nation. Moreover, this separation can take place both in solid and liquid phase, as reported by the
emission quenching for CdSe nanoparticles deposited onto graphene or MoS2 shown in Fig. 41b
and for ZnO nanoparticles in contact with reduced graphene oxide shown in Fig. 41c, respectively.
In addition, the electron transfer can be characterized by the measurement of the photocurrent
generated in the graphene because of the injected electrons (Fig. 41d) and by the evaluation of
photocatalytic properties. In the latter case, the charge transfer from the nanoparticles towards
graphene is evaluated by the decrease of the emission intensity of a third molecule. In fact, the
photodegradation of such a molecule is enhanced by the di�usion on graphene surface of the
electrons originated in the nanoparticles by phoexcitation, since graphene features a larger spe-
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ci�c surface area compared to nanoparticles. Therefore, the interest in these processes is both
for a basic research point of view aiming to clarify interactions occurring between graphene and
nanoparticles, and for an application research in order to exploit composite nanomaterials in
optoelectronic devices [177, 178, 189].

2.4 carbon nanoparticles

Carbon Dots (CDs) are a large family of optically active carbon nanoparticles well known
for their excellent emission properties in the visible spectrum. Various types of CDs have been
synthetized by both top-down and bottom-up methods, thus obtaining fundamental di�erences
in size, elemental composition, structure, surface passivation. As a result, the various types of
CDs show very di�erent spectroscopic features which in some cases are related to completely
di�erent photoemission mechanisms [190]. CDs shows many characteristics of QDs, as well as
further remarkable advantages: tunable properties, easy synthesis methods, cheap precursors,
and low toxicity [190]. Therefore, a CD-graphene composite system looks promising for appli-
cations based on carbon nanomaterials which require low-costs and biocompatibility. For the
purpose of this thesis, a peculiar kind of nitrogen-doped CDs was used. Such CDs are obtained
by bottom-up synthesis (more details are provided in Chp. 4) and feature a quasi-spherical shape
with tipical size of about 1–10 nm (Fig. 42a) and are formed by two main parts: a core consti-
tuted by a nanocrystal of carbon and nitrogen atoms arranged in a β-C3N4 lattice (Fig. 42b), and
a surface passivated by carboxyl ( COOH), hydroxyl ( OH), and amide ( CONH2) functional
groups (Fig. 42c) [191, 192]. According to the most accepted model, both these two parts are in-

a) b)

c) d)
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Figure 42: (a)HR-TEM image of CDs and (b) its Fourier transform, attesting the β-C3N4 core lattice. (c) IR absorption
spectrum of CDs related to the amide and carboxyl surface groups. (d) Absorption and emission spectra (the latter
excited at 440 nm) of CDs. Figures adapted from Ref [191]. (e) Energy levels scheme of CD photocycle, involving the
core valence band and the surface states.
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volved in the emission mechanism of CDs. As depicted in Fig. 42e, optical absorption originates
an electron-hole pair attributed to a transition between the valence band of the core and the
unoccupied states exposed to the surface. Then, the radiative recombination of the electron-hole
pair gives rise to the �uorescence [193]. It is evident that the electron-transfer towards surface
occurring in the photocycle of these CDs implies a strong sensitivity of the following photolu-
minescence to the environment. In fact, the charge exposed at the surface can interact with the
surrounding species even by means of short-range processes. In this regard, the most renowned
cases concern various types of charge transfer processes involving ions [194, 195], molecules [193,
196], and nanomaterials [197, 198]. The propensity of CDs to act as electron donor reported in
these results suggests that the energy of the surface levels CDs is higher of those characterizing
the other common interacting species. For such a reason, CDs are a promising choice to be used
as a graphene sensitizer.



3 BAS IC CONCEPTS OF METHODS

T hemain contribution to the experimental approach at the basis of this Thesis is given by two
spectroscopic techniques: Raman spectroscopy and photoluminescence spectroscopy. Both

of them are based on the interaction between radiation and matter, which can be opportunely
exploited to extract information about the investigated system.

All the spectroscopies are based on the transition involving real or virtual states respectively
induced by the absorption, emission or scattering of an electromagnetic radiation. As depicted in
Fig. 43, a given material features several energy levels which are subdivided in di�erent energy
range-scales according to the type of corresponding state. In particular, the electronic states are
characterized by the largest energy distance, and the UV-VIS radiation (1.24–12.4 eV) is neces-
sary for transitions between these states. Moreover, each electronic energy level is constituted
by various close sub-levels related to speci�c vibrational states of the material. The energy di�er-
ences between these states are several orders of magnitude smaller compared to those featuring
the electronic states. Therefore, IR radiation (1.24 meV–1.24 eV) is su�cient to induce vibrational
transitions. In its turn, the vibrational energy levels are constituted by further sub-levels related
to rotational states. In this case, the energy di�erences are even smaller and the transitions are
activated by microwave radiation (1.24 µeV–1.24 meV). Therefore, the study of the di�erent elec-
tronic, vibrational and rotational structures of a given material necessitates of di�erent spectro-
scopic techniques. In this Thesis, photoluminescence spectroscopy performed in UV-VIS range
was used to investigate the emission properties of optically active materials. On the other hand,
Raman spectroscopy was used to provide information about the structure of the materials which
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Figure 43: Representative diagram of the electronic, vibrational and rotational energy levels in molecules highlight-
ing their hierarchical relation (left). Processes activated for di�erent kinds of transitions and their typical spectroscopic
values of the radiation (right).
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in some cases is also related to their electronic properties. In addition, because of the nano-size of
graphene and nanoparticles, Atomic Force Microscopy was used in order to evaluate the morphol-
ogy of samples. In the following sections, the theory of the techniques above cited is discussed,
by pointing out their main aspects.

3.1 raman spectroscopy

Raman spectroscopy is one of the most common techniques for the investigation of structural
properties of materials. Similar to the case of IR spectroscopy, Raman spectroscopy arises from
light induced transitions between vibrational states, but the analogies between these two tech-
niques ends here. On the other hand, unlike the IR spectroscopy, Raman spectroscopy is not
based on transitions caused by light absorption, but on a di�erent process which involves light
scattering. In particular, the physical quantity measured by IR spectroscopy is the attenuation as
a function of the wavelength of a light beam after it had traveled through a material described
by the Lamber-Beer law [199]

I = I0e−ε(λ)cd , A = ln
(

I0

I

)
= ε(λ)cd , (73)

where I0 is the original intensity of the light beam, ε is the molar extinction coe�cient, λ is the
wavelength of the incident radiation, c is the molar concentration (mol/L), d is the traveled thick-
ness, and A is the absorbance. By contrast, the variation between the incident and the scattered
photon energy as e�ect of the interaction with matter is evaluated in Raman spectroscopy. In
particular, scattered light consists of two contributions [199, 200]:

rayleigh scattering concerning most of the scattered photons which feature no variation
in their energy after the interaction with matter, that means

hν = hν0 , (74)

where ν0 is the frequency of the incident photon and ν that one of the scattered photon;

raman scattering concerning a very small fraction of the scattered photons (10-5 of those
involved in Rayleigh scattering) which feature a variation in their energy given by

hν = hν0 ± h∆ν , (75)

where h∆ν = ∆E is the energy di�erence between two vibrational states. By the inter-
action with the material, the scattered photon can thereby leave or acquire energy giving
rise to Stokes and anti-Stokes lines, respectively.

To avoid terminology misunderstanding, it is important to note that IR and Raman spectra are
commonly expressed in terms of wavenumber ν̃ de�ned as

ν̃ =
1
λ
=

ν

c
, (76)
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which is the inverse of the wavelength, and thus it is given in cm-1. Notwithstanding, the wavenum-
ber is commonly named frequency when discussed in both IR and Raman spectra [199, 200].

3.1.1 Classical Description

Some key issues of Raman scattering can be derived by using a classical description of the
interaction between radiation and matter. In this respect, the incident radiation is described by
an electromagnetic plane wave given by [200, 201]

E = E0 sin 2πν0t , (77)

where E0 and ν are the amplitude and frequency of the electric �eld, respectively. Therefore, an
electric dipole moment is induced in the irradiated sample with the same oscillation:

P = αE = αE0 sin 2πν0t , (78)

where α is the polarizability. Such quantity is a characteristic of the materials and depends on
the position of nuclei. For small atom displacement (q ≈ 0 from the equilibrium position q0) the
polarizability can be written as

α = α0 +

(
∂α

∂q

)
0
q + . . . , (79)

where α0 is the polarizability at the equilibrium position. Whether the material undergoes to
lattice vibration, the atom displacement in the harmonic approximation is given by

q = q0 sin 2πνmt , (80)

where νm is the vibration frequency of a speci�c normal mode identi�ed by the label m. In this
case the polarizability can be written as

α = α0 +

(
∂α

∂q

)
0
q0 sin 2πνmt + . . . , (81)

thereby rewriting the dipole momentum as

P = α0E0 sin 2πνt +
(

∂α

∂q

)
0
q0E0 sin 2πνmt · sin 2πν0t

= α0E0 sin 2πνt +
1
2

(
∂α

∂q

)
0
q0E0

[
cos
(
2π (ν0 + νm)︸ ︷︷ ︸

anti-Stokes

t
)
+ cos

(
2π (ν0 − νm)︸ ︷︷ ︸

Stokes

t
)]

. (82)

Therefore, as shown in Fig. 44, the polarization oscillates through the modulation of three com-
ponents and gives rise to a radiation constituted by: one contribution from Rayleigh scattering at
frequency ν = ν0 and two contributions from Raman scattering at frequency ν0± νm for Stokes
(– sign) and anti-Stokes (+ sign), respectively [200, 201].
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Figure 44: Composition of the electromagnetic radiation (green) and atomic vibration (red) oscillation frequency,
ν0 and νm, respectively, in the oscillation modes of polarizability (orange). The latter gives rise to Rayleigh scattering
(green) at the same frequency of the incident radiation, and to Stokes (yellow) and anti-Stokes (azure) lines of Raman
scattering at frequency ν0 ± νm. Adapted from Ref. [201].

Furthermore, by evaluating the intensity of the light emitted by the oscillating dipole, we
obtain the relation

I =
16π4ν4

2c2 |P|2 =
16π4

3c2 E2
0

{
ν4

0 α2
0 cos2 2πν0t + (ν0 + νm)

4
[(

∂α

∂q

)
0

q0

2

]2

cos2(2π(ν0 + νm)t
)

+ (ν0 − νm)
4
[(

∂α

∂q

)
0

q0

2

]2

cos2(2π(ν0 − νm)t
)}

+ cross terms (83)

by neglecting the contribution of cross terms. Two important issues are pointed out in this
equation:

• the intensity of both Rayleigh and Raman lines is proportional to the fourth power of
frequency. Therefore, despite Raman scattering occurs independently of the frequency of
incident light, UV-VIS light sources are commonly used instead of IR sources in order to
obtain a more intense spectrum. However, whether in such a way it is possible to acquire
more intense Raman spectra, a competitive photoluminescence can occur when the mate-
rial is optically active, thus overpowering a much weaker Raman signal.

• the ratio between the Stokes and anti-Stokes lines is given by

IStokes
Ianti-Stokes

=

(
ν0 − νm

ν0 + νm

)4

< 1 , (84)

thus evaluating a higher intensity for anti-Stokes lines compared to the Stokes ones, in
contrast with the experimental evidence [200].

3.1.2 Quantum Description

Classical and quantum mechanical descriptions of light scattering are very similar, despite they
di�er in some fundamental issues. By the quantum approach, the interacting material is quantum
mechanically treated, whereas the electromagnetic radiation is classically treated in terms of an
incident plane wave. In particular, Raman scattering is described as a transition between an initial
|i〉 and a �nal | f 〉 state assumed at de�ned energy }ωi and }ω f , respectively [201]:

|i〉 = ψie−iωit , | f 〉 = ψ f e−iω f t , (85)
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through intermediate states |r〉 with an unde�ned energy }ωr with non-null width 2Γr:

|i〉 = ψre−i(ωrt−Γr) . (86)

The transition between these states is obtained by means of �rst-order perturbation theory, and
is described by the transition dipole momentum, whose component along the spatial coordinates
$, σ = x, y, z is given by

(
p(1)$

)
f i =

1
2} ∑

r 6=i, f

[ 〈 f | p̂$|r〉 〈r| p̂σ|i〉
ωri −ω− iΓr

+
〈 f | p̂σ|r〉 〈r| p̂$|i〉
ωr f −ω− iΓr

]
Ẽσ0 e−iωst + complex conjugate, (87)

where }ωab = }(ωa −ωb) is the energy di�erence between two given states a and b, ωs is the
angular frequency of the scattered light, and Ẽσ0 is the complex component of the electromagnetic
radiation along the σ direction. Therefore, since transition polarizability

(
α$σ

)
f i is related to the

transition dipole momentum by

(
p(1)$

)
f i =

1
2
(
α$σ

)
f i

[
Ẽσ0(ω)e−iωst + Ẽ∗σ0

(ω)eiωst] , (88)

its components are given by

(
α$σ

)
f i =

1
} ∑

r 6=i, f

[ 〈 f | p̂$|r〉 〈r| p̂σ|i〉
ωri −ω− iΓr

+
〈 f | p̂σ|r〉 〈r| p̂$|i〉
ωr f −ω− iΓr

]
. (89)

By this equation, the in�uence of radiation frequency on the intensity of scattered light can be
evaluated. In fact, according to the energy level diagram shown in Fig. 45, when ω � ωri for all
|r〉 states (Fig. 45a), no well-de�ned energy level corresponds to the transition, thus involving a
virtual state which is not a stationary solution of Schrödinger equation of the system. Therefore,
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Figure 45: Raman scattering processes in (a) non-resonant transition towards a virtual state far away from elec-
tronic levels, (b) pre-resonant transition towards a virtual state near an excited electronic level (c) resonant transition
towards a real state in the excited electronic level. Adapted from Ref.[201].
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in this case the scattering process involves a virtual transition whose probability is relatively
low. Besides, in the pre-resonance regime (ω → ωri) (Fig. 45c), that is when the energy of the
intermediate states |r〉 is close to real energy levels, the denominators of Eq. 89 decrease, thus
enhancing the intensity of scattered radiation. The highest intensity is reached at full resonance
ω = ωri (Fig. 45c) when the transition involves discrete and real vibrational levels belonging to
a higher electronic state. Therefore, the spectra aquired in full resonance regime are character-
ized by an intensity enhanced by a factor 103–105 (with obvious measurement advantages), and
moreover, they get an intrinsic relation to the electronic structure of the sample [200, 201].

3.1.3 Selection Rules and Exclusion Principle

Both classical and quantum descriptions of the induced dipole momentum provide important
insights on the Raman scattering availability. In fact, by Eq. 82, the Raman lines arise only when(

∂α

∂q

)
0
6= 0 , (90)

thus deriving the classical selection rule of Raman scattering, that is: a vibrational mode is Raman
active when the polarizability features a stationary point of in�ection at q = 0 [199, 200]. More
generally, polarizability is not necessarily an isotropic quantity. Therefore, the relation between
the induced polarization and the electric �eld is given by the polarizability tensor α through the
equation P = α · E, which implies

Px = αxxEx + αxyEy + αxzEz

Py = αyxEx + αyyEy + αyzEz

Pz = αzxEx + αzyEy + αzzEz

, (91)

and since α is usually a symmetric tensor: αij = αji for i 6= j. Consequently, a vibrational mode
is Raman-active whether at least one of these components follows the Eq. 90. This selection rule
can be easily understood by visualizing the spatial evolution of polarizability due to a vibrational
motion, as shown in Fig. 46 for the CO2 and H2O molecules, the polarizability ellipsoid obtained
by plotting 1/

√
αii. By comparing the various vibrational modes, the ones which feature a sym-

metric variation of the ellipsoid are Raman-inactive, since (∂αii/∂q) = 0 at q = 0 (Fig. 46b,c,e,f).
On the contrary, the modes in which the ellipsoid varies asymmetrically are Raman-active, since
(∂αii/∂q) 6= 0 at q = 0 (Fig. 46a,d,e) [200, 201].

In respect to the symmetry, this results can be discussed in terms of the Eq. 89, where the
integrals

〈 f | p̂$|r〉 〈r| p̂σ|i〉 = 〈 f | p̂$ p̂σ|i〉 ∝
∫

ψ f (q)$σψi(q)dq 6= 0 (92)

are non-null only whether the product ψ f (q)$σψi(q) contains the totally symmetric representa-
tion. Therefore, the vibration is Raman active if the component of the polarizability belongs to
the same symmetry species as that of the vibration [200, 201]. A similar argument can be used
to evaluate the IR-activity of a vibrational mode. In this case, an equation similar to the Eq. 92
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can be derived, but involving only one coordinate in the integrals, and therefore IR and Raman
active modes features di�erent symmetry, as shown in Fig. 46. This condition, called the mu-

tual exclusion principle, can be resumed as: for any molecules having a centre of symmetry, the
vibrations symmetric with respect to the center of symmetry are Raman-active, whereas those
that are antisymmetric are IR-active. As a consequence IR and Raman active modes are mutually
exclusive for such molecule [200, 201].

a)

b)

c)

d)

e)

f)

q > 0 q < 0q = 0 q > 0 q < 0q = 0

Figure 46: Evolution of polarizability ellipse as e�ect of vibrational motion for three di�erent normal modes in
(a,b,c) CO2 and (d,e,f) H2O molecules. Adapted from Ref. [200].

3.2 photoluminescence spectroscopy

The electronic structure of optically active materials is commonly investigated by means of op-
tical absorption and emission processes involving electronic states. In fact, these two phenomena
allow to evaluate fundamental quantities for a certain material, such as the energy distribution
of orbitals for molecules or the eventual energy bandgap of solids. In addition, intramolecular
electronic transitions are dramatically in�uenced by external agents, which can both enhance
or quench the e�ciency of speci�c radiative processes. Therefore, optical spectroscopy provides
information about intermolecular phenomena such as solvatation, complex formation, collisions,
and so on [202].

3.2.1 Principles of Photoluminescence

As previously mentioned, the absorption of UV-VIS light by a material induces an electronic
transition between two states. According to the Jablonski diagram depicted in Fig. 47, absorption
mostly involves the transitions among singlet electronic states, labeled by S0, S1, and so on, fea-
turing a very fast characteristic time (10-15s) [202, 203]. The absorption between di�erent states
is characterized by a vibrational �ne structure due to electron-phonon coupling. By considering,
as an example, the transition S0 S2, absorption can occur from any populated vibrational
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substate of the S0 electronic state to any vibrational substates of the S2 state, although not all
with the same e�ciency [202, 203]. Then, through internal conversion, that is the non-radiative
transition S2 S1, and then through vibrational relaxation, the systems relaxates to the vibra-
tional ground state of the S1 state. Therefrom, two di�erent radiative recombination paths can
occur [202, 203]:

fluorescence which corresponds to the transition S1 S0 and whose time-scale is related
to life-time of the S1 state (10-9–10-7s);

phosphorescence which corresponds to much slower spin-forbidden transition T1 S0

(10-6–10s) occurring after intersystem crossing from the singlet S1 state to the triplet T1 state
(10-10–10-8s).

Alternatively, the system continues the internal conversion from any excited state towards the
S0 state, thus relaxing with no light emission.
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Figure 47: Jablonski diagram of the typical photocycle of a molecule constituted by: light absorption (violet and blue), internal
conversion and vibrational relaxation towards the ground vibrational level of the excited (grey), �uorescence (green), and phospho-
rescence (red). Adapted from Ref. [202].

As general characteristics, an emission spectrum extends for a wide wavelength range, the
peak position is shifted with respect to the absorption spectrum of the same species (Fig. 48a),
and it can feature the presence of vibrational �ne structure (Fig. 48b). The total energy decrease of
the emission with respect to the absorption, called Stokes shift is due to non-radiative relaxation
occurring between the transitions related to absorption and emission and involves the electron-
phonon coupling. The other features can be explained in connection with the vibrational struc-
ture of the considered species. In fact, as previously mentioned, the electronic states usually
feature a wide energy spread which includes the energy spectrum of the vibrational sub-states,
and the latter are fully involved in the transitions between electronic states. According to time
dependent perturbation theory, a transition between states is caused by the interaction between
matter and electromagnetic �eld by means of the addition of a small
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Figure 48: (a,b) Representative absorption (blue line) and �uorescence (red line) spectra of two molecules featuring
the Stokes shift between absorption and emission peak wavelength, and the eventual presence of distinct vibronic
structures. (c) Involvement of various vibrational levels in the �uorescence process. Transition between vibrational
levels of S0 and S1 states are favored by the Franck-Condon factor, that is the overlap of vibrational contribution to
the wavefunctions. Adapted from Refs. [202, 203].

perturbative term V to the original Hamiltonian describing the system H, such that the overall
Hamiltionian is given by [203, 204]

H(t) = H0 + V(t) , where V � H0 . (93)

By considering the interaction with a single monochromatic electromagnetic wave E = ẑE0 cos ωt,
the additive term can be expressed by using the electric dipole approximation as

V(t) = E · µ = −eE · z = −eE0 sin ωt , (94)

where µ = ez is the electric dipole moment of the system. Given two states |i〉 and | f 〉 whose
energy separation is E f − Ei = }ω0, the probability of the electronic transition between these
states due to the electromagnetic radiation is derived by the time dependent perturbation theory
in the case of sinusoidal perturbation:

Pi→ f =

(
|µi f |E0

}

)2
sin2[(ω0 −ω)t/2

(ω0 −ω)2 =
2u
ε0}
|µi f |2

sin2[(ω0 −ω)t/2
(ω0 −ω)2 , (95)



3.2 photoluminescence spectroscopy 66

where u = ε0E2
0/2 is the energy density of the electromagnetic wave and µi f is the element of

the transition dipole moment given by

µi f = 〈 f |V|i〉 = 〈 f |µ|i〉 =
∫

Ψ∗f µΨi . (96)

where ψ f and ψi are the �nal and initial states of the overall molecule. Thence, by extending the
discussion to an incoherent polychromatic radiation, the system interacts with electromagnetic
radiation at a whole range of frequencies. In this case, we substitute u with $(ω)dω, where
$(ω) is the energy density of the radiation in the frequency range dω, and the Eq. 95 has to be
integrated with respect all the possible frequencies:

Pi→ f =
2

ε0}
|µi f |2

∫ ∞

0
$(ω)

sin2[(ω0 −ω)t/2
(ω0 −ω)2 dω =

π

ε0}2 |µi f |2$(ω0)t . (97)

Finally, the transition rate is obtained by the time derivative of the probability of transition

Ri→ f =
π

3ε0}2 |µi f |2$(ω0) , (98)

where the factor 1/3 is added by average of the transition dipole moment over all polarizations
and all incident directions.

It is important to note that the same probability rate is obtained for a reverse transition from
the | f 〉 to the |i〉 state: Pi→ f = Pf→i. These two transition are referred to the stimulate absorp-

tion and stimulate emission, respectively. In the �rst case, the system in its ground state interacts
with the radiation and it reaches an excited state by gaining the required energy through the
absorption of the radiation. In the second case the systems is already in its excited state, and the
interaction with the radiation causes the return to the ground states by loosing the exceeding en-
ergy by emitting radiation. The latter process is involved in di�ers from the spontaneous emission

responsible of the photoluminescence. In this case the transition downward does not involve any
applied electromagnetic �eld, but gives rise only because of the zero point radiation.

As shown, the transition probability is strictly connected to the element of the electric dipole
moment connecting the two states. For a molecular system, such a quantity should be evaluated
by considering the electronic and the nuclear contribution to the electric dipole moment

µ = µe + µN = −e ∑
i

ri + e ∑
α

ZαRα , (99)

where e is the electron charge, eZα is the charge of the electron. However, since the period of nu-
clear vibration (10-10–10-12s) is much slower than the characteristic time of absorption, the nuclei
of the molecule can be considered as frozen during the transition between electronic states [203,
204]. This consideration is at the basis of the Born-Oppenheimer approximation, which allows
to factorize the total wavefunction in two terms: the electronic one ϕi and the nuclear one χa.
Therefore, by labeling the states Ψia = ϕiχa and Ψf b = ϕ f χb as |ia〉 and | f b〉, respectively, we
obtain

|µi f |2 = | 〈 f b|µ|ia〉 |2 = | 〈a|b〉 |2 · | 〈 f |µe|i〉 |2 = | 〈a|b〉 |2 · |µe
f i|2 . (100)
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In this equation, the second factor takes into account the dipole transition moment between the
two electronic states, whereas the �rst factor is the Franck-Condon factor which evaluates the
overlap between the vibrational level of ground and excited electronic states [203, 204]. There-
fore, the absorption involves also those excited vibrational levels of the excited state which fea-
tures a signi�cant overlap to the ground vibrational level of the ground electronic state. In conclu-
sion, the factor |µe

f i|2 determines the transition probability through selection rules, whereas the
factor | 〈a|b〉 |2 establishes the shape of absorption or emission bands according to the vibrational
substructure.

3.2.2 Quenching of the Emission

As seen in the previous section, not all the possible relaxation paths of a photocycle give rise to
photoluminescence. That is the case of internal conversion, intersystem crossing and vibrational
relaxation, whereby the excited system looses progressively its energy, and until it reaches the
ground state. Moreover, a quenching of the �uorescence can be caused by the intervention of
external species, which activate further non-radiative relaxation. In the latter case, quenching
involves a donor (D) that is the optically active species which is excited by an external electro-
magnetic �eld, and an acceptor (A) species (sometimes optically active too) to which the excitation
is transferred. The energy acquired by photoexcitation in the donor species can be transferred
to the acceptor through the following processes [202]:

resonance energy transfer whereby the transfer occurs by long-distance dipole-dipole
interaction (about 1–10 nm) which by enabling the exchange of the excitation between
donor and acceptor, that is: D* + A D + A* (Fig. 49a), where D* and A* represent
the donor and the acceptor species in their excited state. To this aim, the overlap of the
emission spectrum of the donor and the absorption spectrum of the acceptor is required.

dexter energy transfer whereby an electron excited to the LUMO a state of the donor
and an electron in HOMO b state of the acceptor are mutually exchanged: D* + A D + A*
(Fig. 49b). This is a short range exchange interaction (between 1–10 Å) which requires the
overlap of donor and acceptor wavefunctions.

photoinduced electron transfer as in the previous case, this is a short range interac-
tion which requires the overlap of donor and acceptor wavefunctions. By contrast, both
donor and acceptor can donate electron, accordingly to the the reciprocal energy align-
ment of their HOMO and LUMO levels. In the case of reductive electron transfer, the
photoexcited species acts as electron acceptor: D* + A D– + A+ (Fig. 49c), whereas
in the case of oxidative electron transfer, the photoexcited species acts as electron donor:
D* + A D+ + A– (Fig. 49d).

a lowest unoccupied molecular orbital
b highest occupied molecular orbital
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Figure 49: Mechanisms of �uorescence quenching: (a) resonance energy transfer, (b) Dexter energy transfer, (c)
reductive photoinduced electron transfer, and (d) oxidative photoinduced electron transfer. Adapted from Ref. [202].

3.3 atomic force microscopy

Scanning probe microscopy (SPM) is a class of imaging techniques especially suitable to in-
vestigate surfaces of materials and expecially 2D materials where the surface matches the entire
material. In SPM techniques, the image acquisition is performed by scanning the sample surface
by means of a physical probe. The motion of this probe is characterized by an interaction param-
eter which depends on the distance from the surface. By imposing constant such parameter, the
probe is lifted or lowered according to the surface morphology, thus reconstructing the pro�le of
the sample surface [205, 206]. Among such techniques, Atomic Force Microscopy (AFM) is one of
the most renowned and di�used for its wide capability and its simplicity. Theoretical principles
of this technique are brie�y discussed in the following sections.

3.3.1 Principles of AFM

Concerning AFM, several atomic interactions are exploited, basing on short or long range
probe-surface interaction and di�erent probes design are required for speci�c cases. As depicted
in Fig. 50a,b, a probe is commonly constituted by the following parts [205, 206]:

substrate whereby the probe is connected to the instrumentation and by which the probe
motion is controlled;

cantilever which constitutes the vibrating element of the probe and is characterized by spe-
ci�c elastic properties;
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Figure 50: Representative depiction of an AFM probe and its main parts in (a) bottom view and (b) side view. (c)
Motion scheme of AFM probe during the measurement. The composite motion along the x and y axes gives rise to
the trace (red) and retrace (green) pro�les.

tip which features a pyramidal shape, whose apex scans the sample surface, and whose size is
one of the main factors which determine the maximum image resolution.

The probe scans the surface along two directions. The �rst one is orthogonal to the surface
(along the z axis) and this motion reconstructs the pro�le of the surface. On the other hand, the
second direction is parallel to the surface and allows the scanning of a speci�c region of the
sample. As shown in Fig. 50c, the latter motion is in its turn constituted by two components: a
fast motion along the scan axis (x) and a slow motion along the perpendicular axis (y) [205, 206].
The combination of these two movements returns two images: the trace image, where the motion
corresponds to the left-right scanning, ant the retrace image, which corresponds to the right-left
scanning. The similarity of these two images is a mandatory requirement in order to assure a
satisfying scanning quality [205, 206].

During the AFM scanning, several types of tip-surface interaction occur. These interactions
are distinguished by their attractive or repulsive nature, and in addition by their conservative or
dissipative behavior. In particular, they are [205, 206]:

van der waals forces already mentioned in Chp. 2, which are mainly attractive and re-
lated to the dipole-dipole interactions. Despite they are usually conservative because of
their electrostatic nature, they can induce energy dissipation whether the probe modi�es
the surface morphology;

contact forces short range repulsive interaction related to the overlap between the wave-
function of surface and tip electrons prevented by Pauli exclusion principle;

capillary forces attractive occurring between the probe tip and the thin water �lm which
covers the surface of the sample during ambient measurements. The eventual formation
and breaking of water meniscus causes energy dissipation;

adhesion forces that is a restoring forces due to unintended chemical bonds between tip
and surface. Such bonds are broken when the probe tip gets away from the surface, and
the potential energy acquired by the sample surface is dissipated as thermal energy.
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3.3.2 Amplitude Modulation AFM

Among the various image acquisition modes available in AFM, Amplitude Modulation AFM

mode (AM-AFM) is one of the most suitable in ambient measurement. In this mode, the probe
undergoes to a periodic oscillation controlled by means of a piezoelectric crystal linked to the
probe substrate. In particular, an oscillating electric tension is applied to the piezoelectric in order
to induce a periodic response of the cantilever. The actual oscillation amplitude of cantilever is
determined by its speci�c resonance condition [205, 206].
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Figure 51: Pro�le scanning and height evaluation during an amplitude modulation AFM measurement.

The oscillation amplitude is the key paramenter of AM-AFM measurement. When the probe is
far away from the surface, the cantilever oscillation features an initial amplitude. Thereafter, as
the cantilever approaches the surface, tip and surface start to mutually interact and the cantilever
oscillation amplitude decreases. The engage of the surface takes place when the amplitude fea-
tures a speci�c value, called set-point amplitude Asp. Such an amplitude is identi�ed as interaction
parameter and is modi�ed during the scanning motion. The vertical motion of the probe will be
thereby variated by a feedback system in order to restore the set-point value, thus reconstructing
the surface pro�le [205, 206].

Di�erent acquisition modes can be performed by AM-AFM, but all the AFM images reported
in the experimental section of this thesis were acquired in a single mode, namely Intermittent

Contact Mode (also called tapping mode). By using this mode, the set-point amplitude is kept con-
stant and the tip is mainly in�uenced by the short range repulsion forces due to the direct contact
with the surface. Despite the instrumental sensitivity increases with the set-point amplitude this
approach can signi�cantly modify the real morphology of the surface because of the high en-
ergy occurring in large oscillations and, in extreme cases, it may induces severe damage to both
the sample and the probe tip. Therefore, a compromise has to be established between measure-
ment precision and measurement �delity. Finally, since the relative strength of these forces, no
restrictions on measurement ambient air are recommended.

The composite shape of probes and the various interactions previously mentioned compli-
cate the description of tip motion during the AFM measurement, and relevant approximations
are thereby required. By limiting the description to the fundamental oscillation mode, the can-
tilever can be thought as an harmonic oscillator which is driven by a sinusoidal force F0 cos ωt,
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is damped by a viscous medium, and undergoes an external force due to tip-surface interaction
Fts(d) [205, 206]. In this model, the equation of motion of the cantilever is given by

mz̈ = −kz− mω0

Q
ż + F0 cos ωt + Fts(d) , (101)

where m is the actual probe mass, k is the elastic constant of recovery force, ω0 is the natu-
ral frequency of cantilever, and Q is the quality factor. To fully understand the dynamic of the
cantilever described by the Eq. 101, it is useful to consider two simpli�ed cases:

• If the tip-surface force is constant and null Fts(d) = 0, the Eq. 101 can be analytically
solved, and in the case of weak damping the solution gets the form

z(t) = B exp
(
−ω0

2Q
t
)

cos
(
ωrt− β

)
+ A cos

(
ωrt− ϕ

)
, (102)

where ωr = ω0
√

1− 1/4Q2, B and β are determined by the initial conditions and include
eventual integration constants. On the other hand, the amplitude A is given by

A(ω) =
F0/m√(

ω2
0 −ω2

)
+
(
ωω0/Q

)2
, (103)

and the phase ϕ is

tan(ϕ) =
ωω0/Q
ω2

0 −ω2
, (104)

with Q = ω0/Γ, where Γ is the full width at half maximum of the amplitude curve.
Therefore, the solution of Eq. 102 features two terms: a transient solution describing a
damped oscillator, and a stationary solution due to the driving force. The typical trend of
amplitude and phase on varying the driving frequency are shown in Fig. 52.
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Figure 52: Typical response of amplitude and phase of cantilever oscillation as a function of the frequency of
the driving force.
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• In many cases of interest, for small oscillation of the cantilever with respect to its equilib-
rium position, the tip-surface force Fts(d) can be approximated as linearly dependent of
the tip-surface distance, and it can be expressed as

Fts(z) = Fts(0) +
(

dFts

dz

)
0
z = Fts(0)− ktsz . (105)

By this approximation, the tip-surface interaction is thereby characterized by an elastic con-
stant kts = −(dFts/dz)0, thus modifying only the proper oscillation frequency of probe
ω0 which becomes

ω1 = ω0 + ∆ω where ∆ω =
ω0kts

2k
. (106)

By assuming that when the probe is far away from the surface it oscillates at its own
resonance frequency ω0, as reported in Fig. 53 once it engages the surface the resonance
frequency changes:

•• in the case of van der Waals interactions the force is attractive and then kts =

−
( dFts

dz

)
0 < 0, so the maximum amplitude shifts towards lower frequency;

•• in the case of contact interactions the force is repulsive and then kts = −
( dFts

dz

)
0 > 0,

so the maximum amplitude shifts towards higher frequency.

If the cantilever keeps oscillating at frequency ω0, it will feature a reduced oscillation
amplitude. Overall, this phenomenon is at the basis of the feedback system which modi-
�es the probe-surface distance to keep a speci�c amplitude value. It is important to note
that the variation of amplitude depends on the derivative of amplitude peak curve, since
a sharper curve will provide a signi�cant amplitude variation. In particular, the amplitude
peak curve sharpness is governed by the quality factor of the probe (see Fig. 52), and there-
fore the probe has to be designed in order to maximize quality factor in order to sharpen
the amplitude peak curve and to obtain a better instrumental response [205, 206].
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tip-surface interactions.
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According to the description above reported, by scanning two di�erent materials having the
same height, the measured pro�le should feature no interface structure and it is not possible to
distinguish among them by the morphological AFM image. On the other hand, by considering
the impact of the tip-surface dissipation e�ects, the oscillation phase features a non-trivial evo-
lution [205, 206]. In fact, by performing an energy balance where the energy transferred from
the driving force to the probe Eexc is equal to

Eexc = Emed + Edis , (107)

where Emed is the dissipation due to the damping by the given medium in which the measurement
is carried out, and Edis is the dissipation due to the tip-surface interaction. By considering the
stationary solution for the probe oscillation z = z0 + A cos(ωt− ϕ), it is possible to evaluate
the work corresponding to the terms Eexc and Emed in an oscillation period

Eexc =
∮

F0 cos(ωt)
dz
dt

dt =
πkA0A(ω) sin ϕ

Q
(108)

Emed =
∮ (mω0

Q

)
dz
dt

dt =
πkA2

Q
ω

ω0
, (109)

and thus it can be obtained

Edis =
πkA2

Q

(
A0

A
sin ϕ− ω

ω0

)
. (110)

In this way, the relation between oscillation phase and dissipated energy is revealed. Therefore,
two materials featuring di�erent energy dissipations will be distinguished by di�erent phase
values. This e�ect is at the basis of the phase image, which provides fundamental information
about the composition of di�erent materials in the investigated surface [205, 206]. An exemplary
case of this procedure is reported in Fig. 54 where the scan of two di�erent materials having the
same surface height can be revealed only by the phase.
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Figure 54: Pro�le scanning (z) and phase evaluation (φ) during an amplitude modulation AFM measurement. In
particular, di�erent phase value for two materials (A and B) is shown.



4 MATER IA L S AND METHODS

I n this chapter, major details of the materials and experimental methods used in this thesis are
summarized. In particular, the synthesis procedures of graphene and carbon nanoparticles are

illustrated, whereas their basic characterization is reported in Chp. 5. Finally, main details of the
instrumentation used for Raman and photoluminescence measurements and for AFM imaging
are reported, as well as the setup used for thermal processing experiments.

4.1 synthesis of materials

4.1.1 Graphene

Commercial single-layer graphene (Gr) produced by Graphenea Inc. was used for all the exper-
iments reported in this Thesis [207]. According to the manufacturing speci�cations, graphene
was grown on a copper foil (Cu) by means of Chemical Vapor Deposition (CVD), at a temperature
of 1000℃ by using CH4 (methane) as carbon precursor [119, 208]. The transfer of graphene on
the �nal substrates depicted in Fig. 55 was performed in collaboration with Dr. Filippo Giannazzo
and Dr. Emanuela Schilirò (CNR-IMM)a. First, a thin �lm of Poly(methyl methacrylate) (PMMA)
was deposited by spin coating onto the top surface of the Gr/Cu foil. Then a thermal release tape
(TRT) was laminated on PMMA. The copper foil was etched by immersion in salt bath by us-
ing (NH4)2S2O8 (ammonium persulfate) or FeCl3 (ferric chloride), and by a cleaning in deionized

graphene CVD
PMMA coating

Gr/Cu PMMA/Gr/Cu PMMA/Gr

Copper etching

Transfer

PMMA removal

Gr/Substrate PMMA/Gr/Substrate

Figure 55: Scheme of the transfer procedure of graphene from the copper foil where it is grown to the �nal substrate.

a National Research Council - Institute for Microelectronics and Microsystems, Strada VIII 5, 9511, Catania, Italy.
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water. The remaining TRT/PMMA/Gr stack was transferred to the various substrates by thermo-
compression printing, thus causing the release of TRT. Finally, the sample was cleaned from
PMMA by acetone bath, thus obtaining the Gr/substrate stack. In particular, the three substrates
were constituted by a silicon wafer on which di�erent surface thin �lms were grown:

• amorphous SiO2 was thermally grown on the top surface of silicon wafer until reaching
a 300 nm thick layer. In addition, a further hydrophobic substrate was obtained by substi-
tuting the hydroxyl groups of SiO2 surface by methyl groups by means of hexamethyldisi-
lazane (HMDS). The HMDS has been applied by means of a spin-coating equipment, using
a double step of spin speed: 100 RPM for 2 min and 1000 RPM for 1 min.

• amorphous Al2O3 was grown by thermal atomic layer deposition at 250℃ using Al2(CH3)6

(tri-methyl aluminium) and water as aluminium and oxygen precursors, respectively, until
reaching a 40 nm thick layer.

• amorphous HfO2 was deposited by plasma enhanced atomic layer deposition at 250℃ by us-
ing [(CH3)2N]4Hf (tetrakis-dimethylamino hafnium) as hafnium precursor and O2-plasma
as oxygen source until reaching a 50 nm thick layer.

The three kinds of samples obtained by using these substrates are thereby labeled as Gr/SiO2/Si,
Gr/Al2O3/Si, and Gr/HfO2/Si. In the following chapters, for the sake of simplicity, in some occa-
sions a simpli�ed version of the previous labels is used: Gr/SiO2, Gr/Al2O3, and Gr/HfO2, respec-
tively. In addition, graphene transferred onto the hydrophilic and hydrophobic SiO2/Si substrate
is labeled Gr/h-SiO2 and Gr/m-SiO2, respectively

4.1.2 Carbon Dots

Carbon dots (CDs) were synthesized in collaboration with Prof. Fabrizio Messina and Dr. Al-
ice Sciortino (UniPA)b. In particular, as discussed in Chp. 2, the CDs exploited for this Thesis
consisted in nitrogen-doped carbon nanoparticles with tipical size of about 1–10 nm consituted
by a β-C3N4 core, namely carbon-nitride in the peculiar β phase, and by a surface passivated by
various functional groups: carboxyl ( COOH) and amide ( CONH2) [191, 192]. In particular,<
CDs were obtained through a bottom-up technique by using citric acid monohydrate as carbon
precursor and urea as nitrogen precursor, both dissolved in water. They both underwent to a car-
bonization process performed by microwave irradiation until the complete evaporation of water
occurred [191, 192]. From the resulting CDs powder, two di�erent solutions were prepared. The
�rst one was prepared dissolving the as synthesized powder in ethanol, in a concentration of
0.1 g/l [192]. The second solution was prepared dissolving the same powder in water, in a concen-
tration of 0.1 g/l, and then separating the most luminescent fraction by means of size exclusion
chromatography [191]. The study of CDs was performed exclusively in solid phase, after having
deposited 1 µl of CDs dispersion onto a target substrate: Gr/SiO2/Si or bare SiO2/Si. The deposi-
tion was performed by drop-casting technique in fume hood so as to accelerate the drying of the
solvents, and thus preventing the unintended aggregation of nanoparticles.

b University of Palermo, Department of Physics and Chemistry - Emilio Segrè, Via Archira� 36, 90123 Palermo, Italy.
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4.2 raman spectroscopy

Two di�erent instruments were used for the Raman spectroscopy measurements: Bruker SEN-
TERRA Spectrometer, and Horiba LabRam HR-Evolution Spectrometer. Despite they di�er in some
technical speci�cs, both instruments share the main elements depicted in Fig. 56: a laser source
(even more than one) at �xed power and wavelength, a series of neutral density �lters to mod-
ulate the power of the light reaching the sample, a microscopy system which allows to resolve
in a microscopic scale the sample zone involved in the measurement, a pinhole which allows to
measure in confocal mode, thus enhancing both the vertical and the lateral space resolutions, a
di�raction grating for the energy dispersion of the scattered light, a motorized stage for the �ne
positioning of the sample.
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Figure 56: Scheme of the internal elements of a typical Raman spectrometer.

Given a sample, the Raman spectrum is acquired by the following procedure:

The laser light goes into the the optical system and by controlling its power by a
chosen neutral �lter. The light reaches the sample thanks to a series of mirrors, and
it is focused in a well de�ned spot on the surface by a microscope lens. There, some
of the light is scattered and collected by the microscope. The Raman scattering is
guided towards the spectrometer, whereas the Rayleigh scattering is stopped by an
opportune �lter. In this stage, the scattered light goes through a pinhole in order
to select the portion of light coming only from the focal plane. Finally, the light
spectrum is obtained by di�raction grating and acquired by a CCD. Successively,
during the data analysis, all the spectra are calibrated again (a �rst calibration is
performed just before the measurement) by aligning them to the silicon band located
at 520.7 cm-1, whose presence is due to the wafer [209, 210].

In particular, the following parameters were used for the measurements, by taking care to
adapt the laser power to avoid any sample modi�cation:
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bruker senterra spectrometer used for µ-Raman and µ-PL spectroscopy at 532 nm
(2.33 eV) excitation laser performed by using a confocal optical microscopy system with
50× optical magni�cation, a best spectral resolution equal to 9 cm-1, and a data pitch equal
to 0.5 cm-1. µ-Raman measurements were performed at nominal power of 5 mW on a target
area equal to 4×4 µm2 for Gr/SiO2 and Gr/Al2O3, and 4×15 µm2 for Gr/HfO2. µ-PL mea-
surements were performed at nominal power of 2 mW on a target area equal to 4×4 µm2.

horiba labram hr-evolution spectrometer used for Raman Spectroscopy at 633 nm
(1.96 eV) excitation laser performed by using a confocal optical microscopy system with
100× optical magni�cation, a best spectral resolution equal to 7 cm-1, and a data pitch
equal to 1 cm-1. All the measurements were performed at nominal power equal to 5 mW on
a target area of 1×1 µm2.

4.3 atomic force microscopy

Two di�erent instruments were used for the AM-AFM imaging: Bruker FastScan BioMicroscope,
and Veeco MultiMode Microscope. Both microscopes are mainly constituted by the elements de-
picted in Fig. 57: a probe whose oscillations are controlled by a piezoelectric, a diode laser and
a photodiode used for the monitoring of probe tip oscillation, a piezoelectric scanner whose xy
motion is set by the user, whereas the z motion is driven by a lock in ampli�er and a Proportional-
Integral-Derivative (PID).
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Figure 57: Scheme of the elements of a typical atomic force microscope for amplitude modulation measurements.

The images are obtained by the following procedure:

First, the oscillation of the probe is calibrated by selecting a well de�ned resonance
peak in the amplitude-frequency curve. Then, in order to monitor the motion of



4.4 thermal processing 78

the probe, a laser is carefully pointed on the top surface of the tip and therefore
re�ected towards a photodiode. In such a way the oscillation of the tip are translated
in a electrical signal. Thus, the signal is enhanced by a lock-in ampli�er and the
actual oscillation amplitude is compared to setpoint value. The latter stage is done
by the PID, which thereby transmits a feedback signal to the sample scanner. In
fact, after the initial engage between tip and sample surface, the scanner modi�es
the tip-surface distance accordingly to the feedback of the PID. Finally, the image
of the surface is obtained by collecting the values of the various relevant quantities
(tip-surface distance, oscillation amplitude, oscillation phase) during the scanning of
the sample along x and y directions. In addition, the software Gwyddion v. 2.52 and
Bruker NanoScope Analysis were used for the post-measurement correction and the
extraction of quantitative information.

In particular, the measurements were performed by the following instrumentation:

bruker fastscan bio microscope equipped with Bruker FastScan A probes with tip ra-
dius approximately equal to 5 nm. AFM images were acquired by using tapping mode on
di�erent micrometric scales, up to 5×5 µm2 of area.

veeco multimode microscope equipped with Nanosensors and Bruker probes. These lat-
ter were characterized by a tip radius approximately equal to 5 nm. Even in this case,
AFM images were acquired by using tapping mode on di�erent micrometric scales, up
to 2×2 µm2 of area.

4.4 thermal processing

Thermal treatments in controlled atmosphere were conspicuously used in order to modify the
materials described in the previous sections. In every experiments the typical procedure consisted
in: the sample was exposed to a given gas, at a given temperature, and for time. Successively,
measurements were carried out ex-situ at ambient conditions. As depicted in Fig. 58, the apparatus
was constituted by the following parts:

• two reaction chambers, the �rst one was made by stainless steel of about 100 ml volume
and was used for treatments at high temperature, and the second one was made by a blind
PTFE tube of about 50 ml volume and was used for treatments at ambient temperature;

• a vacuum pump used to empty the �rst reaction chamber and the other connections. The
treatments were performed in two pressure regimes: ultra high vacuum (10-5 mbar) in the
case of treatment in vacuum, and high vacuum (3–10-1 mbar) for the pre-vacuum preceding
the gas injection.

• pure gases used in order to perform thermal treatments in selective gas: oxygen (O2), ni-
trogen (N2), and carbon dioxide (CO2) with 20 parts per million of impurity. Treatments in
gas atmosphere were performed at 2 bar of pressure;
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• a mu�e oven used to heat the �rst reaction chamber to the desired temperature, in the
range 150–400℃;

• a Parr reactor model 4651 of about 250 ml volume containing a gas phase of helium and a
liquid phase of water was used as water evaporator after heating at 150℃.

In addition, two cooling procedures were used at the end of the thermal treatment:

fast cooling performed by rapidly quenching the temperature of the sample up to the am-
bient temperature within about 60 seconds.

slow cooling performed by slowly decreasing the temperature of the sample up to the am-
bient temperature within about 6 hours.

Finally, some peculiar procedures used for the thermal processing of graphene reported in the
following chapter are speci�cally described in the following:

standard treatment performed at 300℃, 2 hours of gas exposure, and at pressure equal to
2 bar whether a speci�c atmosphere is chosen, or alternatively in ultra high vacuum, and
completed by a fast cooling.

varying temperature performed in oxygen atmosphere only at standard pressure of 2 bar,
2 hours of gas exposure, in a wide range of temperature from 150℃ up to 400℃ by incre-
mental steps of 25℃, and completed by a fast cooling.

varying time performed in oxygen atmosphere only at standard pressure of 2 bar, at tem-
perature equal to 300℃, in a time range of gas exposure between 5 minutes and 2 hours,
reached by di�erent time incremental steps, and completed by a fast cooling.
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Figure 58: Scheme of the apparatus utilized for the thermal treatments in controlled atmosphere.



5 EXPER IMEN TAL RE SULT S

T he content of this chapter concerns the results of the experimental investigation of graphene
interaction with other species. The general aim of the study is the attempt to clarify those

processes of interaction in�uencing the charge distribution in graphene energy levels in order to
advance the knowledge for potential applications of graphene in electronic and optoelectronic
devices. In particular, the chapter is subdivided in two sections: the �rst one concerns the interac-
tion with small molecules and the second one concerns the interaction with carbon nanoparticles.

5.1 interaction with molecules

5.1.1 Characterization of Substrates

As discussed in Chp. 4, the graphene samples studied in this Thesis were transferred on dif-
ferent substrates, namely SiO2/Si, Al2O3/Si, and HfO2/Si. The substrates utilized as support of
graphene were �rstly characterized in terms of the morphological and chemical properties to
evaluate their in�uence on the structural and electronic features of graphene. The AFM images
shown in Fig. 59 report the morphological characterization of the substrate surface. Herein, by
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Figure 59: Image acquired by Atomic Force Microscopy of the substrate utilized in this thesis: (a) SiO2, (b) Al2O3,
(c) HfO2. Adapted from Ref. [211].

taking care to discard the incidental clusters of residual PMMA (that is avoiding all white spots in
Fig. 59), a value of surface roughness equal to 0.22(1) nm, 0.31(1) nm, and 0.13(2) nm was obtained
for SiO2, Al2O3, and HfO2 surfaces, respectively (Fig. 60a) [211]. On the other hand, the water
a�nity of surface moieties was evaluated in terms of the contact angle of a water drop deposited
on the various substratesa. Such a quantity resulted equal to 60(2)°, 74(1)°, and 87(2)°, for SiO2,
Al2O3, and HfO2 surfaces, respectively (Fig. 60b) [211]. Therefore, di�erent morphological and
chemical features of the three substrates here reported can be exploited to compare the behavior
of supported graphene in contact with di�erent surfaces.

a Stella Lo Verso of STMicroelectronics, Stradale Primosole 50, I-95121 Catania, is acknowledged for these measurements.

80



5.1 interaction with molecules 81

a) b)

Figure 60: Comparison of (a) surface roughness and (B) water a�nity of SiO2, Al2O3, and HfO2 substrates.

5.1.2 Characterization of Graphene

As discussed in Chp. 4, after the synthesis by chemical vapor deposition (CVD), graphene
(Gr) was transferred on various �nal substrates, thus obtaining the three samples Gr/SiO2/Si,
Gr/Al2O3/Si, and Gr/HfO2/Si according to the stack depicted in Fig. 61a. Despite the synthesis by
CVD is renown for the production of large area graphene with very low defect concentration, the
transfer can a�ect its structural integrity. Therefore, some cracks and wrinkles (folded graphene)
can be induced during this process, as shown in the images acquired by optical microscopy of
graphene on the oxide substrates reported in Fig. 61b,c,d for the three samples. The overall surface
of Gr/substrate stack features thereby both Gr and substrate surface regions. However, the trans-
fer seems to a�ect the structural integrity of graphene only at the macroscopic scale. In fact, as
shown by AFM images reported in Fig. 62, graphene features undamaged �akes without internal
cracks. In addition, some residual PMMA clusters are found on the surface of the sample, having
resisted the acetone bath. Such residues are found in various ways: as small numerous clusters on
the surface of SiO2 (Fig. 62a), as large well isolated clusters on the surface of Gr (Fig. 62b), and as
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Figure 61: (a) Scheme of layer stacking which constitutes the three samples. Image acquired by optical microscopy
of (b) Gr/SiO2, (c) Gr/Al2O3, and (d) Gr/HfO2 samples.
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a wide thin layer spread on large region of the sample (Fig. 62c) [212]. Furthermore, graphene fea-
tures a mean roughness equal to 0.27(5) nm, by considering only regions free of PMMA residues.
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Figure 62: Image acquired by Atomic Force Microscopy of Gr on the SiO2/Sisubstrate. Di�erent morphology of
PMMA residues are found: (a) small and (b) large clusters, or (c) thick layer on the surface of the sample. Adapted
from Ref. [213].

Raman spectroscopy provided the largest part of information concerning graphene. The typical
Raman spectra of native Gr/SiO2, Gr/Al2O3, and Gr/HfO2 are shown in Fig. 63, and all spectra
report the main features of graphene, that is the D, G and 2D bands. The following quantities
were extracted from each of those spectra: G and 2D band peak position (ν̄G and ν̄2D), their full
width at half maximum (FWHM) (ΓG and Γ2D) and the ratio of their peak amplitude (I2D/IG =
R) [56]. The average values of these quantities arising from a sampling constituted by a number
of measurements between 20 and 80 taken in di�erent points of the sample and their uncertainty
(expressed in terms of one standard deviation) are reported in Tab. 1. Every spectrum features
the typical G and 2D bands with a ratio R higher than 1, thus indicating the presence of a single-
layer Gr. Furthermore, the spectra suggest that the fraction of carbon atoms in sp2 hybridization
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Figure 63: Raman spectra normalized at G peak amplitude of Gr/SiO2, Gr/Al2O3, and Gr/HfO2. Dashed lines mark
the peak position of D, G, and 2D bands for Gr/SiO2 sample. For each sample, amplitude ratio R, peak positions and
FWHM are reported. Adapted from Refs. [211, 212]
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prevails on the contribution of defects concentration, since the very low intensity of D band
(~1340 cm-1). Besides, the di�erent signal/noise ratio observed on varying the substrate (clearly
comparable in the spectral region between 1200 and 1700 cm-1) is related to the strong in�uence
of the oxide layer. In fact, as reported in literature, the thickness and dielectric constant of the
latter a�ect signi�cantly the Raman signal intensity of Gr [97].

Sample ν̄G (cm-1) ν̄2D (cm-1) ΓG (cm-1) Γ2D (cm-1) R
Gr/SiO2 1585(1) 2680(3) 22(3) 38(3) 2.6(3)
Gr/Al2O3 1587(2) 2682(1) 20(3) 33(2) 3.7(8)
Gr/HfO2 1584(2) 2675(2) 22(3) 34(5) 4(1)

Table 1: Raman spectroscopic features of Gr/SiO2, Gr/Al2O3, and Gr/HfO2 [211].

Most importantly, as shown in Fig. 64a, the correlation between G and 2D peak positions
allows to obtain a clearer distinction of the three samples. In fact, three di�erent point clouds
are found, and each of them describes a di�erent and well-de�ned average con�guration with its
own spread on strain and doping values. From a qualitative point of view, it is easy to note that
both Gr/Al2O3 and Gr/HfO2 point clouds show di�erent orientations compared to Gr/SiO2, thus
suggesting a di�erent heterogeneity in strain and doping con�gurations. In particular, their point
clouds show a narrower distribution along the strain axis, and a broader distribution along the
doping axis, indicating a more ordered structure, and a more heterogeneous electronic structure.
On the other hand, from a quantitative point of view, each sample features a doping below the
minimum level of sensitivity of this technique (1012 cm-2 charge carriers concentration), and
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Figure 64: (a) Correlation map between G and 2D peak position of Gr/SiO2, Gr/Al2O3, and Gr/HfO2. Qualitative
ellipses highlight the three point clouds. Dotted lines mark strain and doping axes. For each cloud, dashed lines and
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(b) Correlation between the graphene strain evaluated by G-2D map and the substrate roughness evaluated by AFM.
In all the panels, the uncertainty value for the last digit is reported in parenthesis. Adapted from Refs. [211, 212].
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therefore a quantitative estimation is possible only for strain. In this case, the dashed lines of
Fig. 64a indicate a strain equal to ε = -0.14(4) %, ε = -0.16(2) %, and ε = -0.06(3) %, for Gr/SiO2,
Gr/Al2O3, and Gr/HfO2 respectively. The close connection between the roughness of Gr and the
morphology of the substrate has already been shown in literature [214, 215]. In particular, the
surface covered by Gr features a reduced roughness, interpreted as a smoothing e�ect similar
to the case of a foil laying on a non-�at surface. In addition, the study reported in Sec. 5.1.8 will
show the relation between the roughness of Gr opportunely estimated by AFM and its strain
evaluated by Raman spectroscopy [212]. Based on these �ndings, the strain of graphene and the
substrate roughness are assumed correlated, revealing a relation of proportionality between them,
as shown in Fig. 64b. These results indicate that some structural features of native Gr depend on
how Gr lies down on the substrate after the transfer process: the higher the roughness of the
substrate and the higher the strain of Gr [211].

5.1.3 Influence of substrate on doping by O2

As previously reported in literature, the exposure of Gr to oxygen molecules at opportune
temperature and pressure induces a doping e�ect [147, 148, 150–153]. This modi�cation of the
electronic state was mainly investigated for SiO2/Si substrate. Herewith, a deepening of the pro-
cess and a comparison with other substrates was carried out in order to generalize the results
and also to understand the basic physical features underneath the doping process.

In order to discern the doping e�ect of O2 from the pure thermal e�ect, we compare the results
of thermal treatments in O2, and in N2, since on the basis of previous experiments, these two
atmospheres correspond to a reactive and an inert atmosphere, respectively [149]. Typical spectra
of Gr/SiO2 thermally treated in standard conditions (at 300℃, 2 bar for 2 h) are reported in Fig. 65a
and compared with the spectrum of the native sample of Fig. 63.

Concerning the O2 treatment, no modi�cation for D band occurs, thus con�rming that this
thermal treatment preserves the sp2 structure of graphene. Besides, the spectrum shows a sig-
ni�cant blueshift of both G and 2D bands. This feature, in addition to the strong decrease of R
ratio, suggests the occurrence of doping in graphene, according to the discussion of Chp. 1 [212].
Similar modi�cations are found also for the N2 treatment, even if by minor magnitude. Most im-
portantly, a further broad spectroscopic feature appears in the region between 1200 and 1700 cm-1,
very similar to the D and G unresolved peaks of amorphous carbon (am-C) [216–218]. Despite
the appearance of this spectroscopic contribution is well reported in literature as e�ect of ther-
mal treatment of supported graphene, it was variously interpreted as related to the formation
of defects in graphene structure or to the presence of amorphous carbon as product of degra-
dation and dehydrogenation of PMMA residual on the sample surface [149, 218–221]. To discern
between these two hypothesis, a multi-peak analysis of that region was performed. As shown in
Fig. 65b, the whole region can be described by four bands which feature two distinct ranges of
width. The two narrowest can be attributed to the Raman signal of graphene (the amplitude of the
so extracted G band is used for the normalization of Fig. 65a) which does not appear relevantly
changed from the native sample except by a slight increase of D band [218–220, 222]. On the other
hand, the two broadest bands can be attributed to the proper Raman signal of amorphous carbon.
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This analysis is in accordance with the hypothesis by which the broad band belongs to am-C. On
the basis of this conclusion, the appearance of this band is thereby related to the carbonization
of the PMMA residues found over the surface of graphene. Besides, the complete absence of this
band in the case of O2 treatment can be justi�ed by the reaction between the oxygen molecules
and the PMMA or the am-C, with a probable transfer in gas phase of the products.

b)

a)

Figure 65: (a) Raman spectra normalized at G peak amplitude of native (black line), thermally treated in O2 (TTO2),
and thermally treated in N2 (TTN2) Gr/SiO2. For the latter, the normalization of the spectrum is done according to the
analysis reported in the next panel. Dashed lines mark the peak position of D, G, and 2D bands for Gr/SiO2 sample.
The mean values of amplitude ratio R, peak positions and FWHM are reported. The uncertainty value for their last
digit is reported in parenthesis. Adapted from Ref. [212]. (b) Multi-peak analysis of Gr/SiO2 thermally treated in N2
reported in the previous panel. The mean values of peak positions and FWHM are reported.

A similar analysis conducted for Gr/Al2O3 and Gr/HfO2 (spectra are reported in Fig. 66 after
the subtraction of the am-C bands) reveals same evolution already discussed for Gr/SiO2, with the
blueshift of G and 2D band and the change of the amplitude ratio. In particular, the absence of D
band is particularly clear for Gr/Al2O3 (Fig. 66a), whereas the low signal-noise ratio featuring the
spectrum of Gr/HfO2 does not allow to detect the D band, thus making di�cult to draw the same
conclusion. However, a large occurrence of defect sites can be excluded by the peak amplitude
ratio ID/IG which, even if hard to estimate, is certainly lower than 0.3 [56].
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Figure 66: Raman spectra normalized at G peak amplitude of native (black line), thermally treated in O2 (TTO2),
and thermally treated in N2 (TTN2) (a) Gr/Al2O3, and (b) Gr/HfO2. Dashed lines mark the peak position of D, G,
and 2D bands for Gr/SiO2 sample. For each sample, amplitude ratio R, peak positions and FWHM are reported. The
uncertainty value for their last digit is reported in parenthesis. Adapted from Ref. [211].

As previously mentioned, the correlation between G and 2D peak frequencies provides fun-
damental information about doping and strain of graphene. As shown in Fig. 67a,b, the point
clouds of both Gr/SiO2 and Gr/Al2O3 thermally treated samples are clearly shifted compared to
the native ones and similarly dense. On the contrary, in the case of Gr/HfO2 (Fig. 67c), the same
treatments in N2 and O2 atmospheres cause more heterogeneous results. In fact, despite a similar
trend of shifts is recognizable, both the point clouds are largely spread on the graph, indicating
a non-homogeneous e�ect of both strain and doping.

Concerning the N2 treatment, the shape of point clouds is approximately similar to the native
ones. In addition, a slight increase of doping is found for Gr/SiO2 (at the limit of the sensitivity
of this technique), reaching the value of D = 0.2(6)×1013cm-2 and an increase of compressive
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Figure 67:G-2D correlation map of native (black), and treated samples at T = 300℃, for 2 hours, at pressure of 2 bar of
oxygen (red, TTO2) and nitrogen (blue, TTN2) atmosphere for (a) Gr/SiO2, (b) Gr/Al2O3, and (c) Gr/HfO2. Qualitative
ellipses highlight the dense point clouds. Dotted lines mark strain and doping axes. For each sample, dashed lines and
continuous lines mark the average strain and doping, respectively. The extracted values of strain and doping are also
reported. The uncertainty value for their last digit is reported in parenthesis. Adapted from Refs. [211, 212].
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strain up to ε= -0.24(3)% [212]. These values are similar to those found for Gr/Al2O3, which fea-
tures D = 0.2(2)×1013cm-2 and ε= -0.21(3)%, in addition to the increase of spread along the doping
axis [211]. Besides, despite of the larger spread of point cloud, similar mean values are obtained
for Gr/HfO2: D = 0.1(4)×1013cm-2 and ε= -0.22(7)%.

More remarkable changes occur as e�ect of O2 treatment. As reported in Fig. 67, the point cloud
of Gr/SiO2 is uniformly shifted to values of signi�cant doping equal to D = 1.2(1)×1013cm-2 with
no relevant modi�cation of strain which mantains the native value of ε= -0.14(4)%. Concerning
the Gr/Al2O3, a similar evolution is found for doping, which increases up to D = 1.3(1)×1013cm-2

in contrast with previous investigations [149]. A di�erent evolution is found for strain, which
increases up to ε= -0.20(4)%, comparable to N2 treatments. In addition, compared to the native
cloud, Gr/Al2O3 treated by O2 is a�ected by a larger spread along strain axis than along doping
axis, as well as a higher Γ2D (Fig. 68e), thus suggesting that the O2 doping process involves the
modi�cation of the Gr structure towards a more disordered con�guration, more similar to typical
Gr/SiO2. Moreover, it can be suggested that the decrease in doping spread and ΓG is due to the
doping process itself, which constrains the charge carrier concentration to a speci�c level, more
strictly determined than for the native (unintentional) doping. On the other hand, for Gr/HfO2,
the cloud features a very large spread, related to a strong structural and electronic heterogene-
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Figure 68: Correlation between (a,b,c) 2D-G bands peak intensity ratio R, (d,e,f) 2D FWHM , (g,h,i) G FWHM , and
the peak position of G band of native (black), thermally treated in O2 (red, TTO2), and thermally treated in N2 (blue,
TTN2) Gr/SiO2, Gr/Al2O3, and Gr/HfO2, respectively. Adapted from Refs. [151, 211, 212].
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ity. In this case, a doping level equal to D = 0.7(3)×1013cm-2 is estimated, on average lower than
the other two samples. Finally, the strain reaches the value ε = -0.10(8)%, lower than N2 treat-
ments [211]. Furthermore, we can note three main e�ects of treatment in O2: it heavily modi�es
the ratio R by drastically reducing it (Fig. 68a–c); the G and 2D peak positions blueshift signi�-
cantly, and the FWHM of G and 2D band result modi�ed (Fig. 68d–i). In particular, the evolution
of R and ΓG are in accordance with a doping e�ect, despite the larger reduction of ΓG expected
cannot be observed due to instrumental limitation.

Some works in literature exploited di�erent treatment parameters (temperature, gas pressure
and exposure time) in order to provide more information about the nature of doping process.
The most relevant cases have already been discussed in Chp. 2. In previous investigation con-
cerning Gr/SiO2, Lee et al. showed the occurrence and the time evolution of doping in graphene
and proved the connection to the intercalation of small molecules (O2, H2O) in the interstitial
space between graphene and substrate [155]. Further investigation of Piazza et al. exploited the
dependence on treatment time and temperature of doping to extract information about this pro-
cess [151]. In particular, the dependence on temperature was used to report a �rst estimation of
temperature distribution of stable doping states, whereas the dependence on time was used to
evaluate the time range in which the doping occurs. On the other hand, no e�ect of gas pressure
were observed in the explored range (0.5–10 bar) [151]. Therefore the e�ect of substrate substitu-
tion treatment temperature and time is evaluated in the following section in order to more clarify
the role of substrate in the doping process.

doping vs temperature
The dependence of doping on treatment temperature was investigated by performing a se-

ries of thermal treatments on a given sample, with duration of 2 hours each and increasing the
temperature by steps of 25℃ up to 400℃ and then evaluating ex-situ the doping by Raman spec-
troscopy. In particular, the experiment was performed for Gr/Al2O3 and Gr/HfO2, whereas the
data for Gr/SiO2 are reported from Ref. [151]. As shown in Fig. 69, a progressive increase of doping
is revealed for every sample by the shift of point clouds along the doping axes and by the decrease
of the ratio R reported in Fig. 70. Concerning the strain, a slight increase of compressive strain
is found for Gr/Al2O3 and Gr/HfO2, contrary to what is reported for Gr/SiO2 where a strong de-
crease of strain was revealed at maximum doping levels [151]. Furthermore, in agreement to what
reported in the previous section, a broadening of strain values distribution is revealed on the in-
crease of doping for Gr/Al2O3, and Gr/HfO2. In particular, it is possible to observe the progressive
evolution of strain spread thanks to the gradual increase of doping by temperature, as well as
the heterogeneity which characterizes this change. Concerning the latter aspect, as reported in
Fig. 70e,f, Gr/Al2O3, and Gr/HfO2 feature the increase of Γ2D against ν̄G, that is against doping.
Since Γ2D is related to strain spread and therefore to the structural disorder of graphene, this
result strengthens the idea of a correlation between doping process and structural reassessment
of Gr structure. Most importantly, Γ2D reaches the maximum values at intermediate temperature,
thus indicating that the condition of the largest structural disorder characterizes the state of in-
termediate doping. On the contrary, this evolution does not occur in Gr/SiO2, which maintains
the same strain spread and Γ2D for the entire explored range of doping.
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Figure 69: G-2D correlation map of native (black), and thermally treated samples in oxygen (TTO2) atmosphere
on increasing the treatment temperature (color scale) of (a) Gr/SiO2, (b) Gr/Al2O3, and (c) Gr/HfO2. Dotted lines
represent the reference strain and doping axes. Dashed lines and continuous lines mark the average strain and doping,
respectively. The extracted values are also reported. The uncertainty value for their last digit is reported in parenthesis.
Adapted from Refs. [151, 211, 212].
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Figure 70: Correlation between (a,b,c) the amplitude ratio R, the FWHM of (d,e,f) 2D and (g,h,i) G bands and the
peak position of G band at di�erent treatment temperatures (color scale) for Gr/SiO2, Gr/Al2O3, and Gr/HfO2. Adapted
from Refs. [151, 211, 212].

The values of strain and doping extracted by point clouds at di�erent temperatures shown in
Fig. 69 are reported in Fig. 71. Concerning strain (Fig. 71a,b,c), a variegated evolution is observed
featuring an overall increase of strain spread, but no particular trend. In particular, the average
strain of treated Gr/SiO2 features equal or lower value with respect to the native sample, whereas
the Gr/Al2O3 and the Gr/HfO2 show a slight progressive increase. Besides, a well de�ned trend is
found for the doping evolution (Fig. 71d,e,f), more evident in the case of the samples Gr/SiO2 and
Gr/Al2O3 than in the case of Gr/HfO2 because of the larger spread of values of the latter sample.
In fact, the doping increases with the temperature by featuring a sigmoidal trend characterized
by a threshold temperature and by a saturation level. The latter is di�erent for the three samples:
1.75(9)×1013cm-2 for Gr/SiO2, 1.54(9)×1013cm-2 for Gr/Al2O3, and 0.9(4)×1013cm-2 for Gr/HfO2.
These values can also be expressed in terms of number of charge carriers per unit of C atoms as
equal to 0.45(3)%, 0.39(3)%, and 0.24(9)%, for Gr/SiO2, Gr/Al2O3, and Gr/HfO2, respectively. Such
values indicate the introduction of dopant charghes in the range 2000–5000 ppm and testify the
large capability to dope graphene by thermal treatments in O2 which is comparable to heavy
doping of typical semiconductors (above 100 ppm). In addition, a decrease of doping occurs at
the higher temperatures (T > 250℃) for Gr/HfO2 only [211].

As previously discussed in Chp. 2, the features of doping obtained by thermal treatment in O2

atmosphere can be variously related to the support substrate. Some works have already found dif-
ferent results on varying the substrate [149] and, in some cases, the doping was characterized by
a spatial heterogeneity [155]. In those studies, is proposes that doping arises from the di�usion of
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O2 molecules in the interstitial space between graphene and substrate where the process which
induces the doping takes place. Therefore, according to this picture, doping is not only a�ected

but even de�ned by the substrate and its surface properties. By following this interpretation, the
di�erent behaviors above reported are ascribed to the di�erent used substrates, and in particular,
to the reaction sites present on their surface. The three curves reported in Fig. 71d,e,f can thereby
be interpreted as a cumulative contribution to the doping provided by the fraction of the reac-
tion sites whose activation temperature is below to the treatment temperature. Thus, for each
system, we can obtain the distribution in temperature of the reaction sites NRS by means of the
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Figure 71: Extracted strain and doping values on varying temperature for (a,d) Gr/SiO2, (b,e) Gr/Al2O3, and (c,f)
Gr/HfO2, respectively. For both strain and doping, representative �t curves mark the trend of the temperature e�ect.
Their uncertainty is reported by the prediction and con�dence bands at one standard deviation by the polynomial
(strain) and the Logistic or BiHill (doping) curves provided by Origin (OriginLab, Northampton, MA) function library.
Adapted from Refs. [151, 211].
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mathematical derivative with respect to the temperature of doping curves NRS ∝ ∂D/∂T. These
distributions are reported in Fig. 72 and are characterized by a maximum population and a tem-
perature distribution. The parameters which are estimated by the mean position and the FWHM
of the reported curves are: (210±50)℃ for Gr/SiO2, (250±40)℃ for Gr/Al2O3, and (220±30)℃
for Gr/HfO2, respectively. In particular, the distributions are constituted by positive and nega-
tive terms where the �rst ones describe the proper temperature distribution of reaction sites
and the negative terms describe the potential loss of doping. The latter contributions are found
for the Gr/HfO2 only, because of the net decrease of doping found for this sample (see Fig. 71f).
Moreover, the integral of the positive contribution returns the maximum doping obtainable for
a given sample, which corresponds to the group of data at the maximum doping of Fig. 71d,e,f.
According to this model, by performing the doping thermal treatment at a given temperature, all
the reaction sites placed below this value of temperature in the distribution are ready to react
and contribute to the observed doping. In the case of Gr/HfO2, a temperature which includes the
negative contributions of the distribution will cause a net decrease of doping. The treatment tem-
perature which yields the maximum doping is thereby T ≈ 250℃ for Gr/HfO2, and the highest
possible temperature for Gr/SiO2 and Gr/Al2O3. As shown in Fig. 72, for both these two samples
the distribution reaches null values near T ≈ 400℃, and therefore higher temperatures are not
required. However, in the temperature range between 325 and 400℃ it is found experimentally
that the treatment is somewhat destructive since some portions of graphene disappear. This ef-
fect was found of particular relevance for Gr/HfO2 for which graphene is entirely lost already at
325℃ [211].
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Figure 72: Comparison of the reaction sites distribution NRS for Gr/SiO2 (azure), Gr/Al2O3 (orange), and Gr/HfO2
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negative (–) contribution to doping is highlighted. For a given temperature (for example, 300℃), all the sites activated
at lower temperature (colored areas) contribute to the �nal doping value. Adapted from Ref. [211].
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It is important to note that the width of distributions reported in Fig. 72, by ranging from
60 to 100℃, is too large to be ascribed to a mere uncertainty on the threshold temperature of
Fig. 71. On the contrary, we suggest that this features is related to the heterogeneity of doping
process. As discussed in Chp. 3, since the charge transfer between graphene and small molecules
requires chemisorption between these two species, we suggest a graphene-O2 adsorption site as
the most probable reaction site of doping process and many factors can in�uence its reactivity.
For example, the adsorption of O2 can occurs on both pristine and defected graphene, and dif-
ferent activation and bond energies are expected. The latter quantity directly a�ects the rate of
post-adsorption processes involving the dissociation of O2, thus in�uencing the resulting doping.
Moreover, a further contribution due to the molecules located between graphene and substrate,
or even due to the moieties of substrate surface can be guessed.

Finally, we note that the maximum doping features a close relation with the water a�nity
of the substrates. In fact, as shown in Fig. 73, the maximum doping of the Gr/substrate system
decreases with the increase of contact angle of the bare substrate, that is: the more hydrophilic
the substrate, the higher the maximum doping [211]. This result is consistent with the doping
arising from oxygen reduction reactions discussed in Chp. 2, for which the presence of water is
necessary. As previously mentioned, the water a�nity of surface is driven by the surface chemical
groups, and for oxides it is attributed to hydroxyl groups. According to this picture, the probable
di�erent concentration and steric con�guration of these groups can be the cause of the di�erent
water a�nity found in the three substrates. Consequently, a consequent di�erent amount of
water on the surface of the substrates would justify a di�erent doping for the three samples [211].
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Figure 73: Dependence of maximum available doping on the degree of hydrophilicity of the substrate, as measured
by wetting contact angle before the transfer of Gr. Mean values and their uncertainty are reported by error bars.
For each sample, the percentage of doped C atoms is also reported. Data at temperature equal to 400℃ for Gr/SiO2,
Gr/Al2O3, and 250℃ for Gr/HfO2 have been used. Adapted from Ref. [211].
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doping vs time
The time evolution of doping was studied to deepen its dynamic aspects. The kinetics of O2

doping process reported in Fig. 74 was investigated in the range 5–125 minutes by performing
successive thermal treatments at 300℃, and evaluating ex-situ the doping as a function of total
treatment time. In the case of Gr/SiO2 and Gr/Al2O3, a quite homogeneous increase of doping
is observed with the increase of exposure time to the gas, up to the reaching of saturation level
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Figure 74: G-2D correlation map of native (black), and thermally treated samples in oxygen (TTO2) atmosphere on
increasing the treatment time (color scale) of (a) Gr/SiO2, (b) Gr/Al2O3, and (c) Gr/HfO2. Dotted lines represent the
reference strain and doping axes. Dashed lines and continuous lines mark the average strain and doping, respectively.
For the latter, the extracted values are also reported. The uncertainty value for their last digit is reported in parenthesis.
Adapted from Refs. [211, 212].
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which is supposed to be related to the temperature value. By contrast, in the case of Gr/HfO2

the evolution is more complicated, strongly heterogeneous, and non-monotonous [211] despite,
as reported in Fig. 75, the amplitude ratio R, and the Γ2D and ΓG FWHMs experience a similar
evolution with time as that observed in the dependence of doping on temperature: the reduction
of R and ΓG and the increase of Γ2D with the increase of doping. It is worth to mention that,
since the doping occurs very fast in the �rst time-step, the �ne observation of the evolution at
intermediate doping values is prevented by the lack of measurements due to the experimental
time resolution of set-up [211].
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Figure 75: Correlation between (a,b,c) the amplitude ratio R, the FWHM of (d,e,f) 2D and (g,h,i) G bands and the
peak position of G band at di�erent treatment time (color scale) for Gr/SiO2, Gr/Al2O3, and Gr/HfO2. Adapted from
Refs. [211, 212].

The strain levels extracted from the di�erent point clouds of Fig. 74 are reported in Fig. 76,
where di�erent modi�cation induced in the three samples are highlighted. Concerning Gr/SiO2,
it experiences a �rst rapid increase of compressive strain which relaxes to the native value with
the increase of treatment time (Fig. 76a). On the other hand, a progressive increase of compressive
strain is found for both Gr/Al2O3 and Gr/HfO2 (Fig. 76b,c), more pronounced in the latter case
since Gr/HfO2 features a lower native strain than Gr/Al2O3. However, these trends are merely
qualitative, since no systematic evolution is found.

Concerning the doping, the kinetics of doping is �rst investigated in Gr/SiO2 and Gr/Al2O3

samples, since they feature a more homogeneous evolution. As discussed in Chp. 2, the observed
time kinetics of doping must be interpreted by evaluating which kinetics law better describes
their trends [175, 176]. To this aim, both di�usion models (Crank, Weber-Morris, Bangham, Fick)
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Figure 76: Extracted strain values on varying temperature for (a) Gr/SiO2, (b) Gr/Al2O3, and (c) Gr/HfO2, respec-
tively. The trend of the time e�ect on strain is marked by a representative �t curve, whose uncertainty is reported by
the prediction and con�dence bands at one standard deviation by the polynomial curves. Adapted from Refs. [211].

and adsorption models (Pseudo n-th, Langmuir, Elovich) are used to �t the doping trends. As
�rst step, the Root Mean Square Error (RMSE) of each model reported in Fig. 77 is determined
and compared to the others so as to evaluate which kinetics model better adapt the experimental
data. In particular, Bangham, Langmuir, and Elovich models feature the lowest RMSE, whereas
the other models can be discarded because of the higher value.
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Figure 77: (a) Root Mean Square Error of the kinetics models used for the �tting of time kinetics of doping of Gr/SiO2,
Gr/Al2O3, and Gr/HfO2. (b) Langmuir �t of doping vs temperature curve for Gr/SiO2. Adapted from Ref. [211].

As second step, the three remaining �tting are compared in order to evaluate the �t quality on
the total data set. In particular, Langmuir model can be discarded since it is not able to �t the data
at long times (Fig. 77b), whereas both Bangham and Elovich models reasonably well �t the data
set, even in the case of Gr/Al2O3 and Gr/HfO2 (Fig. 78). For the latter, a linear contribution D =

cst is added in order to describe the kinetic of doping loss, and the ϑ parameter is imposed equal
to the value found for Gr/SiO2 because of �tting esigences in the case of Bangham model [211].
However, since it features a lower uncertainty on the �t parameters (Tab. 2), Bangham model
should be preferred to Elovich model. This evaluation is also corroborated by a statistical F-test,
where Bangham model is suggested as the best �t for both Gr/SiO2 and Gr/Al2O3. Accordingly,
the time kinetics of doping is suggested to be limited by a di�usion process ascribable to the
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Figure 78: Comparison between (a,b,c) Bangham and (d,e,f) Elovic models in the �t of doping time kinetics of
Gr/SiO2, Gr/Al2O3, and Gr/HfO2, respectively. Their uncertainty is reported by the prediction and con�dence bands
at one standard deviation by the �t curves. Adapted from Refs. [211].

di�usion of O2 molecules from the gas phase towards the adsorption sites in the interstitial space
between graphene and substrate [211]. Concerning the parameters reported in Tab. 2, Gr/SiO2

features an higher k and a lower ϑ compared to Gr/Al2O3, thus indicating a faster kinetics. In
particular, by comparing the half time for the three curves, half of doping is induced in less than
1 minute in Gr/SiO2 and Gr/HfO2, whereas at least 9 minutes are required for Gr/Al2O3. Moreover,
concerning Gr/HfO2 the rate constant of doping loss s is found two orders of magnitude lower
than the rate constant of doping increase k. Therefore, if the increase of doping completes its
dynamic in the range of 2 hours, the doping loss is expected to remove all the doping not before
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than 6 hours [211]. Further comparison and comments among the di�erent substrates e�ects will
be reported in the following sections, after deepening other experimental aspects.

Elovich Model Bangham Model Half Time
k (min-1) ϑ s (min-1) α (min-1) β s (min-1) t1/2 (min)

Gr/SiO2 16(9) 7.4(5) – 0.72(3) 0.13(1) – <1
Gr/Al2O3 0.3(3) 3.8(4) – 0.36(5) 0.27(3) – ~9
Gr/HfO2 2(2) 5(2) -0.005(1) 0.67(3) 0.13(1) -0.004(6) <1

Table 2: Fit parameters obtained for the doping time kinetics analysis by using Elovich and Bangham models. For
Gr/HfO2 only, an additional linear loss term D = cst is included. For Bangham model, the same ϑ parameter obtained
for Gr/SiO2 is imposed to Gr/HfO2 for �t convergence. Half time for Bangham kinetics is also reported.

5.1.4 Hydroxylated vs Methylated SiO2

In order to corroborate the hypothesis of a fundamental in�uence of the substrate surface water
a�nity on graphene doping by O2, two substrates characterized by completely di�erent surface
groups are compared. In particular, a SiO2/Si wafer with the usual hydroxylated surface (Si OH)
is used as hydrophilic substrate by taking as reference the results previously discussed for the
Gr/SiO2 sample. On the other hand, a similar SiO2/Si wafer whose surface has been treated so as to
substitute the hydroxyl groups with methyl groups (Si CH3) is used as hydrophobic substrate. In
fact, such a substitution increases the contact angle of the substrate from the value of 60(2)° up to
83(1)°, thus indicating the hydrophobic character of the methylated surface of SiO2. Accordingly,
as depicted in Fig. 79, the presence of a water bu�er layer between graphene and substrate is
expected for hydroxylated silica (h-SiO2), because of its hydrophilic surface, whereas its presence
can be considered negligible for methylated silica (m-SiO2) because of its hydrophobic nature.

Si
SiO2

Gr

Gr/h-SiO2/Si

Si
SiO2

Gr

Gr/m-SiO2/Si

Figure 79: Scheme of layer stacking for graphene transferred onto the hydroxylated silica (h-SiO2) or onto the
methylated silica (m-SiO2). The presence of water bu�er layer for the �rst sample is also shown.

The comparison of doping and strain values for Gr/h-SiO2 (data already reported in the previ-
ous section) and Gr/m-SiO2 is shown in Fig. 80. Concerning doping, both the native samples fall
in the region of neglegible doping, whereas concerning strain, Gr/m-SiO2 features a narrower dis-
tribution value compared to the Gr/h-SiO2. This result is not surprising, since the methylation of
the substrate acts a precise modi�cation of surface, and the reduction of morphological disorder
of the latter (which in the native h-SiO2 is casually determined by the thermal growth process
of the oxide) is expected. Most importantly, the two samples experience a di�erent evolution as
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e�ect of treatment in O2. In fact, in spite of an analogous evolution of its spectroscopic features
(Fig. 80a), the m-SiO2 is characterized by only 0.4(2)×1013 cm-2 induced charge carrier concen-
tration, that is one third of the doping occurring in h-SiO2 in the same conditions (Fig. 80b).
Therefore, the doping arising from the thermal treatment strongly depends on the water a�n-
ity of the substrate, and the lack of interstitial water dramatically reduces it. However, since a
small amount of doping is induced, one has to admit the presence of some water on the substrate
surface, probably ascribable to an incomplete methylation of the latter.
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Figure 80: (a) Raman spectra normalized at G peak amplitude of native and thermally treated in O2 (+ O2) samples
of Gr/h-SiO2 and Gr/m-SiO2. Dashed lines mark the peak position of D, G, and 2D bands for the Gr/h-SiO2 native
sample. For each sample, amplitude ratio R, peak positions and FWHM are reported. (b) G-2D correlation map of the
same samples. Dotted lines represent the reference strain and doping axes. Dashed lines and continuous lines mark
the average strain and doping, respectively. The extracted values are also reported. The uncertainty value for their
last digit is reported in parenthesis.

More information can be obtained from the temperature and time dependence of doping, by
performing on the Gr/m-SiO2 the same kind of experiments discussed in the previous section:
series of doping treatments at �xed durance (2 hours) and O2 pressure (2 bar) on increasing the
temperature in the range 150–400℃ (Fig. 81a), and another series of doping treatments at �xed
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temperature (300℃) and O2 pressure (2 bar) on increasing the treatment durance (Fig. 81b). In
both cases the doping increases, similarly to the data reported in the previous experiments. As
shown in Fig. 82a, even in the case of Gr/m-SiO2 the doping levels extracted from the G-2D map
reported in Fig. 81a feature a sigmoidal trend on increasing of temperature similar to the other
substrate previously discussed (see Fig. 72), and is clearly remarkable the lower saturation level of
doping of Gr/m-SiO2 compared to Gr/h-SiO2. Moreover, the temperature distribution of reaction
sites obtained from the mathematical derivative of the doping curve indicates that Gr/m-SiO2

signi�cantly di�ers from the distribution of Gr/h-SiO2. In particular, since the lower total doping,
the distribution of Gr/m-SiO2 features a minor total area compared to that of Gr/h-SiO2, and in
addition, its peak is placed at lower temperature (185 ± 45)℃ because the reaction sites at the
highest temperatures (estimated almost two third of the total) are missing (Fig. 82b). Finally,
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Figure 82: (a) Extracted doping values on varying temperature for Gr/m-SiO2. A Logistic �t marks the trend of the
temperature e�ect. Its uncertainty is reported by the prediction and con�dence bands at one standard deviation by
the �t curve. (b) Reaction sites distribution (NRS) of Gr/h-SiO2 (azure), Gr/m-SiO2 (pink). (c) Dependence of maximum
available doping on the degree of hydrophilicity of the substrate, as measured by wetting contact angle before the
transfer of Gr. Mean values and their uncertainty are reported by error bars. For each sample, the percentage of doped
C atoms is also reported. Data at temperature equal to 400℃ for Gr/h-SiO2 and Gr/Al2O3, 325℃ for Gr/m-SiO2 and
250℃ for Gr/HfO2 have been used. Adapted from Ref. [211].

as reported in Fig. 82c, the maximum doping attainable in Gr/m-SiO2 is in full accordance with the
trend reported in Fig. 73, thus con�rming that the water a�nity of substrate surface is closely
related to the doping capability. Therefore, such capability can be reinterpreted as a property
characterizing not only graphene, but the entire system graphene-substrate where a key role is
played by the bu�er layer between them.

Concerning the dependence on treatment time, Gr/m-SiO2 features an unexpected delay in
the activation of the doping treatment contrarily to the other samples previously discussed. In
fact, as reported in Fig. 83, the �rst e�ects of doping are found after 15 minutes of treatment,
whereas no doping is induced before. Then, a progressive increase of doping is found, which
can be described by a Bangham model accordingly to evaluation of doping kinetics reported in
Sec. 5.1.3. To this aim, the data of the �rst time step (5 minutes) are considered as starting point
of the kinetic by including a time delay term of 5 minutes the Bangham model. As reported in
Tab. 3, the obtained �t parameters are strongly a�ected by the substrate modi�cation, and they
show that the substrate induces a slowing down the doping increase. However, it is worth to note
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that since the doping explores a range of values comparable to the spread for the single doping
level (D(t)/∆D~1), the reliability of the Bangham �t for Gr/m-SiO2 is severely limited, contrary to
what previously reported for Gr/h-SiO2. Nevertheless, the severe in�uence of the substrate water
a�nity on the capability of doping by O2 can be con�rmed.
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Figure 83: Modi�cation of doping level of Gr/m-SiO2 as e�ect of O2 treatment on increasing the treatment time. The
overall trend is evaluated by the Bangham kinetic, whose uncertainty is reported by the prediction and con�dence
bands at one standard deviation by the �t curve. Adapted from Refs. [211].

Bangham Model
k (min-1) ϑ

Gr/h-SiO2 0.72(3) 0.13(1)
Gr/m-SiO2 0.27(4) 0.21(4)

Table 3: Fit parameters obtained for the doping time kinetics analysis by using the Bangham model for Gr/h-SiO2
(already reported in Tab. 2) and Gr/m-SiO2.

5.1.5 Folded graphene

As shown in Fig. 84, some portion of graphene transferred onto HfO2 is found in a folded
con�guration, which can probably be ascribed to the transfer process as already noted for the
cracks of graphene. Despite the presence of folded graphene is not peculiar of Gr/HfO2 – it is
abundantly found even in Gr/SiO2 and Gr/Al2O3, as shown in Fig. 61 – it strongly a�ected the
study of this sample. In fact, as already discussed, the thickness and the dielectric constant of the
oxide layer in HfO2/Si induce a very low interference pathway of incident light, thus inducing
two e�ects: the absence of optical contrast between graphene and substrate, and the reduction
of the Raman signal of Gr [97]. Accordingly, the acquisition of Gr/HfO2 Raman signal required
the use of pseudo-confocal optic con�guration, thus involving the investigation of a rectangular
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Figure 84: (a) Morphological, and (b) phase AFM images of Gr/HfO2. Regions of �at graphene (Gr), folded graphene
(f-Gr), and the underlying HfO2 surface are highlighted by labels. Adapted from Ref. [211].

spatial region of 4×15 µm2 contrary to the case of Gr/SiO2 and Gr/Al2O3 where the confocal con-
�guration involved a circular region of about 4 µm of diameter. Therefore, whether it is possible
to avoid the region of folded graphene by using the confocal con�guration, the same is not pos-
sible in pseudo-confocal con�guration. The inclusion of such regions is easily distinguishable
by means of the Raman investigation. In fact, the Raman spectrum of folded graphene features a
conspicuous blueshift of 2D peak frequency which is related to the modi�cation of Fermi velocity
vF characterizing graphene sheets in a non-AB stacking [71], as reported in Fig. 85a. In this way it
is possible to distinguish folded graphene both from single-layer graphene, to which the shift is
referred, and from two-layer graphene, which does not feature any shift but rather the inversion
of R parameter. The folded graphene is more distinguishable by means of the G-2D map reported
in Fig. 85b, where the presence of two di�erent clusters is clearly shown. In particular, the point-
cloud of folded graphene is vertically shifted with respect to unfolded graphene, as e�ect of 2D
band blueshift only [211]. Herein, by assuming that f-Gr/HfO2 is characterized by the same strain
of bare Gr/HfO2, a reduction of Fermi velocity is estimated equal to ∆vF = -3% [71, 223].
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Figure 85: (a) Raman spectra normalized at G peak amplitude of unfolded (Gr) and folded (f-Gr) Gr/HfO2. Dashed
lines mark the peak position of D, G, and 2D bands for Gr/HfO2 sample. For each sample, amplitude ratio R, peak
positions and FWHM are reported. (b) G-2D correlation of the same samples. Qualitative ellipses highlight the four
point clouds. Dotted lines mark strain and doping axes. For each cloud, dashed lines and continuous lines mark the
average strain and doping, respectively. The uncertainty of the reported values is expressed in terms of one standard
deviation, the latter arising from a sampling constituted by 20–50 measurements. Adapted from Ref. [211].
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The presence of folded graphene was exploited to discriminate two phases of graphene: bare
graphene (simply Gr), which is in contact both with the overlying atmosphere and with the un-
derlying substrate, and folded graphene (f-Gr) which is in contact only with the atmosphere or
with other graphene sheet. Therefore, by taking into account the previous discussion about the
substrate e�ect, the doping occurrence in folded graphene is not trivial. The Raman spectra of
f-Gr/HfO2 thermally treated in O2 atmosphere are reported in Fig. 86a, where the low signal does
not allow a deepen discussion. As usual, the G-2D correlation map reported in Fig. 86b provides
more information about the samples. In this �gure, the point cloud of unfolded graphene are
reproduced from Fig. 67. Since all data are acquired on the same sample, the attribution to a
speci�c phase of graphene is given by using the strain axis as discriminant feature. In fact, the
points at the left of this axis (beyond the range of uncertainty related to the doping) cannot pre-
scind from the Fermi velocity reduction, thus unambiguously indicating the presence of folded
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Figure 86: (a) Raman spectra normalized at G peak amplitude of native (black line), thermally treated in O2 (TTO2),
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the peak position of D, G, and 2D bands for unfolded Gr/HfO2 native sample. The mean values of amplitude ratio
R, peak positions and FWHM are reported. The uncertainty value for their last digit is reported in parenthesis. (b)
G-2D correlation of the same samples. Dotted lines represent the reference strain and doping axes. Dashed lines and
continuous lines mark the average strain and doping, respectively. Adapted from Ref. [211].
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graphene. Besides, for the points at the right of the strain axis the distinction is not equally easy.
Concerning the treatment in N2, since the point clouds is placed around the strain axis, the con-
tribution of folded and unfolded graphene cannot be clearly distinguished, except than for those
points placed at the extremes of the distribution. Concerning the treatment in O2 atmosphere,
the additional point cloud of folded graphene occupies a region which features risible doping, as
indicated by the intersection between the vertical translation of folded graphene and the strain
level of unfolded graphene. Therefore, this result suggests that the contact with the substrate is
necessary for the occurrence of doping, since the folded graphene does not experience any rele-
vant doping e�ect [211]. The investigation of the dependence on treatment temperature and time
con�rm this result. In fact, as shown in Fig. 87, the increase of doping as e�ect of the increase of
treatment temperature (Fig. 87a) or treatment time (Fig. 87b) is found only in the case of unfolded
graphene, whereas only the increase of strain is found for folded graphene.
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Figure 87: G-2D correlation map of native (black), and thermally treated samples in oxygen (TTO2) atmosphere of
unfolded graphene (full cirles) and folded graphene (f-Gr, empty circles) on increasing of (a) temperature and (b) time
(color scale). Dotted lines represent the reference strain and doping axes. Dashed lines and continuous lines mark the
average strain and doping, respectively. The extracted values are also reported. The uncertainty value for their last
digit is reported in parenthesis. Adapted from Ref. [211].
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5.1.6 Comparison with other gases

The kinetics of doping and strain induced in graphene (considering Gr/SiO2 only) by means
of thermal treatments were also investigated in di�erent atmospheres: vacuum (V), nitrogen (N2)
and carbon dioxide (CO2). As shown in Fig. 88, the three atmospheres induce di�erent e�ects.
Both treatments in V (Fig. 88a) and N2 (Fig. 88b) atmospheres cause the largest e�ect in the �rst
time step (20 minutes), whereas the following steps do not induce further modi�cations. In both
cases, the point clouds show no appreciable doping and the increase of strain, which reaches the
values of -0.23(3)% and -0.24(3)% for V and N2 treatment, respectively. These values of strain are
almost equivalent for the two inert atmospheres, and therefore ascribable to a structural mod-
i�cation of graphene induced by the thermal stress experienced during the treatment. On the
contrary, the treatment in CO2 atmosphere (Fig. 88c) shows an evolution dominated by doping.
In fact, the doping of graphene suddenly increases before the third step (60 minutes) with minor
further increase in the following steps up to a level equal to 0.6(1)×1013 cm-2, half of the doping
induced by O2. This last result is quite surprising since it is in contrast with previous investiga-
tions which found no doping for CO2 atmosphere (Ref. [149]). Therefore, it can be stated that
the doping obtained by means of thermal treatments is not peculiar of O2, but proper of various
oxydizing molecules, such as CO2 [212].
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Figure 88: G-2D maps of Raman features of Gr/SiO2 treated on increasing treatment time (color scale) in various
atmospheres: (a) vacuum (V), (b) N2, and (c) CO2. For each point cloud the mean value of doping and strain have
been found projecting the center of distributions on the doping and strain axes which are de�ned by two dotted
lines. Doping (continuous lines) and strain (dashed lines) levels are marked. The uncertainty value for the last digit is
reported in parenthesis. Native cloud (NAT) and its ellipsoidal shape is kept as reference. The same ellipse has been
used to highlight the other point clouds. Adapted from Ref. [212].

5.1.7 Doping Removal by Water

As discussed in Chp. 2, it is well known in literature that the doping induced by thermal
treatment in O2 atmosphere fades as e�ect of the successive exposure to ambient air, whereas
graphene keeps doped if it is preserved in vacuum [149, 150, 155]. The contrast to doping per-
formed by the water has thereby been deepened by clarifying two aspects: the evaluation of
the time kinetics of doping fading induced by ambient air, and the evaluation of the physical
parameters by which better modulate the removal of doping.
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Concerning fading, the e�ect induced by ambient air was investigated by monitoring the dop-
ing level of two previously doped samples of Gr/SiO2 and Gr/Al2O3. The evolution of doping is
reported in Fig. 89, where the decrease of doping with the increase of exposure time is clearly
recognizable for both samples, and it is fundamentally a�ected by the speci�c substrate. In fact,
the fading occurs homogeneously in Gr/SiO2 (Fig. 89a), whereas a more heterogeneous evolution
occurs in Gr/Al2O3 (Fig. 89b). In particular, as reported in Fig. 90, the doping of Gr/SiO2 fades
through a �rst rapid decrease of 0.4×1013 cm-2 occurring in 24 hours, and through a successive
slow decrease of 0.2×1013 cm-2 occurring in 20 days where the doping seems to approach a level
of stability (Fig. 90a) [212]. Concerning strain, no systematic modi�cation is found during the
fading process, thus suggesting that the structural modi�cation induced by thermal treatment
keeps stable even if the doping is removed [212].

The trend of fading curves can be evaluated by the same procedure used for the evaluation of
doping kinetics. In this case, by comparing Langmuir and Bangham models only (see the discus-
sion in Sec. 5.1.3) the latter features the best �t, accordingly to the F-test between the two models.
The obtained parameters for the fading kinetic in Gr/SiO2 are reported in Tab. 4. By contrast, the
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Figure 89: G-2D map of (a) Gr/SiO2 and (b) Gr/Al2O3 doped by O2 and successively exposed to ambient air. The
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and its ellipsoidal shape are keept as reference. Adapted from Ref. [212].
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more heterogeneous fading in Gr/Al2O3 sample for long times can be distinguished in two di�er-
ent dynamics. In fact, large portions of the sample feature a slow fading and a stability level as
in the case of Gr/SiO2 but with a lower rate. On the other hand, a few measurements indicate the
presence of an alternative faster fading which almost linearly goes down to the undoped level
(Fig. 90b,c). The comparison of two half-lives time for the three fading curves allows to evaluate
the di�erent stability of doping. In particular, doping is more stable in Gr/SiO2 where it endures
much more than in Gr/Al2O3, even by considering the fraction of measurement which features
the display the slowest decay. Therefore, the substrate strongly concerns the stability of doping.
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Figure 90: Evolution of doping fading in ambient atmosphere of (a) Gr/SiO2 and Gr/Al2O3 where the (b) slow and
(c) fast fading are separately evaluated. Fit uncertainty is reported by the prediction and con�dence bands at one
standard deviation by the �t curve (black lines). Adapted from Ref. [212].

Sample k (min-1) ϑ DM (1013cm-2) t1/4 (h)
Gr/SiO2 0.26(6) 0.12(2) 1.30(7) 114
Gr/Al2O3 Slow 0.03(2) 0.4(1) 1.21(3) 52
Gr/Al2O3 Fast 0.004(2) 0.9(1) 1.22(3) 6

Table 4: Fit parameters obtained for the doping fading kinetics analysis by using Bangham decay D = D0(1− ktϑ)
where k the rate constant, ϑ the Bangham parameter, and D0 is the initial doping) and two half-lives time t1/4.

To investigate the modulation of fading, two dedoping experiments were compared by using
controlled conditions of temperature and pressure in an atmosphere composed by only water va-
por (H2O). The �rst experiment constists in a series of sequential treatments at high temperature
(150℃) and at low pressure of H2O (< 2 bar). The second one was performed at low temperature (~
50℃) and at high pressure of H2O (> 2 bar). As reported in Fig. 91, in the case of low H2O pressure
the doping is progressively reduced down to D = 0.02(6)×1013 cm-2 by accumulating the succes-
sive treatments of di�erent time, thus revealing that in this condition the dedoping process can
be gradually tuned until completion in 2 hours. On the other hand, in the treatment at high H2O
pressure the complete removal of doping occurs within only 10 minutes. Therefore, the pressure
of water, and not its temperature, is the leading parameter of dedoping, since the di�erent values
of pressure do not derive from the temperature but from the di�erent concentration of H2O set
in the two experiments [212]. It is important to note that the two procedures induce di�erent
strain in the dedoped samples. In fact, the experiment at low pressure increases the compressive
strain, as expected because of the high treatment temperature and for an inert atmosphere. On
the other hand, the experiment at high pressure does not induce a strain signi�cantly di�erent
both from the doped and the native samples, because of the low treatment temperature.
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Figure 91: G-2D map of dedoping process performed on Gr/SiO2 previously doped by standard O2 treatment. The
various steps of the dedoping at low H2O pressure (< 2 bar) and high temperature (150℃) (WLP) are compared to the
single step dedoping at high H2O pressure (> 2 bar) and low temperature (~ 50℃) (WHP). The dashed lines and the
continuous ones mark the projection on strain and doping axes, respectively. Native cloud and its ellipsoidal shape
are kept as reference for all the other ones. The same ellipse has been used to highlight the other point clouds. The
uncertainty value for the last digit is reported in parenthesis. Adapted from Ref. [212].

5.1.8 Strain modification

On the basis of the discussion reported in Sec. 5.1.6, the e�ects on the strain of Gr/SiO2 induced
by thermal treatments can be grouped in two categories: an increase up to a �nal value in the case
of inert atmosphere, and a variable evolution in the case of reacting atmosphere, characterized by
an increase of strain at low doping values and a recovery of the initial strain at high doping values.
In both cases, the main impact of the thermal treatment is to induce and �x the value of strain
reached, both temporarily and de�nitively. However, even the dynamic features of the thermal
treatments have a signi�cant in�uence on the strain induced in graphene. In fact, as reported in
Fig. 92a, a di�erent strain is found in graphene subjected to di�erent stages of room temperature
recovery performed at the end of thermal treatments: a fast cooling completed within 60 seconds,
and a slow cooling completed in about 6 hours. In particular, as shown in Fig. 92b, in the case
of N2, H2O and O2, a slow cooling induces a relaxation of graphene structure, which features a
lower strain compared to the same treatments ended by fast cooling. The only exception to this
behavior is for vacuum treatment which is not a�ected by a cooling rate [212]. Therefore, these
results suggest a fundamental role of the gas phase in the modulation of graphene strain during
the cooling stage, which allows the relaxation of graphene structure regardless the occurrence of
doping. Besides, this relaxation is prevented either the gas phase is missing (vacuum conditions)
or there is not enough time for the structure rearrangement. Furthermore, in the case of O2 treat-
ment with slow cooling, graphene reaches a strain lower than the native sample, thus indicating
that the structural interaction between graphene and substrate (determined by the adaptation
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Adapted from Ref. [212].

of graphene on the morphology of the substrate) can be softened by an opportune thermal treat-
ment [212]. This interpretation is strengthened by the AFM images reported in Fig. 93, which
report the morphology of Gr/SiO2 thermally treated in N2 and subjected to fast (Fig. 93a) and
slow cooling (Fig. 93b). As suggested by the reported section pro�les, the cooling rate a�ects the
roughness of graphene, which is equal to 0.49(3) nm and 0.36(8) nm in the case of fast and slow
cooling, respectively, thus indicating a trend correlated to the di�erent strain previously reported.
In fact, both the roughness evaluated by AFM and the strain evaluated by Raman spectroscopy
can be used as an estimation of the corrugation of graphene sheet [94, 214, 215]. In this case both
these quantities indicate a low corrugation as a consequence of slow cooling, and a high corru-
gation for the fast cooling, thus corroborating the relation between the dynamic of the cooling
rate and the relaxation of the graphene structure [212].
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5.1.9 Model for Graphene-Molecules Interaction

On the basis of the reported data, the following model for the interaction between graphene
and small molecules by thermal treatments can be here drawn up.

The substitution of the support substrate has revealed the fundamental role of this element in
the doping process. Therefore, the doping capability cannot be considered a feature of graphene
only, but of the entire system constituted by the graphene/substrate stack. Most importantly, the
temperature distributions of reaction sites is found fundamentally a�ected by the substrate wa-
ter a�nity (and drastically reduced for an almost hydrophobic substrate). Accordingly, we state
that the presence of the hydroxyl groups of the substrate and the consequent water bu�er layer
between substrate and graphene is mandatory for the doping of graphene by O2. In particular,
by considering the chemical species involved in thermal treatments, we state that the doping of
graphene obtained by O2 is related to the reduction reaction (thermally activated) between the
gas phase oxygen and the water bu�er layer between graphene and substrate depicted in Fig. 94.
In this process, graphene intervenes by providing the charges required for the reaction, thus re-
maining under-charged and thereby p-doped. This result is corroborated by the in�uence of the
substrate on the doping kinetics, strengthening the hypothesis concerning the occurrence of the
doping reaction in the interstitial space between graphene and substrate. In this case, the kinetics
model which better describes the doping increase with time is the Bangham model, that is a dif-
fusion model. This result suggests that the fast reaction between oxygen and water is preceded
by a slower di�usion process which we identify with the oxygen di�usion between graphene
and substrate. According to this picture, the evolution of graphene structure indicated by Γ2D

on increasing the doping can be interpreted as mark of the modi�cation of the way in which
graphene lies onto the substrate due to modi�cation of the bu�er layer between them.

EF

EFOxide
Si

SiO2

Si

Graphene p-doped graphene

+ + + +

Figure 94: Oxygen reduction reaction involving the water bu�er layer located between substrate and graphene. For
the completion of the reaction, graphene cedes some electrons, thus getting p-doped.

Beyond the dependence on the thermodynamic treatment parameters, the two main sources
of diversity in the outcomes of thermal treatment were the speci�c atmosphere of treatment,
and the support substrate on which graphene is transferred. As depicted in Fig. 95, the various
atmospheres explored in this Thesis can be grouped in two categories:

inert as in the case of V and N2, where the modi�cation of graphene is almost completely
dominated by strain, with very risible doping e�ect.
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reagent speci�cally oxidizing agents such as O2 and CO2, where doping is the main e�ect to
which a certain part of strain evolution is related. In addition, H2O can be included to this
category as reducing agent because of its capability of dedoping on increasing the pressure,
the time of exposure, but with no signi�cant intervention of temperature.

θ

θ

θ
θ

Figure 95: Model of the evolution of strain and doping occurring in thermally treated graphene in relation
to the di�erent atmospheres (inert (I) or vacuum (V), or reagent molecules) and leading parameters. The ar-
rows indicate the increase or decrease in doping or strain. Colored lines indicate the di�erent levels of strain
(dashed lines) and doping (continuous lines) obtainable in di�erent parametrical conditions. The axis position
is calibrated for the excitation energy of 2.33 eV. Adapted from Ref. [212].

Besides, the e�ects of treatment parameters on strain and doping are schematized as follows:

doping the dependence on temperature and time has revealed that doping increases with both
these two parameters up to a saturation level. In the case of temperature this level, namely
the maximum doping obtainable for a given sample, is reached through a sigmoidal in-
crease. This curve is interpreted as cumulative contribution of an increasing amount of
reaction sites activated at ever higher temperature. The temperature distribution of these
sites is evaluated from the mathematical derivative of the doping vs temperature curve.
Concerning the dependence on time, the Bangham model is the kinetics model which bet-
ter describes the doping increase. This result suggests that the kinetics of doping is limited
by a di�usion process, probably ascribable to the di�usion of doping molecules in the inter-
stitial space between graphene and substrate. Since a similar kinetic is found valid for the
dedoping process performed by H2O molecules, a similar di�usion mechanism should be
considered. Such �ndings suggest that the doping of graphene is kept stable up to the post-
treatment products of the interstitial space below it are not modi�ed by other molecules.

strain whether considered alone, it appears in the very early stages of the thermal treatments,
and increases up to a level which is determined by the treatment temperature, so that
the higher the temperature and the higher the strain. However, the temperature induced
strain can be totally removed by an opportune cooling rate according to a mechanism
conceptually similar to a glass transition depicted in Fig. 96. In fact, if the temperature of
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Figure 96: Representative scheme of the intervention of cooling rate in the modi�cation of graphene strain
by thermal treatment. In particular, the fast cooling freezes graphene in a con�guration at high corrugation,
whereas a slow cooling allows it to relax towards a lower corrugation.

graphene is suddenly quenched, its structure keeps frozen in an energetic con�guration
characterized by an high corrugation, the latter evaluated by the physical quantities of
strain and roughness. On the other hand, a slow cooling allows a complete relaxation of
graphene structure and graphene will feature a con�guration at low corrugation charac-
terized by lower strain and roughness values. Since this e�ect is not found for vacuum
treatment, such data suggest that the gas atmosphere plays the key role of thermal capac-
itor which allows the slow decrease of graphene temperature.

Figure 97: Mean values of highest doping available, reac-
tion rate, and threshold temperature for Gr/SiO2 (azure),
Gr/Al2O3 (orange), and Gr/HfO2 (green). The proposed
grouping based on the feasibility of doping is reported by
red and blue ellipses. Adapted from Ref. [211].

Finally, a grouping of the three main sam-
ples investigated, namely Gr/SiO2, Gr/Al2O3,
Gr/HfO2, based on the observed features in
this thesis is reported in Fig. 97. Herein, from
a merely quantitative point of view, Gr/HfO2

strongly di�ers from the other two samples,
since it features the lowest maximum doping
as e�ect of its hydrophobic surface (similar
to the case of methylated SiO2). Nevertheless,
from a more important qualitative point of
view, is actually Gr/Al2O3 that features a pecu-
liar behavior characterized by a minor feasibil-
ity to doping. In fact, the doping of Gr/Al2O3

features the lowest reaction rate and its tem-
perature distribution of reaction sites is placed
at high temperature, whereas the doping of
the other two samples feature a faster rate and
occurs even at lower temperature.
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5.2 interaction with nanoparticles

5.2.1 Characterization of Deposited CDs

As discussed in Chp. 4, a graphene-CDs composite (CDs/Gr) was fabricated by depositing CDs
onto graphene by means of the simple drop-casting technique. Such composite system is shown
by the optical microscopy images reported in Fig. 98, where graphene with CDs deposited on it
is clearly distinguishable from the bare graphene (Fig. 98a) by the presence of a light blue halo
spread onto the surface (Fig. 98b). The presence of CDs can also be proven by Atomic Force Mi-
croscopy, by which it is possible to compare the �at pro�le surface of bare graphene (Fig. 98c)
and that of CDs/Gr (Fig. 98d), thus noticing the presence of single spherical nanometric objects
onto the surface of graphene [213]. A more detailed morphological characterization of CD deposi-
tion is reported in Fig. 99, where the spread of CDs is compared between three di�erent surfaces:
ultra�at mica (Fig. 99a), graphene (Fig. 99b), and SiO2 (Fig. 99c), these two latter belonging to
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Figure 98: Images obtained by (a,b) optical microscopy, and by (c,d) atomic force microscopy of Gr/SiO2 and
CDs/Gr/SiO2, respectively. In panel (d), the CDs deposited on SiO2 (CDs/SiO2) and CDs deposited on graphene
(CDs/Gr) can be distinguished. In addition, in panels (c,d) representative pro�le is reported (blue line) on the cor-
responding trace line.
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a Gr/SiO2 sample. The comparison of the three images reveal a di�erent spatial concentration
of CDs on mica with respect to CDs on Gr/SiO2, where the nanoparticles fall both on graphene
and on SiO2 with no relevant in�uence of local water a�nity of the substrate. Moreover, the sub-
strate in�uence on the spread of CDs can be characterized by comparing the size distribution of
the nanoparticles shown in Fig. 99d,e,f. In particular, all the distributions feature an asymmetric
shape due to the abundance of counts near to the inferior limit of diameter, namely zero. De-
spite similar trends are found in every deposition, the distribution extracted from CDs on mica
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Figure 99: AFM morphological images of CDs deposited onto (a) ultra�at mica, (b) graphene (Gr), and (c) SiO2,
these two latter belonging to a Gr/SiO2 sample. A representative section pro�le is shown for each panel. The labels
highlight the spread of CDs onto the di�erent surfaces, and the incidental presence of polymer clusters (PMMA). Size
distribution of CDs deposited onto (d) ultra�at mica, (e) graphene (Gr), and (f) SiO2. The values of substrate roughness
(RG) is also reported. Adapted from Ref. [213].
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can be identi�ed as the most reliable description of deposited CDs (Fig. 99d): a mode equal to
1 nm, a mean equal to 1.6 nm and a standard deviation equal to 0.99 nm and a rapid decrease
of counts with the increase of size up to the complete vanishing at about 4.5 nm. As reported
in Fig. 99,e,f, the distributions extracted on the other two substrates report a di�erent shape fea-
turing a slight higher characteristic size of CDs: a mode equal to 1.6 nm, a mean equal to 2.1 nm
and a standard deviation equal to 0.94 and 0.86 for graphene and SiO2, respectively. Neverthe-
less, such a di�erence can be ascribed to the di�erent recognizability of the smallest CDs due to
the di�erent roughness of the three substrates. In fact, mica surface features the lowest surface
roughness equal to 0.11(1) nm, whereas the larger roughness of 0.4(1) nm for SiO2 and 0.34(3) nm
for graphene prevents the counting of the smallest fraction of CDs. Therefore, the distributions
can be considered mutually compatible, with an extraction method independent on the single
substrate. Once the reliability of these analysis is established, it is important to note that it has
returned a characteristic size of CDs between 1 and 5 nm, whereas a distribution between 4 and
8 nm is expected from previous investigation [191]. However, such a discrepancy can be explained
by considering the formation of clusters and the presence of PMMA residues (for graphene and
SiO2 only), that is two structures that cannot be distinguished by large single CDs. Accordingly,
the necessary discarding of structures larger than 5 nm in the count of CDs induces the unin-
tended loss of all this part of the CD size-distribution [213].

5.2.2 Emission of CDs in Solid-Phase

Two liquid solutions of CDs are compared for the deposition procedure in order to evaluate
the dependence of the morphological and spectroscopic properties of deposited CDs on a speci�c
solvent: CDs dispersed in water (CDH2O) and CDs dispersed in ethanol (CDEtOH). As shown
in Fig. 100, because of the properties of the solvent, these two dispersions of CDs feature a com-
pletely di�erent deposition. In particular, whether a drop of CDH2O keeps a de�ned shape during

CDH2O/Gr/SiO2 CDEtOH/Gr/SiO2

20 µm 20 µm

Figure 100: Optical microscopy images of (a) CDH2O and (b) CDEtOH deposited on Gr/SiO2 by drop-casting.
Adapted from Ref. [213].
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the slow solvent evaporation, a drop of CDEtOH involves a large surface of Gr/SiO2 sample and
the ethanol rapidly evaporates. Accordingly, the halo which attests the presence of CDH2O onto
Gr/SiO2 (Fig. 100a) is more dense compared to the case of CDEtOH (Fig. 100b). However, by con-
sidering small regions of some micrometers, a similar morphology can be locally found in region
of few µm2 [213].

The emission spectrum excited at 2.33 eV (532 nm) of CDs deposited onto a SiO2/Si substrate
is reported in Fig. 101. In particular, as speci�ed in Chp. 4, the PL measurements were carried
out by the micro-Raman equipment, and therefore the obtained spectra contain both Raman and
photoluminescence signals. For both CDH2O and CDEtOH, beneath the narrow vibrational con-
tribution of the Raman spectrum of silicon, a single much broader emission band is found, peaked
at 2.1 eV and featuring a FWHM 0.3 eV, with no signi�cant di�erences between the emission spec-
tra of the two samples, thus indicating that the deposited CDs preserve the emission capability
of the liquid dispersed CDs, and they show a compatible emission property. Therefore, the same
emission mechanism is supposed to subsist for solid phase and liquid phase CDs.
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Figure 101: µ-PL of CDH2O (blue) and CDEtOH (red) dispersed on SiO2, compared to the Raman signal of the latter
(black) acquired without CDs.

In order to explore the resistance of CDs to the temperature, the CDH2O and CDEtOH de-
posited on SiO2 were exposed to thermal treatment in the temperature range of 50–300℃, and
both in vacuum or oxygen atmospheres. As shown in Fig. 102, the emission of both CDEtOH
and CDH2O features the same evolution both in vacuum or oxygen atmospheres. In particular,
as shown in (Fig. 102) the spectra keep their typical single band in the entire temperature range,
but a progressive slight (<0.1 eV) redshift of the CD emission peak is found with the increase in
treatment temperature. These results indicate an irreversible modi�cation of CD surface states
as e�ect of thermal treatment, marked by the lowering of their energy and consequently of the
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emission energy. Moreover, the negligible in�uence of the type of atmosphere indicates that this
alteration is related to pure thermal e�ects. However, the most important result is that emission
capability of CDs is still preserved in the entire temperature range, thus enabling the implemen-
tation of CDs in composite systems for which the exposure to high temperature is required, both
in synthesis, processing or in operational contexts [213].
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Figure 102: µ-PL of CDs/SiO2 exposed to thermal treatments in controlled atmosphere for (a) CDH2O in vacuum
atmosphere, and for (b) CDH2O and (c) CDEtOH in oxygen atmosphere. The evolution of the emission is displayed
in color scale with the increase in treatment temperature and highlighted by the black arrows.The respective shift of
the emission peak is shown in panels (d,e,f). Adapted from Ref. [213].

5.2.3 CDs-Graphene Interaction

The spectroscopic investigation of the interaction between CDs and graphene is conducted by
comparing the regions in which the CDs are in contact with graphene (CDs/Gr) with CDs in con-
tact with the SiO2/Si substrate (CDs/SiO2) as reference con�guration for the nanoparticles, and
uncovered Gr/SiO2 as reference con�guration for graphene. In particular, two kinds of graphene
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are coupled to CDs: native undoped graphene (Gr), and p-doped graphene (p-Gr) obtained by
using a standard thermal treatment in O2 atmosphere, as discussed in Sec. 5.1.

Concerning the nanoparticles, the emission spectra of CDs deposited on Gr/SiO2 and p-Gr/SiO2

are shown in Fig. 103. There the emission of contiguous regions of CDs/Gr and CDs/SiO2 is
compared, and the presence of graphene is assured by the characteristic G and 2D bands. In
particular, the emission of CDs in contact with graphene is systematically reduced with respect
to the emission of those in contact with SiO2, independently of the doping level of graphene.
Therefore, this result suggests the opening of a non-radiative relaxation channel for photoexcited
CDs deposited on Gr, which reduces the emission e�ciency.
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Figure 103: µ-PL excited at 532 nm of CDs deposited on contiguous regions of graphene and SiO2 of (a) Gr/SiO2
and (b) p-Gr/SiO2 samples. Raman signals of Gr and silicon are marked by arrows. The energy axis is reported both
in terms of absolute value (bottom), and relative value (Raman Shift, top) to the laser energy. Adapted from Ref. [224].

On the other hand, the in�uence of CDs on graphene electronic structure can be evaluated by
the G-2D map extracted from the Raman spectrum, especially for what concerns the doping of
graphene which gives information about the population of graphene electronic states. Concern-
ing undoped graphene, the map shown in Fig. 104a indicates that some modi�cation of graphene
occurs as e�ect of the deposition of CDs. In fact, despite the point clouds are quite overlapped, the
CD strongly a�ects the shape and the center of the point cloud, that is the spread and mean value
of strain and doping. In particular, the deposition of CDs slightly increases the compressive strain
of graphene, which achieves a narrower distribution along the value -0.16(2)%, probably due to
the deformation of graphene structure caused by the weight of nanoparticles. Besides, also the
doping is modi�ed by the CD deposition, but no quantitative estimation of the Fermi energy shift
can be performed since the point clouds of graphene both with and without CDs fall in a region
where the relation between doping and Raman signal is non-linear and with low e�ects. These
modi�cations can be attributed to CDs, since the e�ect of the bare solvent reported in Fig. 104b is
very di�erent: the strain results larger in absolute value and opposite in sign, whereas the doping
modi�cation is qualitatively of minor entity.
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Figure 104: G-2D correlation map at 532 nm laser excitation of (a) CDs/Gr(green) (b) EtOH/Gr, compared to native
Gr data (black). Adapted from Ref. [224].

Concerning p-doped Gr, the in�uence of CDs on graphene evaluated by G-2d map of p-doped
graphene both with and without CDs deposited was investigated by using two di�erent laser
excitations: the green laser at 532 nm (2.33 eV) used until now, and a further red laser at 633 nm
(1.96 eV). The typical Raman spectra of graphene acquired by using these two lasers are shown
in Fig. 105. It must be stressed that the Raman signal of graphene is strongly dependent on the
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Figure 105: Raman spectrum of Gr/SiO2/Si acquired by using laser at (a) 532 nm (2.33 eV) and (b) 633 nm (1.96 eV).
In both panels, the spectral range between 1200–3000 cm-1 containing the main bands of Gr is shown in the inset.
Adapted from Ref. [224].
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energy of the used laser, accordingly to the discussion in the Chp. 1. In particular, the intensity
ratio between G band (taken as reference) and other bands strongly changes, since the spectra
acquired by 633 nm features a signi�cant quenching of 2D band and enhancement of D and D'
bands. In addition, whether the G peak frequency does not vary signi�cantly, 2D band features a
large redshift equal to about 40 cm-1. Therefore, a large variation in the position of G-2D map is
induced for this wavelength, as shown in Fig. 106. In spite of this, the di�erence between p-doped
and undoped graphene is still clearly distinguishable.

Concerning measurements taken at 532 nm (Fig. 106a), the point cloud of bare p-Gr strongly
di�ers from that of CDs/p-Gr, since the latter features a much broader doping value distribution
and occupies almost every intermediate doping value between the levels of p-Gr and undoped
graphene. Here, an increase of Fermi energy at least equal to 0.2 eV is estimated by the Raman
analysis, corresponding up to 5×1012cm-2 transferred electrons. On the other hand, the measure-
ments taken at 633 nm give a completely di�erent result (Fig. 106b), with no signi�cant di�er-
ence between the graphene sample with and without CDs on it. Similarly to the case of undoped
graphene, this e�ect can be attributed to CDs deposited onto graphene since it is signi�cantly
di�erent from the e�ect of the bare solvent reported in Fig. 106c,d.
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Figure 106: G-2D correlation map at (a) 532 nm and (b) 633 nm laser excitation of p-doped Gr (red dots), p-doped
CDs/Gr(green dots), native Gr (black dots). The e�ect of solvent is shown in panels (c,d). Adapted from Ref. [224].
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5.2.4 Model for Graphene-Nanoparticles Interaction

The experimental information above reported allows to elaborate the model for the interaction
subsisting between graphene and CDs deposited on it based on a photoinduced electron transfer,
as described in the following.

As described in Chp. 2, the accepted model for the photocycle of the used CDs involves the
extraction of an electron from their core towards their surface states, as e�ect of photoexcita-
tion. Thence, the following recombination between the surface electron and the hole kept in
the core gives rise tho the observed �uorecence [193]. Such a mechanism is of fundamental im-
portance for the spectroscopic behavior of CDs, since the exposure at the CD surface of the
promoted electron is at the basis of the di�erent charge transfer mechanisms between optically
active nanoparticles and their environment. Therefore, from this point of view the crucial feature
for an interaction is the capability of graphene to accept or donate charges from/to the CDs. This
aspect is clari�ed by the energy levels scheme shown in Fig. 107, where the energy levels of CDs
and graphene are aligned with respect to the vacuum energy Ev = 0 eV. Concerning graphene, its
electronic structure is characterized by the Fermi level which discriminates empty or occupied
states depending on whether their are placed above or below this level, respectively. The energy
di�erence between Fermi and vacuum levels corresponds to the work function φGr. Concerning
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Figure 107: Energy levels scheme of CD core electronic bands, CD surface states, and of Gr electronic bands at K
point (Dirac cones) relative to the energy of the vacuum level. The elements of the CDs-Gr interaction described in the
proposed model are reported. The laser light (green arrows) is absorbed by CDs and scattered by Gr, thus generating
CD PL and Gr Raman signals (red arrows), respectively. In CDs, electrons are promoted from core valence band (VB)
to surface states, which energy distribution is between the energies of zinc and cobalt ions. From the surface states
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energy states, the states in the VB are populated, as attested by the increase of Fermi energy revealed by Raman signal.
Adapted from Ref. [224].
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native graphene, since it has no relevant charge doping, its Fermi level can be assumed near to
the K point of graphene band structure, and therefore φGr = -4.6 eV [36]. Besides, in the case of
p-doped Gr by thermal treatment in O2, the increase of 1.2(1)×1013cm-2 charge carriers implies
a lowering of Fermi energy by about ∆EF = -0.5 eV [225–227], thus obtaining a work function
equal to φp-Gr = -5.1 eV. Concerning the CDs, no direct measurement for the electron a�nity of
β-C3N4 core of CDs is known. However, the alignement of the electronic structure of CDs can
be drawn on the basis of their spectroscopic features. The energy position of the surface states is
limited to the range between -4.2 eV and -3.8 eV accordingly to the emission quenching of CDs
induced by metal ions [228]. In fact, this e�ect has been related to the redox potential which mea-
sures the tendency of a chemical species to accept electrons. The extreme conditions are given
by zinc and cobalt ions, since the emission of these CDs is enhanced by the interaction with
Zn2+ ions, whereas the CD emission is quenched by Co2+ [224, 228]. The energy position of the
excited state of CDs labeled ECDs is thereby assumed between those of the acceptor level of these
two ions quanti�ed by their redox potentials. In terms of energy, the redox potentials of zinc
and cobalt equal to VZn2+ = -0.76 V and VCo2+ = -0.28 V, respectively, correspond to the energies
EZn2+ = -3.8 eV and ECo2+ = -4.2 eV. Besides, the valence band of CD core can be placed about 2 eV
below the surface state by considering the lack of light absorption at energy below this threshold,
whereas the band gap of CD core is guessed be equal to about 4 eV from the absorption properties
of CDs [191].

In this picture, the fundamental quantity to consider is the energy di�erence between the sur-
face states of CDs and the Fermi level of graphene, and in particular its sign. According to the
above discussion, after its preliminary promotion from the core of CDs to their surface states,
an electron can actually migrate towards the unoccupied states of graphene, thanks to a close
contact between these molecular orbitals. Most importantly, since ECDs - φGr > 0, the migration
occurs spontaneously because the decrease of energy for the transferred electrons. The non-
radiative recombination channel revealed for CDs on graphene can thereby be assigned to this
transfer, which does not depend on the doping of graphene here compared compatibly with the
spectra reported in Fig. 103. For the transferred electrons in graphene an ultra-fast relaxation is ex-
pected, and their accumulation in the valence band of graphene determines the increase of Fermi
energy indicated by the decrease of p-doping shown in Fig. 106a. Finally, the lack of modi�cation
in Raman measurement acquired by 1.96 eV laser con�rms the key role of the photoexcitation
of CDs in the suggested electron transfer process. In fact, under such a light stimulation, CDs
keep unexcited, and no electron are exposed to their surface. The charge transfer from CDs to
graphene is thereby inhibited by two key factors. First, the electron in the valence band of CD
core are spatially separated from the graphene states by the surface states of CDs, which act
as potential barrier. Second, the energy of these electron is well below (~1 eV) the Fermi level
of graphene, and therefore an electron transfer from CDs towards Gr would require an optical
transition between their states.



6 CONCLUS IONS

T he intended purpose of this Thesis is the study of the fundamental phenomena at the basis of
two di�erent charge transfer processes subsisting between graphene and small molecules

and carbon nanoparticles, respectively. The reported data have successfully met this target, and
the information extracted from the performed experiments is of interest both for basic scienti�c
questions and for their possible impact for applications based on nanomaterials.

Concerning the interaction with small molecules, the research here reported has substantially
expanded the information about this process. Thermal treatments in a controlled atmosphere
are found to be able to dope graphene by using a selective atmosphere of oxidizing molecules
(such as oxygen and carbon dioxide), whereas previous investigations in literature reported a
positive outcome only for oxygen. Besides, the strain induced by thermal treatment is found to
be constituted by two contributes: the �rst one, related to the doping process and found only
for intermediate doping values; the second one, related to the coupling with the substrate and
modi�able by tuning the cooling rate in the �nal stage of the treatment.

The study concerning the reaction kinetics and the comparison of the experimental evidences
observed for various substrates has allowed the identi�cation of the mechanism at the basis of
the doping process of graphene by gas molecules, that is a charge transfer process between the
2D material and the interacting molecules. In particular, water a�nity of substrate has been iden-
ti�ed as the key factor for the capability of doping for the entire graphene/substrate stack. In fact,
substrates of di�erent surface water a�nity have shown a di�erent capability to doping, which
drastically decreases in the case of a hydrophobic surface. On the other hand, the study of the
time kinetics of doping indicates the presence of a di�usion stage in the doping process. This
result suggests that oxygen molecules di�use in the interlayer between graphene and substrate
before to undergo a reaction in speci�c sites that determines the doping in graphene. In particu-
lar, we suggest that a oxygen reduction reaction is the microscopic mechanism at the basis of the
doping process wherein oxygen reacts with the water bu�er layer between graphene and sub-
strate. In this process, graphene provides the electrons required for the reduction reaction, thus
resulting under-charged and p-doped. In addition, the substrate is found to a�ect the distribution
temperature of reaction sites, that is the statistical distribution of the activation temperature of
the oxygen reduction reaction, and the stability of doping to the following exposure to ambient
atmosphere. In the latter process, a prominent role of H2O molecules in gas phase has been high-
lighted, by revealing a dedoping e�ect strongly a�ected by the concentration of these molecules
rather than to temperature.

Concerning the interaction with nanoparticles, CDs have proven to be a feasible optical coun-
terpart of graphene in a optoelectronic system. In fact, our results indicates the presence of a
photoinduced electron transfer from photoexcited CDs towards graphene. Despite such kind of
interaction was already known in literature for various systems, our results posses a signi�cant
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relevance. In fact, the graphene-nanoparticle interaction has been investigated in a solid phase
composite, thus ensuring a direct transfer potentiality of this result in the design of optoelectronic
devices based on nanomaterials. Furthermore, the concurrent use of graphene and CDs guaran-
tees a wide range of applications basing on carbon based materials only by limiting environment
impact and cost e�orts. First, both graphene and CDs have proven to be largely biocompatible
and non-toxic nanoparticles, and therefore such nano-composite is a promising candidate for the
substitution of other nanomaterials which are typically used for similar scopes (such as heavy
metal or metal-chalcogenide nanoparticles) although their high toxicity. In addition, CDs are very
cheap in comparison to other emitting nanoparticles, and their application will produce a con-
sistent decrease of costs. For example, a graphene-CDs composite can �nd a useful application
in nano-sized photovoltaic devices, by taking advantage from the excellent energy conversion of
CDs and from the signi�cant transport properties of graphene.

Despite the content of this Thesis gives a consistent advancement in the comprehension of
the interaction between graphene and other species at the microscopic scale, several questions
are still open. Concerning the interaction with molecules, various issues are not characterized
yet, but a plethora of experimental techniques could provide information on them. For example,
X-ray photoelectron spectroscopy could provide a �ner identi�cation of reaction sites on the
substrate surface, and fundamental issues of their interaction with graphene could be investi-
gated by theoretical investigation, such as density functional theory. Besides, by focusing on the
properties of graphene, a proper design of the support substrate could allow the investigation of
doping process by other techniques able to evaluate the Fermi energy of graphene, such as opti-
cal absorption in NIR-visible, electron paramagnetic resonance spectroscopy and angle resolved
photoemission spectroscopy. Furthermore, the evolution of the electric properties of graphene
subjected to this doping process are unexplored yet, whereas THz spectroscopy and electrical
measurement could add this piece to the puzzle. Concerning the interaction with nanoparticles,
optical absorption and electrical measurements would give useful information in this case too,
the �rst one by providing an evaluation of graphene Fermi energy with no photoexcitation of
CDs, and the second one by evaluating the actual photocurrent obtainable in graphene. In both
cases, the investigation could take advantage from the spatial control of the sample morphology,
attained for example by a patterned substrate (with both hydrophilic and hydrophobic surface
regions) and by a controlled deposition of CDs (inkjet or spin coating are two possibilities). Fur-
thermore, the interaction between CDs and graphene could also be investigated by considering
di�erent types of graphene and CDs. In the �rst case, reduced graphene oxide could be used in
order to investigate the CDs-graphene composite in liquid phase. On the other hand, di�erent
kinds of CDs could be used. In fact, a di�erent core structure and surface functionalization im-
ply signi�cant variation both in the intrinsic emission mechanism of CDs and, especially, in the
interaction with the surrounding species.
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