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Introduction

The efficient generation of energy is the task that is becoming more and
more important on a global scale in the third millennium. With the pop-
ulation growing at an increasing rate and with a number of emerging
countries in Africa and Asia eager to establish robust industrial and res-
idential networks of infrastructures in order to match the welfare of de-
veloped countries, the need for energy has been rising dramatically in the
last decades. Moreover, answering this energy demand through the use
of fossil fuels is what has exacerbated the climatic changes that had been
worrying the scientific community since the last century, and which are
now a reality that is becoming more apparent every day. In addition to
that, the recent political crisis between Ukraine and Russia that started in
2022 has affected the economical stability of the whole Europe, as many
European countries heavily relied on Russian gas for their energy pro-
duction. Therefore, the developments of the last decades have made it
clear that we need to rethink not only our energy production paradigm,
but also how it is managed in terms of storage and use, both at utility
and residential scale.
Given the aforementioned context, researchers and industries have turned
their attention to renewable energy sources. Of these sources, hydropower
is one of the most ancient, as watermills have been used even by Romans
and Greek, and for what regards the generation of electricity, it is one
of the most flexible, as the generation of power can be quickly adapted
to the energy demand from the grid; it has a very high energy storage
capacity and hydroelectric plants have very long lifetimes, even up to
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several decades. However, it requires large masses of water stored in
dams, which restricts the number of suitable sites for the installation of
plants, and the water reservoirs can significantly alter the surrounding
ecosystems both downstream and upstream of the plant; it also requires
large extensions of land, causing the relocation of many people, and it
can even contribute to the emission of greenhouse gases, in particular
methane which comes from the mass of plants rotting in anaerobic con-
ditions underwater.
In contrast, geothermal power is one of the most recent, as the first
geothermal power generator was tested in 1904 in Larderello (Italy), by
Piero Gino Conti, and Italy has been the only producer of geothermal
electricity in the world for the fist half of 20th century. In this case, the
energy is provided by the heat flow from the inner layers of Earth, and it is
replenished by radioactive decay processes: theoretically, the power rate
of these processes is more than enough to satisfy the current global en-
ergy demand, but this power is on average too diffuse across the surface
of the Earth, except in specific localized sites (tectonic plate boundaries,
magma conduits or hot springs). For this reason, it has generally seen lit-
tle use in terms of relative energy production in most nations, with some
exceptional cases, such as Iceland and Kenya.
Another possible option is the bioenergy obtained from biomass such
as wood, residues from wood processing and agriculture and organic
waste from industries and residential areas. However, employing most
of these sources poses several challenges: harvesting and burning wood
from forests requires careful and sustainable management of forestry and
CO2 balance and its low surface power density implies that it requires ex-
tensive land, for which it competes against food crops.
Similarly to hydropower, wind power has been harnessed for millennia
for sailing rivers and seas first and then in the Middle Age to power
grain processing in windmills. The first wind turbines were developed in
Scotland, Ohio and Denmark towards the end of 19th century. In the last
decades, wind power has rose in popularity thanks to its simplicity, cheap
costs, very low greenhouse gas emissions and the possibility of offshore
installations. However, wind is one of the most volatile sources, with fluc-
tuations on hourly, daily and seasonal scales, making utility scale energy
storage and integration with other sources mandatory in order to guaran-
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tee the stability of the electrical grid. Moreover, the size of wind turbines
and their spacing in wind farms increases the land needed for this plants,
which has raised concern about their visual impact, especially in scenic,
protected and archaeological areas, and about potential danger for flying
wildlife. Lastly, a new issue is rising as many turbines have been reach-
ing their lifetime end (of about 20 years), resulting in a large quantity of
scrap. In this regard, turbine blades are especially hard to recycle in order
to recover the fiber glass-reinforced polymers they are made of, and this
is becoming an important aspect in countries that have been relying on
wind power for years, such as Denmark.
Finally, the photovoltaic effect was first discovered by Edmond Becquerel
in 1839, and the first solar cell prototypes were realized at the end of 19th
century. First installed on satellites in the late ’50s, extensive research
in new technologies, processes and cell designs has allowed the sector
to compete in terrestrial applications in terms of energy production and
cost of energy, with installed capacity rapidly increasing since the 2000s.
Compared to the other energy sources presented above, photovoltaics is
suited both to large utility scale installations and small systems for resi-
dential energy production. Although the power production is ultimately
influenced by weather, solar energy is always available every day, making
the technology particularly appealing for locations with high irradiance
throughout the year. However, the fact that the power production is di-
rectly related with the day/night cycle means that in general peak pro-
duction does not correspond to peak consumption, and therefore smart
grids or energy storage systems are often required, especially in residen-
tial applications. In terms of CO2 production, photovoltaics ranks as one
of the most sustainable among the other energy sources, as the amount
of CO2 produced by the module manufacturing process is offset by the
long lifetime of the modules of about 30 years. However, as is the case
for wind turbines, recyclability is becoming a more pressing aspect of
new module installation. This is especially relevant for the case of solar
modules, as the manufacturing of solar modules must take into account
another variable: critical materials. Critical materials are elements that
are either in relatively short supply or difficult to extract, critical for sev-
eral industries, or whose supply is vulnerable due to political instabilities.
Currently, solar modules require some of these element, namely indium
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and silver, whereas other components, such as glass, may require a larger
supply as the installed capacity grows, so the possibility to recover these
materials from old modules is getting more and more attention. In addi-
tion to that, more than 90% of the crystalline silicon, which is the most
diffuse semiconductor for terrestrial applications, is currently produced
by China, which also manufactures more than 90% of solar modules. In
response to this, Europe and the US have enacted a series of policies to
establish a robust value chain for photovoltaics, with particular emphasis
on the research on new materials, technologies and module designs.
In this thesis, I will present the results of my activity for the PhD pro-
gramme in Physics, which focused on the characterization of new mate-
rials for silicon modules and on the development of new modules with
higher efficiency compared to traditional silicon modules. In the first
chapter of this work, I will present a brief history of the state of the art
and of the technological breakthroughs that have lead the industry to the
current state, and I will describe the different cell designs that are cur-
rently employed with their differences and advantages, along with the
limiting factors for the current silicon technology. In the second chapter I
will describe a theoretical activity focused on the development of a Monte
Carlo simulation tool that I have employed to simulate the performance
of an optimized voltage-matched two-terminal module. In the third chap-
ter I will present a MATLAB model that has been developed to predict
the performance of bifacial installations, along with the insight that has
been obtained from the model and the outdoor experimental activity that
has been carried out to validate the theoretical results. The fourth chapter
features the culmination of the concepts presented in the previous chap-
ter, as I will present an experimental demonstration of a multi-junction
bifacial gallium arsenide/silicon module that has been tested in outdoor,
achieving high and stable efficiency throughout the day. In the last chap-
ter, I will present some results on the characterization of new materials
that can be considered for the substitution of critical materials currently
employed in anti-reflective layers in silicon solar cells.



Chapter 1
History and present of silicon PV

1.1 Theoretical understanding

1.1.1 Detailed balance

Even though some effort had already been dedicated towards the calcu-
lation of the efficiency of solar cells, the greatest contribution to this topic
came from the work of Shockley and Queisser in 1961 [1]: whereas pre-
vious works focused on predicting cell efficiency from empirical values
[2], they preferred the fully theoretical approach of the detailed balance
principle, which states that in a system at equilibrium each process must
be in equilibrium with its reverse process, providing much more solid
information on the potential that solar cell could reach.
In their discussion, Shockley and Queisser indicate three main factors
that would influence the efficiency of a solar cell: the probability ts that
a photon with greater energy than the bandgap Eg of the semiconductor
will produce a hole-electron pair, the weight of radiative recombination
fc (which is the reverse process of the photon absorption described by ts)
with respect to all the other recombinations processes and the geometrical
configuration of the system (regarding aspects such as the angle of inci-
dence of light or the solid angle subtended by the light source) which are
summarized in a factor fω; the detailed balance limit is achieved when all
these factors are equal to 1.
In this ideal condition, five processes must be at equilibrium: the gener-
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ation of hole-electron pairs by the incident radiation with a rate Fs, the
radiative recombination of hole-electron pairs with resultant emission of
photons at a rate Fc, other nonradiative processes in which hole-electron
pairs may be generated or recombined and the removal of carriers in the
form of a current I which translates into a rate I

q , where q is the electron
charge.
For the first of these processes, they assume that the incident radiation
comes from a blackbody at temperature Ts. Therefore, Qs(νg, Ts) is the

flux of photons with frequency νg >
Eg
h , where h is Planck’s constant:

Qs(νg, Ts) =
2π

c2

∫︂ ∞

νg

ν2

e
hν
kTs − 1

dν =
2π (kTs)

3

h3c2

∫︂ ∞

xg

x2

ex − 1
dx (1.1)

with k being Bolztmann’s constant, c the speed of light in vacuum and
x = hν

kTs
. Then, for a solar cell of surface area A, the photogeneration rate

of hole-electron pairs is given by:

Fs = Ats fωQs. (1.2)

Analogously, the rate of radiative recombination from a cell at tempera-
ture Tc is

Fc0 = 2Atc fωQc. (1.3)

where the factor 2 comes from the fact that both sides of the cell can
contribute to the blackbody radiation of the cell Qc; tc may in general be
different from ts because of the difference in the spectral distribution of
the blackbody radiation at Tc and at Ts and how this difference relates to
the reflectivity and transmittivity of the surface of the cell. Shockley and
Queisser only consider recombination between free carriers, therefore the
recombination rate must be proportional to the product of their densi-
ties np. At equilibrium this value must be equal to n2

i , whereas out of
equilibrium the general rate is defined as :

Fc(V) = Fc0
np
n2

i
= Fc0e

V
Vth (1.4)

where Vth = kTc
q is often called thermal voltage [3]. Lastly, the nonradia-

tive recombination rate is Rr(V) and the nonradiative generation rate is



1.1. THEORETICAL UNDERSTANDING 11

Rg(0), and these will be equal for V = 0. The steady state condition can
then be expressed by:

Fs − Fc(V) + Rg(0)− Rr(V)− I
q
= 0 (1.5)

It is useful to consider the case in which the cell is surrounded by a black-
body at temperature Tc (Fs = Fc0). At this point, the factor fc can be in-
troduced as the fraction of radiative processes compared to nonradiative
processes:

Fc0 − Fc(V) = fc
[︁
Fc0 − Fc(V) + Rg(0)− Rr(V)

]︁
(1.6)

assuming that the nonradiative recombination follows the ideal rectifier
equation Rr(V) = Rg(0)e

V
Vc , substituting Equation (1.4) and rearranging

the terms returns

Fc0

(︃
1 − e

V
Vth

)︃
= fc

[︁
Fc0 + Rg(0)

]︁ (︃
1 − e

V
Vth

)︃
(1.7)

from which an expression for fc independent from the voltage applied to
the cell can be obtained:

fc =
Fc0

Fc0 + Rg(0)
; (1.8)

conversely, applying these steps to Equation (1.5) yields

[︁
Fc0 + Rg(0)

]︁ (︃
1 − e

V
Vth

)︃
− I

q
= 0 (1.9)

which can be rearranged into

I = I0

(︃
1 − e

V
Vth

)︃
(1.10)

where
I0 = q

[︁
Fc0 + Rg(0)

]︁
(1.11)

is the dark saturation current.
For the case of a general irradiance, by adding and subtracting Fc0 from
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Equation (1.5) and rearranging the terms one obtains the current-voltage
(I-V) characteristics of a solar cell

I = q (Fs − Fc0) + q
[︁
Fc0 − Fc(V) + Rg(0)− Rr(V)

]︁
=

= q (Fs − Fc0) + q
[︁
Fc0 + Rg(0)

]︁ (︃
1 − e

V
Vth

)︃ (1.12)

which is usually reported in the following form:

I(V) = Isc − I0

(︃
e

V
Vth − 1

)︃
. (1.13)

Isc, corresponding to q (Fs − Fc0), represents the short-circuit current mea-
sured at V = 0. Generally, Fc0 is several orders of magnitude smaller than
Fs and is often neglected, and the Isc is defined by a simpler general ex-
pression

Isc = qA
∫︂ ∞

Eg
EQE(E)φ(E)dE (1.14)

where φ(E) is the incident photon flux and the External Quantum Ef-
ficiency EQE(E), defined as the ratio of collected carriers over incident
photons, includes the photon absorption probability and losses due to
reflection. Moreover, solving Equation (1.13) for I = 0 returns the open-
circuit voltage

Voc = Vth ln
(︃

Isc

I0
− 1
)︃

. (1.15)

Once the I-V characteristics of the solar cell has been obtained in the de-
tailed balance limit, its efficiency can be determined by finding its maxi-
mum power point, either by solving d(IV)

dV = 0 or numerically, and divid-
ing for the incident optical power.
Shockley and Queisser considered the 6000 K blackbody radiation, ob-
taining a maximum efficiency of 31% for a 1.35 eV semiconductor and
of about 30% for silicon (1.12 eV bandgap) [4], while for the modern
standard solar spectrum the highest efficiency lies at 33% for a 1.34 eV
bandgap semiconductor and 32% for silicon [5].
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1.1.2 Additional effects

As mentioned in the previous Section 1.1.1, one of the conditions required
for the detailed balance limit is that the factor fc, which indicates the
weight of radiative processes compared to the nonradiative processes, is
equal to 1. By looking at the expression for fc given by Equation (1.8), it
can be seen that this condition can only be fulfilled when the nonradiative
generation rate Rg(0) (and, consequently, the nonradiative recombination
rate) is set to 0: that is, when all nonradiative processes are turned off.
Among the three main recombination mechanisms in solar cells, radia-
tive recombination has already been accounted for in the detailed balance
limit, and one can in theory imagine a defectless material and therefore
eliminate Shockley-Read-Hall (SRH, or trap-assisted) recombination (Fig-
ure 1.1). However, Auger recombination is still a fundamental physical
process, and for this reason it has been the focus of several works aiming
to refine the initial calculation of Shockley and Queisser.

Figure 1.1: Main recombination processes in a solar cell.

In Auger recombination, the energy from the recombination of a hole-
electron pair is transferred to another carrier as kinetic energy and then
dissipated by thermalization in interactions with the phonons [6, 7] (Fig-
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ure 1.1). The other carrier can either be a hole (the process is usually
referred to as ehh process) or an electron (eeh process): for low-injection
conditions, in the former case the recombination rate is given by [7]

R = Cp

(︂
np2 − n0p2

0

)︂
(1.16a)

with a lifetime

τ =
1

Cp p2 (1.16b)

in p-type materials; in the latter case, the recombination rate is given by

R = Cn

(︂
n2p − n2

0p0

)︂
(1.17a)

with a lifetime

τ =
1

Cnn2 (1.17b)

in n-type materials, where Cp and Cn are two coefficients (measured in
cm2/s), n and p are the electron and hole non-equilibrium densities and
the subscript 0 indicates their equilibrium counterparts. In general, this
processes depend on the two coefficients Cp and Cn, but in the high-
injection case an approximate rate is given by [6]

R ≃
(︂

Can3
)︂
≃
(︂

Ca p3
)︂

(1.18)

where Ca = Cn + Cp. In [8], Cn and Cp have been measured by fit-
ting carrier lifetime measurements at doping concentrations ranging from
1018 cm−3 to 1020 cm−3, obtaining Cn = 2.8 · 10−31 cm2/s and Cp =
9.9 · 10−32 cm2/s at 300 K, with a slight decrease at 77 K. In [9], the
total coefficient Ca was measured in the high injection regime by per-
forming open-circuit voltage decay measurements on a custom test struc-
ture designed to maximize sensitivity to Auger recombination, obtaining
Ca = 1.6 · 10−30 cm2/s.
As mentioned previously, several works incorporated Auger recombina-
tion to improve theoretical efficiency calculations. In one of the earliest
works [10], Auger recombination was used with the coefficients reported
in [8] to estimate the maximum open-circuit voltage of a silicon solar cell
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both in low and high injection regime, assuming perfect photon absorp-
tion (hence the maximum current possible); for a 300 µm thick cell, a
maximum voltage of about 770 mV under the standard extraterrestrial
solar spectrum was calculated (down from the value of 837 mV in the
detailed balance limit), with a corresponding efficiency of about 28% for
the extraterrestrial spectrum and 30% for the terrestrial spectrum.
However, the values reported in [8] and [9] showed a discrepancy between
the low injection and the high injection cases, as the sum of Cn and Cp
does not equal Ca: in [11], this deviation has been attributed to Coulomb
interactions between free carriers, which enhance Auger recombination
in the low injection regime, and two enhancement factors geeh and gehh
for the two processes have been defined from quantum-mechanical cal-
culations in p-type silicon. Furthermore, the dopant concentration range
of applicability of the Coulomb-assisted Auger recombination was ex-
panded towards low concentrations in [12] by introducing an empirical
expression for geeh and gehh as well as a parameterization of Cp of second
order in temperature. A further refinement has been proposed in [13]
considering also the interaction with fixed charges, therefore expanding
the validity of the parametric expression to a larger range of dopant con-
centrations both in high and low injection regimes. Lastly, an improve-
ment was presented in [14] which takes into account Coulomb-enhanced
radiative recombination to fit experimental lifetime data measured on n-
type and p-type samples realized with improved passivation techniques
(compared to those available at the time of the previous works).
Another fundamental effect that has been considered in refinements of
the theoretical efficiency is free carrier absorption (FCA). In FCA, photons
are absorbed by either free electrons or holes, leading to a transition in
the same band (intraband absorption) or between two conduction bands
(interband absorption), then the photon energy is lost due to thermaliza-
tion. FCA becomes significant and competes with intrinsic absorption at
energies close to the bandgap and in the sub-bandgap region, especially
at high carrier concentrations [15]. One of the first parameterization was
elaborated against experimental absorption data for wavelengths in the
order of several µm [16]; however, this commonly used model was based
on a number of assumptions which limited its validity. For this reason, in
[17] a new formulation was introduced, applicable for both p- and n-type
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silicon and for doping densities as high as 1021 cm−3. Then, in [15], it
was shown that the previous models performed poorly in the wavelength
range between 1 µm and 2 µm, and a new parameterization was proposed
to fit experimental data in this range.
For what concerns radiative recombination, its rate is usually expressed
as R = B

(︁
pn − n2

i
)︁
, where ni is the intrinsic carrier concentration; how-

ever, each photon generated by a recombination event has a chance of be-
ing reabsorbed in another band-to-band transition, especially in devices
specifically designed for light trapping. This phenomenon, referred to as
photon recycling (PR), is usually included by multiplying B by 1 − PPR,
where PPR is a probability [13] that depends on the light trapping scheme
employed and therefore on the geometric path length of light.
All the effects discussed above have been included in a new calculation
of the theoretical efficiency of silicon by Richter et al. [18], namely the
update standard solar spectrum, the optical constants for silicon in [19],
the free carrier absorption presented in [15], the Coulomb-assisted Auger
recombination from [14], the photon recycling with the radiative recombi-
nation coefficient B derived in [20] and the bandgap narrowing described
in [21, 22]. The authors find a maximum efficiency of 29.43% for a 110 µm
thick silicon cell, which is nowadays the most commonly reported value
in the literature.

1.2 Fabrication of a solar cell

Silicon is by far the most important and popular semiconductor material
since the emergence of solid-state electronics in the late ’50s. Different
forms of silicon are classified based on the purity of the material and
of the grain size [23], and the photovoltaic industry has progressively
shifted towards purer and purer forms, increasing efficiency and module
lifetime, though the purity needed is still inferior compared to the elec-
tronics industry. For the photovoltaic industry, metallurgical grade silicon
(or silicon metal), characterized by a minimum purity of 96% (98% on av-
erage), is the starting point in the production process of a solar cell [24].
Silica (SiO2) is the most common mineral in the crust of Earth, but rather
than common beach sand, high purity quartz is reduced by removing the
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oxygen for the production of metallurgical silicon through the following
reaction (which is actually the sum of several steps) [25]:

SiO2 (s) + 2 C (s) Si (l) + 2 CO (g) {1}

This reaction takes place in electric arc furnaces, where the reagents are
heated by an intense electric arc sustained between the tip of three sub-
merged carbon electrodes and the electrical ground of the furnace. Liquid
silicon metal is tapped from the bottom of the furnace, while the resulting
CO is further oxidized to carbon dioxide in open furnaces and released
into the atmosphere. Crude liquid silicon contains impurities between
1% and 4%, mainly iron, aluminum, calcium, titanium and carbon, and
is further refined with oxidative gas and slag-forming additives, with the
resulting slag being separated mechanically from the liquid silicon which
is poured into a casting mold [24].
However, the semiconductor industry requires a purer form of silicon,
with impurities in the range of part per billion (ppb) or even part per
trillion (ppt), usually referred to as polysilicon. The general roadmap of
the processes to obtain polysilicon consists in perparing a volatile silicon
hydride and purifying it, generally by fractional distillation, followed by
the decomposition of this hydride to pure elemental silicon by reductive
pyrolysis or chemical vapour deposition. Lastly, the by-products gener-
ated by the preparation and treatment of the volatile compound, which
may be different for each process, need to be recycled.

1.2.1 The Siemens process

The Siemens process (from the name of the company that developed it)
was introduced in the late ’50s, but it is still vastly employed. The first
step is the formation of the volatile trichlorosilane:

Si (s) + 3 HCl SiHCl3 + H2 {2a}

This reaction occurs between 300 ◦C and 350◦C, with a competing reac-
tion forming tetrachlorosilane

Si (s) + 4 HCl SiCl4 + 2 H2 {2b}
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During this reaction impurities such as Fe, Al, and B react to form their
halides (e.g. FeCl3, AlCl3, and BCl3). Trichlorosilane is chosen because
of its lower boiling point (31.8 ◦C) and high volatility compared to other
silanes, making it easier to purify from the other halides by fractional
distillation [26]. Then, trichlorosilane is vaporized, diluted with hydrogen
and introduced in the deposition reactors, where the gas is decomposed
on the surface of silicon seed rods, electrically heated to about 1100 ◦C,
growing large rods of pure silicon. The main reactions occurring in the
chamber are:

2 SiHCl3 SiH2Cl2 + SiCl4 {3a}
SiH2Cl2 Si + 2 HCl {3b}

H2 + SiHCl3 Si + 3 HCl {3c}
HCl + SiHCl3 SiCl4 + H2 {3d}

As shown in the equilibrium above, several by-products are generated
in the chamber, the most relevant being SiCl4 (about 3 to 4 moles per
mole of polysilicon [27]). While tetrachlorosilane has other industrial
applications, the demand is much lower than the production form the
Siemens process; for this reason, it is usually preferred to recycle it on-
site back to trichlorosilane. Two approaches are employed to perform this
step: one is the reduction with hydrogen at about 1000 ◦C

SiCl4 + H2 SiHCl3 + HCl {4a}

This process has the advantage that the trichlorosilane produced is of
very high quality because both reactants are already of high quality as
they are produced by Reaction {3a} and Reaction {3d}. The other way
is the hydrogenation of tetrachlorosilane in a mass bed of metallurgical
silicon at 500 ◦C and 35 atm.

3 SiCl4 + 2 H2 + Si 4 SiHCl3 {4b}

As mentioned, despite its widespread employment in the industry, the
Siemens process requires a large amount of energy because of the high
temperatures and produce several by-products that must be handled or
recycled. For this reason, alternative processes have been introduced to
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overcome these disadvantages.
One of such processes, introduced in the ’70s, is the Komatsu/Union Car-
bide (UCC) process [28], where the trichlorosilane obtained and treated
as in the Siemens process is inserted into fixed-bed columns filled with
quaternary ammonium ion exchange resins acting as catalysts for the fol-
lowing reactions:

2 SiHCl3 SiH2Cl2 + SiCl4 {5a}
3 SiH2Cl2 SiH4 + 2 SiHCl3 {5b}

The main product of this reactions, silane (SiH4), is further purified by
distillation and then pyrolysed at 800 ◦C to produce polysilicon onto
heated silicon seed rods:

SiH4 2 H2 + Si {6}

The main advantages of this process are the lower temperature of pyrol-
ysis and that most of the by-products are recycled and purified several
times. However, the recycling of trichlorosilane into monosilane requires
a number of additional steps, which are needed in order to increase the
yield of suitable silane.
Another process, named Ethyl Corporation process after the company
that developed it, ditches the idea of refining metallurgic silicon alto-
gether in favor of alkaline fluorosilicate (M2SiF6, M being an alkaline ele-
ment), which is in large supply as a by-product of the fertilizer industry.
Silicon tetrafluoride (SiF4) is sublimated by heating the fluorosilicates,
then it is hydrogenated to silane by metal hydrides such as lithium alu-
minium hydride or sodium aluminium hydride:

2 H2 + M + Al AlMH4 {7a}
SiF4 + AlMH4 SiH4 + AlMF4 {7b}

with M being either Na or Li. After distillation, SiH4 is thermally decom-
posed to polysilicon as described by Reaction {6}, although in a different
type of reactor. The main advantages of this process are the lower op-
erating temperature, the higher efficiency of the different reactor and the
fact that no additional treatments such as crushing are required; however,
it also presents a higher risk of hydrogen absorption and contamination
from the reactor walls.
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1.2.2 The Czochralski process

In addition to the classification by purity, silicon has also been classi-
fied by its grain size: following the nomenclature introduced in [23],
microcrystalline silicon (µc-Si) features grains smaller than 1 µm, poly-
crystalline silicon (pc-Si) features grains between 1 µm and 1 mm, mul-
ticrystalline silicon (mc-Si) features grains between 1 mm and 10 cm and
single-crystalline silicon (sc-Si or simply c-Si) exhibits grains larger than
20 cm. Nowadays, the majority of silicon solar cells are fabricated from
single crystalline silicon wafers, as these can reach higher efficiencies than
cells in multicrystalline silicon [29]. In fact, even though multicrystalline
silicon wafers can have rectangular or square shape for a better utiliza-
tion of the module area (usually referred to as cell-to-module ratio) in
comparison to the pseudo-square single crystalline cells, their efficiency
is affected by extended defects such as grain boundaries and dislocations
[30, 31].
The main process to grow single silicon crystals is the Czochralski (Cz)
process, first discovered serendipitously by Jan Czochralski in 1918: the
polish chemist dipped his pen in molten tin, drawing a filament which re-
sulted being a single crystal [32]. The Cz equipment consists of a vacuum
or inert chamber in which feedstock material, such as polycrystalline sil-
icon pieces or residues from single crystals, is melted at about 1425 ◦C
in a quartz crucible. Dopant atoms such as boron or phosphorus can
be added to the molten silicon to obtain p-type or n-type silicon. The
process consists in dipping a <100>-oriented monocrystalline seed into
the melt and slowly withdrawing it vertically to the melt surface, where
the liquid crystallizes at the seed [30]. After the silicon is completely
molten, the temperature of the melt is stabilized at the required value to
lower the seed into the melt: the temperature must be chosen so that the
seed is not growing in diameter (if the melt is too cold) or decreasing in
diameter (if the melt is too hot). The seed is pulled upwards, growing
a so-called "crystal neck". Since dislocations propagate on (111) planes
that are oblique in an <100>-oriented crystal, the dislocations grow out
of the crystal neck after a couple of centimeters, so that the rest of the
crystal grows dislocation-free. The transition region from the seed node
to the cylindrical part of the crystal has the shape of a cone and is there-
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fore called "seed cone". The diameter of the crystal can then be tuned
by adapting the pulling speed, and at the end of the process, in order to
complete the crystal growth free of dislocations, the pulling speed is in-
creased, gradually reducing the crystal diameter and developing an end
cone.
The Cz process presents several advantages that contributed to its suc-
cess and diffusion: Cz crystals can be grown from a wide variety of dif-
ferently shaped and doped feedstock materials, reducing raw material
costs and increasing suitable sources; in fact, the feedstock is molten in a
crucible and therefore the shape, grain size and resistivity of the differ-
ent feedstock materials can be mixed for the required specifications, as
long as macroscopic particles in pot scrap materials are avoided. More-
over, The Cz process acts as a purification step, allowing to obtain highly
efficient solar cells even out of ingots grown from low-grade pot scrap
material. Additionally, the homogeneity of a Cz ingot is reflected on
the electrical and physical characteristics of the solar cells, whereas mul-
ticrystalline Si block casting produces samples with higher variances in
most parameters. Lastly, silicon wafers obtained from Cz crystals are
naturally <100>-oriented, allowing homogeneous texturing with a cost-
effective wet chemical etching step [33]. By anisotropic etching, a surface
texture characterized by regular pyramids is obtained, achieving light
trapping and extending the optical path length inside the cell.

1.3 The different cell designs

In general, a silicon solar cell is made up by a p-n junction, with a to-
tal thickness between 140 µm and 170 µm (thinner for n-type wafers and
thicker for p-type wafers) [34], an anti-reflection (AR) coating which mini-
mizes reflectivity through destructive interference at certain wavelengths
[35] and metallic contacts to collect the current generated by the cells.
Additional elements, such as passivating layers or a back surface field
(BSF), may be included to enhance the performance of the cell. In fact,
interfaces between two dissimilar materials, such as those that occur at
the surfaces of a solar cell, have a high concentration of defects due to the
abrupt termination of the crystal lattice, often called "D-centers", which
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can be thought of as dangling bonds. The number of these defects can be
reduced by adding a layer that stabilizes (passivates) the silicon surface
or by increasing the doping towards the surface: the interface between
the high- and low-doped regions behaves like a p-n junction, creating an
electric field which introduces a barrier to minority carrier flow to the sur-
face [36]. The minority carrier concentration is thus maintained at higher
levels in the bulk of the device, and the BSF has a net effect of passivating
the surface, increasing both the Isc and Voc of the cell.
Several types of solar cell have been designed throughout the years and
launched into the market.

1.3.1 Al-BSF cell

Figure 1.2: Schematic representation of an Al-BSF cell, reprinted from
[37].

In the 50’s and 60’s, early silicon solar cells evolved in response to
the interest of the space industry, although with single-digit efficien-
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cies. For this reason, the cell design evolved to satisfy the corresponding
requirements such as maximizing radiation resistance, therefore using
high-resistivity p-type substrates to maximize radiation hardness. Then,
in the early ’70s It was realized that sintered aluminium on the rear sur-
face of the cell improved its performance, by a combination of gettering
and formation of a heavily doped rear interface (the BSF) which reduced
rear recombination [38].
This design gained widespread popularity due to its easy manufacturing
and low cost [37, 39], with efficiencies of about 17% already achieved in
1997 thanks to the SiN anti-reflection coating [40], and the technology
dominated the market until the late 2010’s, when it was overcome by the
PERC cell [37, 41]. In fact, even though efficiency as high as 20% have
been achieved [42], these cell are characterized by high rear side recombi-
nation losses due to the direct contact between silicon and the aluminum
contact, which introduces a large number of surface state densities [41].

1.3.2 PERC cell

Figure 1.3: Schematic diagram of the 22.8% efficiency PERC cell, reprinted
from [43] (a). Schematic diagram of an industrial PERC solar cell with
AlOx/SiNy passivation layer, reprinted from [44] (b).

The Passivated Emitter and Rear Cell (PERC) was first proposed by
Blakers et al. [45] in 1989. Compared to the Al-BSF cell, the PERC cell
uses a thermally grown oxide to electronically passivate most of the rear
cell surface. Contact is made at isolated contact holes through this passi-
vating oxide directly to the underlying substrate [43] (Figure 1.3a). The
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oxide layer also contributes as a reflective planar surface. The first proto-
type, with an inverted pyramid texturing on the front surface, achieved
an efficiency of 22.8%. The initial high-performance PERC cells had no
p+ layer at the rear contact points. Therefore, variations with boron diffu-
sion covering a small fraction (Passivated Emitter Rear Locally diffused,
"PERL") or the entire rear surface (Passivated Emitter Rear Totally dif-
fused, "PERT") were also proposed in the following years [46]. However,
it took 25 years until this technology reached economic and industrial
competitiveness against the conventional Al-BSF cell [44], but it has now
become the most prominent in the market [34]. The SiO2 layer used in
the first version of the cell (with a p-type silicon wafer) presents positive
charges that can cause a depletion region or an n-type inversion layer
to appear at the rear surface, increasing rear-surface recombination [46].
Commercial cells now employ an AlOx/SiNy layer, where the former as-
sists with rear-surface passivation and the latter is used to withstand the
following steps to deposit the aluminum paste (Figure 1.3b). Another
improvement consisted in the laser ablation of the rear passivation layer
to define the rear contact geometry, instead of the previously used pho-
tolithography [47].

1.3.3 SHJ cell

Figure 1.4: Schematic representation of an SHJ cell, with the surface pas-
sivation provided by the a Si:H layer, reprinted from [48].

The main characteristic of the silicon heterojunction technology (SHJ)
is that the p-n junction is not entirely realized by bulk Cz-Si, but rather
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by crystalline silicon and amorphous silicon. The passivating ability of
the hydrogenated amorphous silicon (a Si:H) and the possibility to re-
alize amorphous/crystalline heterostructures had been know since the
’70s [49, 50]; in the following decades several prototypes had been real-
ized, especially in Japan, achieving an efficiency of 12.3% [51, 52], and
the japanese company Sanyo Electric Co. patented an improved struc-
ture where, in addition to the doped a Si layers, another intrinsic layer
was added as a buffer layer, suppressing the surface recombination and
improving the Voc and fill factor of the cell [48, 53, 54] (Figure 1.4). Com-
pared to the PERC cell, the SHJ presents some important advantages: the
metal contacts do not reach the bulk silicon directly, as this is protected by
the amorphous layer and by a transparent conductive oxide (TCO), thus
reducing the recombination rate and increasing the voltage output. More-
over, the fabrication process is much simpler, comprising a lower number
of steps and lower temperatures [52, 55, 56]. Additionally, the SHJ cell
results more resistant to high operating temperatures and is more suited
to bifacial applications, as will be discussed in Sections 1.4 and 1.5. How-
ever, despite surpassing the PERC cell in terms of efficiency (with record
efficiencies above 26%), its market share has remained limited, due to its
high Ag requirements for the metal contact grids and In-rich TCO, such
as indium tin oxide (ITO), increasing the price of this technology [34, 57].

1.3.4 TOPCon cell

The Tunnel Oxide Passivated Contact (TOPCon) structure is one of the
most recent cell designs, first introduced in 2013 [59] by a group from
the Fraunhofer Institute for Solar Energy Systems (Fraunhofer ISE). This
design was introduced to circumvent the restriction of the amorphous sil-
icon on the temperature during the fabrication process of SHJ cells, while
still avoiding the requirement of laser assisted contact openings like in
PERC cells [60]. For this reason, the passivating layer is structured as
such: an ultra-thin wet chemical oxide layer was grown with a thickness
of 14 Å (where 20 Å is considered to be the maximum thickness for an ef-
ficient tunneling [61]), followed by a a 20 nm thick phosphorus-doped Si
layer was deposited on both sides [58]. To reduce the front surface recom-
bination, the boron-doped p+ emitter was passivated by a stack of atomic



26 CHAPTER 1. HISTORY AND PRESENT OF SILICON PV

Figure 1.5: Schematic diagram of the TOPCon solar cell. The boron-
doped emitter at the front is passivated by ALD Al2O3 and a PECVD
SiNx. Reprinted from [58].

layer deposited (ALD) aluminum oxide (Al2O3) and plasma-enhanced
chemical vapor deposited (PECVD) silicon nitride (SiNx) , with the lat-
ter also serving the purpose of anti-reflection coating (Figure 1.5). With
this design, the interface passivation can withstand up to 400 ◦C, while
still achieving high efficiency (23%) and fill factor (81%) [59]. In a follow-
ing work, the same group developed an evolution of the original design
by replicating their innovative passivating layer on the front surface on a
p-type wafer [62], while other groups investigated the double-sided TOP-
Con architecture on n-type wafers [63]. In 2016 the first large area cell
was reported [64] (239 cm2 with an efficiency of 21.4%). Since then, the
technology has continued to improve, with cell efficiencies around 24%
and module efficiencies around 21% (higher than PERC but lower than
SHJ and IBC) [34].
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1.3.5 IBC cell

Figure 1.6: IBC solar cell schematic diagram. Reprinted from [65].

One of the most immediate sources of performance loss in solar cell is
the front contact grid, not only for the recombination issues described the
previous sections, but also because it reduces the active area of the cell
(and the consequent current output). To answer this issue, the Interdig-
itated Back Contact (IBC) cell was introduced in 1975 by Schwartz and
Lammert [66]. The main characteristic of this cell is that the front surface
is completely free from the contact grid, whereas both the positive and
negative contacts are implemented on the back surface (Figure 1.6). Along
with the direct consequence of nullifying the grid shadowing, moving
all the contacts to the unilluminated side of the device allows to opti-
mize the contacts in order to reduce series resistance without impacting
on the active area and also eliminates the need to allow lateral current
flows through thin layers [67]. However, the diffusion length in the ma-
terial needs to exceed the length of the device, as the carriers have to
travel trough the whole device to the rear surface. For this reason, n-
type wafers are usually employed for IBC cells, as they exhibit a longer
minority carrier lifetime [68]. The main challenge in the fabrication of
IBC cells is how to realize the interdigitated n-regions and p-regions on
the rear surface. One of the possible solution is to print a boron-doped
diffusion mask layer with the interdigitated structure on the rear surface:
the boron in the mask layer diffuses into the n-type substrate to form the
p+ region, while the unprinted regions form the n+ region by phospho-
rus diffusion. However, this approach may suffer from the poor accuracy
and repeatability of the alignment [69]. In alternative to this process, ion
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implantation has also been proposed for the emitter [70, 71]. In terms
of efficiency, the IBC technology is the one with the highest results, with
several record-breaking results of over 26% efficiency [65, 72] (although it
has to be noted that these devices also integrated the heterojunction struc-
ture for its efficient passivation). However, despite its high performance,
the market share of the IBC technology remains quite limited, due to its
high cost and complexity of the manufacturing process [73].

1.4 The effect of temperature on solar cells

Since the early years of PV research, it has been cleared that temperature
effected the performance of solar cells [74]. As evidenced in Sections 1.1.1
and 1.1.2, the efficiency of a solar cell is influenced by its match with the
solar spectrum (determining the energy lost by high energy photons due
to thermalization and the threshold below which photons are not ab-
sorbed by the semiconductor) and the balance between generation and
recombination processes; hence, the temperature dependence of the over-
all efficiency stems from the dependence of the semiconductor bandgap
and the dependence of the aforementioned processes.
The bandgap of semiconductors changes with temperature, because of
modifications to the band energies caused by electron–phonon interac-
tions and by thermal expansion of the lattice. While most semiconductor
bandgaps decrease almost linearly in the typical temperature range of
operation of solar cells, there is no general relation between the bandgap
and its temperature dependence [75]. In one of the earliest works on the
topic, Varshni proposed an empirical formula for the bandgap [76]:

Eg(T) = Eg(0)−
αT2

T + β
(1.19)

where α and β are coefficients dependent on the specific semiconductors.
As this fit resulted poorly accurate for low temperatures, an improvent
was proposed in the following form [77]:

Eg(T) = Eg(0)− S⟨h̄ω⟩
[︃

coth
(︃
⟨h̄ω⟩
2kT

)︃
− 1
]︃

(1.20)
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where S is a coupling constant and ⟨h̄ω⟩ is the average phonon energy. In
this model the bandgap shift is mostly attributed to phonon excitations,
and these are in turn related to the dependence of the bandgap on the
lattice expansion.
Another aspect to be considered is the concentration of intrinsic carriers
ni. This is given by [78]

ni =
√︁

NV NCe
−Eg
2kT (1.21)

where NV and NC are the valence band and conduction band effective
densities of states

NV,C = 2
(︃

2πmp,nkT
h2

)︃ 3
2

(1.22)

where mp,n are the effective masses of holes and electrons. By substituting
into the square of Equation (1.21) one obtains

n2
i = 4

(︃
2πkT

h2

)︃3 (︁
mpmn

)︁ 3
2 e

−Eg
kT . (1.23)

These effects are reflected on the I-V characteristics of the solar cell. For
the Isc, the bandgap narrowing at increasing temperatures decreases the
lower bound of the integral in Equation (1.14): in general, this corre-
sponds to more photons available for the cell, but in practice this dif-
ference depends drastically on the initial value of the bandgap, as the
standard solar spectrum is not a smooth curve but presents several ab-
sorption valleys from the gases in the atmosphere. Moreover, the weight
of the now-available photons must also take into account reflection losses,
light trapping textures and the absorption spectrum of the semiconduc-
tor. This usually results in a linear trend with a very little slope [79],
which is often negligible compared to the effect on the Voc.
The Voc is related to Isc and I0 according to Equation (1.15) and therefore
both to Eg and ni. The temperature dependence can be evidenced by
differentiating Equation (1.15) with respect to T:

dVoc

dT
=

k
q

ln
(︃

Isc

I0
− 1
)︃
+ Vth

(︃
1
Isc

dIsc

dT
− 1

I0

dI0

dT

)︃
=

=
Voc

T
+ Vth

(︃
1
Isc

dIsc

dT
− 1

I0

dI0

dT

)︃ (1.24)
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As discussed in Section 1.1.1, I0 is a measure of recombination, and is
therefore sensitive to temperature changes through ni [80]:

I0 = Aq
(︃

Dn

LnNA
+

Dp

LpND

)︃
n2

i (1.25)

where NA and ND are densities of acceptor and donor atoms, Dn,p are
the diffusion constants and Ln,p the diffusion lengths of minority carriers
in the n- and p-regions, respectively. Substituting Equation (1.23):

I0 = CT3e
−Eg
kT (1.26)

where the constant C encloses all the constants from the previous equa-
tions as well the doping and material parameters of the p-n junction [79].
Moreover, it can be evidenced that semiconductors with a higher bandgap
have a lower dark saturation current. With this expression for I0 the rela-
tive term in Equation (1.24) becomes:

1
I0

dI0

dT
=

3
T
−
(︃
−

Eg

kT2 +
1

kT
dEg

dT

)︃
=

3
T
− 1

qVth

(︃
−

Eg

T
+

dEg

dT

)︃
(1.27)

which, substituted into Equation (1.24), yields

dVoc

dT
=

Voc

T
+ Vth

1
Isc

dIsc

dT
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T
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Eg

qT
+

1
q

dEg
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+

1
q

dEg

dT

(1.28a)

The expression for dVoc
dT can then be obtained by substituting a model for

the bandgap dependence on temperature such as those of Equations (1.19)
and (1.20). Another popular model for dVoc

dT was introduced by Green
[81, 82, 75]:

dVoc

dT
= −

Eg(0)
q − Voc + γVth

T
(1.28b)

where γ is a parameter that includes the temperature dependence of
all parameters that determine the diode saturation current density, and
hence contains information about the recombination mechanisms in the
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cell [75, 83]. These models can be approximated to a linear dependence
for the operating temperatures of PV modules [79, 81], which is usually
expressed through a set of temperature coefficients αT (%/◦C) for Isc, Voc,
Fill Factor (FF) and efficiency (η, although the term Power Conversion
Efficiency, PCE, is also often used).
Temperature coefficient values for the cell architectures presented in Sec-
tion 1.3 are reported in Table 1.1, with the following literature data:
[84, 85, 86, 87, 88, 89, 90, 91] for SHJ, [92, 93, 86, 87, 88, 89, 90, 91] for
PERC and PERT, [94, 86, 87, 89, 90] for TOPCon and [95, 91] for IBC. The
SHJ cell is the one that registers the most advantageous (least negative)
temperature coefficient values, especially for Voc and efficiency. This de-
rives from the fact that the recombination mechanisms generally increase
with temperature. Thus, a cell with a low recombination rate and conse-
quently high Voc such as the SHJ cell, where the efficient passivation re-
duces the surface recombination rate, is less affected by the recombination
increase at higher temperatures. Interestingly, studying the I-V character-
istics of SHJ cells in a wide range of temperatures (down to -100 ◦C) and
irradiance (down to 10 W/m2) has shown significant deviations from the
linear trend [96]: in particular, it has been evidenced that the open-circuit
voltage saturates and then starts decreasing with decreasing temperature
(below -50 ◦C). This behavior has been correlated with the apparition of
an S-shape in the I–V characteristic that can be attributed to a valence
band discontinuity between the c Si absorber and the a Si:H layer at the
p-side of the device which impedes the collection of holes [97]. The ef-
fect disappears at higher temperature due to thermionic emission of holes

αT,Isc (%/◦C) αT,Voc (%/◦C) αT,FF (%/◦C) αT,η (%/◦C)

SHJ +0.03 ÷ +0.04 -0.22 ÷ -0.25 -0.04 ÷ -0.08 -0.21 ÷ -0.30
PERC/PERT +0.03 ÷ +0.04 -0.26 ÷ -0.37 -0.10 ÷ -0.16 -0.32 ÷ -0.41

TOPCon +0.03 ÷ +0.05 -0.26 ÷ -0.27 -0.07 ÷ -0.12 -0.28 ÷ -0.35
IBC +0.06 -0.25 ÷ -0.27 -0.12 -0.30 ÷ -0.38

Table 1.1: Comparison between the temperature coefficients for Isc, Voc,
FF and efficiency of SHJ, PERC/PERT, TOPCon and IBC cells with liter-
ature data.
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across the transport barrier. This transport barrier also has a similar effect
on the fill factor, which reaches a maximum at temperatures between -50
◦C and +10 ◦C, depending on the irradiance level. This results from two
competing effect: a reduction associated with the decreased open-circuit
voltage due to increasing recombination and an increment resulting from
the increase of thermionic emission of holes across the barrier [96].

1.5 Bifacial PV

So far, it has been implicitly assumed that the solar cell is simply illu-
minated by the Sun on the front surface. For example, the IBC cell has
been designed with the aim to maximize the active area of the front sur-
face. However, already in 1975 the operation of a photoconverter under
separate illumination levels on each side had been discussed [98], and a
few years later, the first patents on bifacial cells were deposited by Luque
and his group, along with research articles [99, 100, 101, 102, 103, 104].
Luque also founded the first PV manufacturer focused on bifacial cells,
ISOFOTON, a start-up from the Solar Energy Institute of the Polytechnic
University of Madrid [105]. Although the company switched its produc-
tion to conventional monofacial cells in 1987 [106] (the company went
bankrupt in 2014 "as a consequence of the Chinese price competition and
a new property change"), research continued on this topic from other in-
stitutions such as Fraunhofer ISE [107] and SunPower [108]. It wasn’t
until the new millenium that the industry focused its attention on bifacial
modules, in particular Hitachi [109], Sanyo [84] and the chinese manu-
facturer Yingli [110, 111]. Nowadays bifacial cells account for more than
50% of the global market share, which is expected to increase even more
in the near future [34].
As bifacial PV is a relatively recent branch, cell structures and modules
had previously been optimized for monofacial applications, such as the
examples of Figures 1.3 and 1.5 where the rear contact is made up by a
continuous metallization, or monofacial modules being characterized by
a backsheet (or back surface reflector) which reflects light trying to escape
the cell from the rear surface [112]. The most popular figure when com-
paring bifacial cells is the Bifaciality Factor BF (%), defined as the ratio
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of the rear and front efficiencies when illuminated and measured inde-
pendently. This in general depends on the cell structure but also on the
thickness of TCO layers as well as the width and spacing of the metallic
grid lines on each surface. Typical Bifaciality Factor values range between
90% and 98% for SHJ modules [113, 114, 115], between 65% and 85% for
PERC/PERT modules [116, 117, 114], between 75% and 80% for TOPCon
modules [118, 119] and between 70% and 75% for IBC modules [120, 114].
The SHJ cell has a higher bifaciality factor compared to the other archi-
tectures: this is due to its symmetry, as the same a Si:H/TCO stack is
deposited on both sides of the cell [121], whereas in the other cells the
front and rear contacts are usually structured differently. SHJ modules,
due to their high Bifaciality Factor and low temperature coefficients, are
particularly suited for bifacial applications, as will be discussed in Chap-
ter 3.

1.6 The silicon shortage crisis and the rise of
other technologies

At the beginning of the millennium, the still-small scale PV industry
mostly employed electronic grade silicon scraps from the semiconductor
industry as feedstock material. But the heavy investments of those years
drastically increased the polysilicon demand beyond the production ca-
pability of the time, inflating the price of polysilicon [122], and already
in 2002 studies recognized the risks associated with the lack of an inde-
pendent polysilicon supply for the PV industry [123]. On one hand, the
polysilicon supply was expanded with the diffusion of the processes dis-
cussed in Section 1.2.1 (as well as Metallurgical Upgraded Silicon, UMG
[122, 124]), which resulted in the crisis being overcome by 2012, as can be
seen in the PV experience (or learning) curve of Figure 1.7: module price,
which was mostly following a linear decreasing trend, starts to increase
in 2000, reaches a maximum in 2008 (from 3 US$/Wp to 4 US$/Wp),
and is realigned with the previous trend only in 2012. However, in the
meantime, the geo-economical balance (or, by introducing a neologism,
one could say "geo-industrial" balance) had dramatically shifted: if in
the early 2000s US, Japan and Germany were leading the module pro-
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duction, by 2008 a third of the modules were already being produced in
China [125].

Figure 1.7: The PV experience curve, relating module price (US$/Wp)
and cumulative production (MWp). Starting from 2000, module price can
be seen increasing, reaching a local maximum in 2008, and the module
price does not return to the linear trend until 2012. Reprinted from [122].

On the other hand, research focused its attention to alternative technolo-
gies, namely thin film solar cells: in fact, in that period the cost of the
module was mostly determined by the cost of the silicon wafer, which was
much thicker than in modern cells (between 250 µm and 300 µm) [126].
Thin film cells are based on highly absorbing materials, therefore can be
just a few micrometers thick. This, in addition to reducing the quantity
of raw material needed, also means that the electrons need to travel a
much shorter distance to reach the contacts, reducing the constraints on
the quality and purity of the material [125]. Moreover, another important
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advantage is that thin-film solar cells are typically produced using simple
and scalable low-temperature methods that are more cost-effective than
the equivalent processes for silicon modules, as in thin film manufactur-
ing many cells can be made and simultaneously assembled in a module.

1.6.1 GaAs

Gallium arsenide (GaAs) is a semiconductor of the III-IV family with a
1.42 eV direct bandgap [127]. It was one of the first thin film materials
to be considered, back in 1965 on the soviet spacecrafts Venera-2 and
Venera-3 directed towards Venus [128]. A first AlGaAs/GaAs prototype,
with an efficiency of 9%, was presented in 1978 [129]. Since then, the
technology has improved considerably, up to a record efficiency of 29.1%
[130] (although the work cited by Green reports an efficiency of 27.6%
[131] and is dated seven years prior the test date reported in the table by
Green), close to its theoretical efficiency of 35.3% [132] and highest among
all single-junction cells. However, due to its extremely high costs, it is still
only employed in specific high-performance applications, such as space
PV [126, 133].

1.6.2 Amorphous silicon

Many semiconductors, such as Si, Ge and the aforementioned GaAs are
characterized by a crystalline lattice: i.e., diamond cubic, made up by
two interpenetrating face-centered cubic (FCC) lattices, in Si and Ge or
zincblend in GaAs. There are also many noncrystalline semiconductors
in which the chemical bonding is technically the same as in crystals but
a disorderly variation in the angles between bonds eliminates the regu-
lar lattice structure. In these materials the conduction and valence band
present localized tail states following an exponential distribution: this
causes a characteristic exponential tail in the absorption spectrum, called
"Urbach tail" [134, 135]. The mobility edge is defined as the energy sep-
arating localized and non-localized states in the respective bands, and
in analogy with crystalline semiconductors, the mobility gap is defined
as the differences between the two edges, which is usually measured by
Tauc plot analysis.
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In amorphous silicon, the characteristic energies of the band tail have
been measured as 43 meV for the valence band tail and 27 meV for the
conduction band tail [136] and the mobility gap resulted of about 1.75 eV
[134, 126]. The earliest amorphous silicon solar cell dates back to 1976,
with an efficiency of 2.4% [137]. A technology breakthrough was repre-
sented by the discovery that plasma-deposited a Si contained a signifi-
cant percentage of hydrogen atoms, which passivated the dangling bonds
reducing their density by about three orders of magnitude [134, 138]. An-
other important contribution came from Staebler and Wronski, which dis-
covered the effect named after them in 1977 [139]: the authors observed
a decrease in conductivity of about four orders of magnitude in sam-
ples illuminated by light with an irradiance of 200 mW/cm2 for about
four hours. This light-induced degradation (LID) could be reversed by
annealing at about 150 ◦C. The effect is often mitigated by reducing the
layer thickness, but this also affect light absorption [126, 138]. Currently,
single-junction a Si:H cells achieved a record stabilized efficiency above
10%, but LID limits the competitiveness of this technology.

1.6.3 Microcrystalline and polycrystalline silicon

One attractive feature of the a-Si:H technology is that after the low-temperature
deposition processes no other treatments are necessary, and the research
aimed at preserving this feature while increasing efficiency and stability.
In 1994, the University of Neuchatel fabricated ny very high frequency
PECVD the first hydrogenated microcrystalline silicon (µc-Si:H) cell, with
a stable efficiency of 4.6% [140]. Efficiency quickly improved to 8.5% [141],
but the technology found its most successful application in tandem de-
vices with amorphous silicon (which will be later named "micromorph"
[142]), with efficiency of 9.1% without LID already in 1994 [143]. The
Japanese company Kaneka then lead the development of this technology,
achieving a stable efficiency of 11% in 2004 [142].
A few years after the development of the first µc-Si cell, Sanyo Electric
co. reported on the fabrication of the first polycrystalline silicon cell by
solid phase crystallization, with an efficiency of 9.2% [144]. This activity
was then continued by Pacific Solar Pty Ltd, a spin-off company of the
University of New South Wales (UNSW), which introduced the so-called
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(poly)crystalline silicon on glass (CSG) and reached an efficiency of 10.4%
in 2007 [145].
However, due to their limited efficiency and eventually competitive costs
of bulk silicon, both the micromorph and polycrystalline thin film techonol-
ogy remained quite limited in terms of market share [146, 147].

1.6.4 CIGS

Copper Indium Gallium Selenide (CIGS) is a solid solution of Copper
Indium Selenide (CIS) and Copper Gallium Selenide (CGS), with chemi-
cal formula CuInxGa1–xSe2 and the crystal structure of chalcopyrite. Both
its refractive index [148] and its bandgap depend on the indium and gal-
lium concentrations: in fact, being x the indium concentration as reported
above [149],

Eg = 1.04 + 0.65x − bx(1 − x) (1.29)

where b is the so-called bowing parameter, although several estimates
for b and for the other constants have been presented in the literature
[150, 151, 152, 153]. In general, the bandgap of CIGS ranges from about 1
eV (x = 0) to about 1.7 eV (x = 1).
Historically, the first studies were carried out on CIS in the ’70s, but the
first devices were actually CdS/CIS heterojunction, with an efficiency of
about 5% [154, 155]. However, in 1981 Boeing presented a 9.4% efficient
device [156], and in the following years Boeing and ARCO Solar con-
tributed to the growth of the technology, developing coevaporation and
precursor reactions processes to produce CIGS devices [149]. The re-
search also focused on the surface sulfurization [157] and on the buffer
layer, studying several alternative materials to CdS, and the highest effi-
ciency achieved is of 23.35% [158]. However, the market share of CIGS
remains limited even among the other thin-film technologies, and several
CIGS manufacturer, such as Solyndra, went bankrupt after c-Si recovered
its competitiveness after the shortage crisis [159].

1.6.5 CdTe

Due to its 1.5 eV bandgap being quite close to the optimal match for the
solar spectrum, the research on cadmium telluride (CdTe) had already
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started in the ’50s and efficiencies between 2% and 6% were reported in
that period [160, 161]. Similarly to the other materials introduced in this
Section, CdTe has been mainly investigated in the context of heterojunc-
tions, but considering that CdTe is already close to the optimal bandgap,
most of the absorption should occur at the level of CdTe, thus limiting
the range of partner materials to high-bandgap films with small lattice
mismatch with CdTe and as little element diffusion as possible. N-type
CdTe has been coupled with Cu2Te, reaching an efficiency of 7% in 1973
[162], but stability issues and lack of further potential growth shifted the
attention towards p-type CdTe with CdS, ZnO and ZnSe [163].
Two main fabrication configurations have been designed: in the first one,
the superstrate configuration, the layers are deposited on a glass support,
starting from the front TCO towards the bottom contact, so that light will
have to go through the glass before reaching the cell. Then, the substrate
cell was introduced, where the layers are deposited from bottom to top on
an opaque substrate. Of the two, the superstrate configuration has seen
more success both in terms of higher efficiency and industrial diffusion
[160, 164].
Improved deposition processes, such as the Closed Space Sublimation
(CSS), and reduced contact resistance thanks to SnO2 lead to a record ef-
ficiency of 15.8% in 1993 [165]. However, for two decades the technology
saw little improvement, up to a record of 17.3% achieved by First solar
in 2012 [166]. Since then, this technology has seen a new positive phase,
with efficiency reaching 22.1% [130]. Among the new solutions that have
been implemented, the CdSe layer has higher solubility in CdTe than CdS,
with this interdiffusion creating CdTe1–xSex alloys with graded bandgaps
below the bandgap of CdTe, enhancing the absorption at larger wave-
lengths [166, 167]. Additionally, MgZnO (MZO) provides a better band
alignment with TCOs such as FTO [166].
CdTe has also seen a considerable impact on the PV industry, due to its
high stability and to the fact that there are already several processes able
to produce high-quality and large-area modules, such as CSS, physical
vapor deposition (PVD), electrodeposition and screen-printing [126], and
is currently the second most diffused PV technology (currently represent-
ing 5% of the world market).
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1.6.6 Dye-sensitized solar cells

Figure 1.8: Schematic representation of the operating principle of a DSSC:
the photon is absorbed by the sensitizer S, the produced electron is col-
lected by the semiconductor and delivers power to the load. The circuit is
closed by the electrolyte, obtaining a voltage ∆V. Reprinted from [168].

The main components of a Dye-Sensitized Solar Cell (DSSC) are a thin
nanocrystalline semiconductor electrode formed onto a TCO-coated elec-
trode, a sensitizer (dye) adsorbed on the surface of the nanocrystalline
semiconductor, an electrolyte containing redox ions and a counter elec-
trode. First, a sensitizer molecule absorbs the incident photons and is ex-
cited from the ground state (S) to the excited state (S*). Then, the electron
diffuses through the semiconductor towards the TCO-coated electrode.
The oxidized sensitizer is reduced by the ions in the electrolyte, regen-
erating the ground state of sensitizer, while the oxidized ions diffuse to-
wards the counter-electrode to be reduced (Figure 1.8). The open-circuit
voltage of the cell is determined by the difference between the Fermi level
of the semiconductor and the redox potential of the electrolyte, while the
energy gap between the Highest Occupied Molecular Orbital (HOMO)
and the Lowest Unoccupied Molecular Orbital (LUMO) of the sensitizer



40 CHAPTER 1. HISTORY AND PRESENT OF SILICON PV

determines the wavelength sensitivity range (representing the bandgap of
a solid-state semiconductor). But, in order to have a driving force for the
electron, the LUMO must have higher energy than the conduction band
of the semiconductor, thus reducing the voltage output of the cell (Fig-
ure 1.8). The small size of the semiconductor nanoparticles increase the
surface area by a roughness factor (usually higher than 1000), increasing
the amount of adsorbed dye for a more efficient light absorption.
Research on the topic of dye-sensitized semiconductor began in the ’60s,
but only two decades later it was recognized that the dye could function
most efficiently if chemisorbed on the surface of semiconductor nanopar-
ticles [169, 170]. Titanium dioxide (TiO2) quickly became the semiconduc-
tor of choice for the photoelectrode due to its low-cost, wide availability
and safety, and in 1991 a 7.1% cell was announced [168] with nanos-
tructured TiO2, a ruthenium complex-based dye and a iodine-based elec-
trolyte. Recent cells have achieved efficiencies of 13.5% with Cu-based
electrolytes [171] and of 14.3% with organosilicon compound dyes and
cobalt electrolytes [172].
However, this technology is held back mainly by light induced degra-
dation and sealing problems, as this must take into account the thermal
expansion of the liquid electrolyte. Moreover, another drawback is rep-
resented by Volatile Organic Compounds (VOC), solvents typically con-
tained in the electrolyte solution which must be carefully sealed as they
are hazardous to human health and the environment [173].

1.6.7 Perovskite

By definition, a perovskite (PVK) is any material with the crystal struc-
ture ABX3, where A is a large cation, B a small inorganic cation and X is
an anion bonding the two. This structure is typical of the namesake min-
eral (calcium titanate, CaTiO3), discovered in the Ural mountains in 1839
and named after the Russian mineralogist Lev Perovski, and it has been
characterized by X-ray diffraction on barium titanate in 1945 [174]. The
first application of perovskites for photovoltaic application was reported
in 2009 [175], when CH3NH3PbBr3 and CH3NH3PbI3 have been studied
as sensitizers for TiO2 photoelectrochemical cells, with an efficiency of
3.8%. In that system, the efficiency was limited by the iodine electrolyte
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which corroded the perovskite [176]. In 2011 efficiency was improved to
6.5% and stability to 10 min (80% degradation) [177].
The following year the paradigm was changed as Lee et al. reported
on a solution-processable solar cell in which a mixed-halide perovskite
(CH3NH3PbI2Cl) was used as the absorber, but the liquid electrolyte had
been replaced with an organic hole-transport material (spiro-OMeTAD),
improving the efficiency to 10.9% [178]. Further improvements came with
the replacement of mesoporous TiO2 with an insulating Al2O3 scaffold
within which the perovskite is infiltrated, with efficiency up to 13.5%
[179]; additionally, full films with no scaffolding were obtained, with an
efficiency of 11.4% [180]. In the last years, the technology has continued
to improve, up to above 24% efficiency and 87% efficiency retention after
500 hours [181] for single-junction cells; in fact, PVK are often considered
for multi-junction modules, for which efficiencies above 30% have been
reached [182].
The employment of PVK in tandem cells derives from one of its most
appealing characteristics, that is, the possibility to tune its bandgap. This
is usually done by substitution: for example, MAPbI3 and MASnI3 ex-
hibit a sharp absorption peak at about 1.50 eV, but this can be reduced by
0.07 eV by replacing methylammonium (MA) with formamidinium. The
bandgap range can be quite wide, as the partial substitution of Pb with
Sn can alter the bandgap of CH3NH3PbI3 from 1.17 eV to 1.55 eV [183].
The biggest challenge for the industrial development of PVK is its sta-
bility, as PVK cells are still far from the 30-year lifetime of c-Si modules
[184], which is especially important for the aforementioned multi-junction
applications. The instability of PVK is mainly related to environmental
factors such as humidity, thermal stress, intrinsic stability of the materials
and LID [185]. Moreover, PVK cells show remarkable hysteresis between
forward and backward I-V scans, with various causes proposed such as
ion movement, polarization or ferroelectric effects [183]. Lastly, another
core problem in the production and deployment of perovskite solar cells
is their recyclability, which is necessary due to the presence of lead in
most high efficiency perovskites. In fact, lead represents a severe risk
for human health and environment pollution, and its use is strictly regu-
lated in many countries [186]. Therefore, research is actively focusing on
preventing lead leakage and developing efficient lead-free perovskites.
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Chapter 2
Solar cell modeling

2.1 An analytical method for solar cell optics

When dealing with the optics of solar cells, one is usually interested in de-
termining how much light is reflected or transmitted by the cells and how
much it is absorbed and in which layer, with the intention to minimize
the former and maximize the latter. From the point of view of optics, a
solar cell can be considered as a multilayered dielectric system, and it can
therefore be analyzed with methods initially developed for these systems,
such as the transfer matrix method.
Whenever a plane wave meets a layered medium, it is partly reflected and
transmitted not only at the surface of the system but also at each interface
inside the medium, and the resulting electromagnetic field in the system
derives from infinite contributions. The calculation of these contributions
can still be brute-forced if the number of layers is sufficiently small, but al-
ternative approaches are preferred for more complex systems. Given U+

the sum of the forward-traveling waves and U− the sum of the backward-
traveling waves, an optical element can be described as a 2 x 2 matricial

operator M =

(︃
A B
C D

)︃
acting on the column vector, that is:

(︃
U+

2
U−

2

)︃
=

(︃
A B
C D

)︃(︃
U+

1
U−

1

)︃
(2.1)
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where the subscripts 1 and 2 indicate the waves before and after the op-
tical element, respectively [187]. In this approach, a layered medium can
be expressed as a product of m operators Mm · Mm−1 · ... · M1 · M0. An-

other useful operator to consider is the scattering matrix S =

(︃
t12 r21
r12 t12

)︃
,

where the quantities rij and tij represent the amplitude reflectance and
transmittance coefficients from layer i to layer j, respectively. While the
elements of the S matrix have a direct physical meaning, the matrices of
single elements cannot be combined to obtain the matrix of the whole
system like with the M matrices, but one can calculate the global trans-
fer matrix from the matrices of each layer first and then convert it to a
scattering matrix through the following relationships:

M =

(︃
A B
C D

)︃
=

1
t21

(︃
t12t21 − r12r21 r21

−r12 1

)︃
, (2.2a)

S =

(︃
t12 r21
r12 t12

)︃
=

1
D

(︃
AD − BC B

−C 1

)︃
. (2.2b)

The M matrix for light propagation in the bulk of a layer is given by:

M =

(︄
e−i 2πñd

λ 0
0 ei 2πñd

λ

)︄
(2.3)

where ñ = n + ik is the complex refractive index of the material, and this
operator incorporates both the phase shift and the wave attenuation in
the material. For a wave incident on a surface, given θ1 the incidence
angle and θ2 the transmitted wave angle determined by Snell’s law, the
operator M assumes the following form:

M =
1

a21n∗
2

(︃
n∗

1 + n∗
2 n∗

2 − n∗
1

n∗
1 − n∗

2 n∗
1 + n∗

2

)︃
(2.4)

where for the S or transverse electric polarization aij = 1 and n∗
i = nicosθi

while for the P or transverse magnetic polarization aij =
cosθi
cosθj

and n∗
i =

nisecθi.
Once the global S matrix has been determined, the intensity reflectance
R+,− is given by |r0m,m0|2 for forward and backward waves and the inten-
sity transmittance T+,− is given by

njcosθj
nicosθi

|t0m,m0|2 [188].
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2.2 Computational methods

As discussed in the previous Section 1.1.2, single-junction Si PV has a
theoretical limit of about 29.4% [189], and multi-junction modules repre-
sent a promising alternative to overcome this limit. However, even when
restricting the bottom semiconductor to Silicon, there is a variety of possi-
ble candidates for the top semiconductor that can be considered, such as
GaAs, CdTe, CIGS and perovskites [190]. Moreover, for each configura-
tion several additional levels of variability should be adapted for optimal
performance, such as the choice of TCOs, buffer layers and tunnel junc-
tions for the case of tandem devices. Lastly, the thickness of each layer
should be varied in order to achieve the current matching needed in order
to maximize the performance gain in series-connected devices. Therefore,
designing a multi-junction module is a task which can be greatly acceler-
ated by computational physics.
In the general context of solar cell simulation, several tools have been de-
veloped over the years: one of the first to be introduced is PC1D, with
the earliest versions dating before 1990 [191, 192]. However, in 2011 an
upgraded version was published as a new program called PC2D [193],
which implemented the numerical solution of the two-dimensional drift
diffusion equations in order to account for effects in PERC and IBC cells
that were not accurately modeled by its one-dimensional predecessor.
Then, in 2019 PC3D was published, with an improved optical model
suited for the randomized pyramidal texture commonly found in silicon
cells [194].
Among the earliest simulation tools, SCAPS is a one-dimensional pro-
gram, introduced in 1998, designed for thin-film CdTe and CIGS cells
[195], with a focus on electrical properties of the system such as tunnel-
ing [196], graded bandgaps [197] (which consists in varying the concen-
tration of gallium and selenium along the layer to obtain spatially tuned
electronic properties) and defects [198, 199].
Other simulation tools include CoBoGUI, a MATLAB-based graphical
user interface to manage two-dimensional simulations performed in COM-
SOL Multiphysics [200], wxAMPS, an improved version of an older semi-
conductor devices simulator called AMPS [201] and Quokka, introduced
in 2012 as an alternative with wider availability than CoBoGUI and better
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performance than PC2D [202].
Another software to be mentioned is the set of TCAD tools designed by
Silvaco, which are mostly used for the development of semiconductor
devices: regarding solar cells, the ATLAS tool has been used to design
and optimize traditional silicon solar cells as well as thin-film and multi-
junction cells [203, 204, 205].
Within my research activity, I have developed a Monte Carlo simulation
code that has been applied to optimize a voltage-matched 2T module in
different configurations [206]. This has been preferred to software al-
ready available as writing your own simulation tool gives you complete
control on the physics of the process, whereas the description of tools in
the literature such as those presented above is not always complete.

2.2.1 Solar cell modelling in Python

In general, Monte Carlo simulation is an effective approach to obtain
information from a system when the underlying fundamental physical
laws governing the system are known but the overall dynamics is much
more complex due to the size of the system or the number of agents
in it. In solar cells, a complete simulation of the system must include
two different sections: the optical simulation to determine the absorption
of photons and the electrical simulation to determine the collection of
carriers.
For the optical part, the interaction between photons and bulk materials
is expressed by the Beer-Lambert law:

IT(λ) = I0(λ) · e(−α(λ)d) (2.5)

where λ is the wavelength of the radiation, d is the length of material
considered, α(λ) is the absorption coefficient of the material and I0 and IT
are the intensities of the incident and transmitted radiation, respectively.
In turn, α(λ) is defined as α(λ) = 4πk

λ , where k(λ) is the imaginary part
of the complex refractive index of the material.
As for the interfaces between different materials, a photon can either be
reflected away or transmitted through, according to the Fresnel equations:

rs =
n1cosθi − n2cosθt

n1cosθi + n2cosθt
(2.6a)
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ts =
2n1cosθi

n1cosθi + n2cosθt
(2.6b)

rp =
n2cosθi − n1cosθt

n2cosθi + n1cosθt
(2.6c)

tp =
2n1cosθi

n2cosθi + n1cosθt
(2.6d)

where Equations (2.6a) and (2.6b) give the coefficient for the S polariza-
tion and Equations (2.6c) and (2.6d) give the coefficients for the P polar-
ization. However, employing these equations in the case of lossy media
with complex refractive indices can lead to a great confusion, as most
textbooks claim that these equations can be generalized simply by con-
verting the real quantity n into a complex number, while recent literature
challenged these claims [207, 208, 209]. For this reasons, even within a
Monte Carlo simulation, I opted for using the transfer matrix method de-
scribed in Section 2.1 to determine the reflectance and transmittance at
each interface.
The last physical law concerning the optics simulation is Snell’s law,
which determines the traveling angle of transmitted light with respect
to the normal of the interface:

n1sinθi = n2sinθt (2.7)

As for the electric simulation, this depends on the drift-diffusion process
and on recombination processes such as Shockley-Read-Hall, Auger, ra-
diative recombination and surface recombination due to dangling bonds,
some of which have already been discussed in Chapter 1. The SQ limit
is an ideal condition, in which recombination is assumed to be mini-
mal; on the contrary, these loss mechanisms tend to increase the dark
saturation current and limit the voltage output of the solar cell. In gen-
eral, the weights of these phenomena depend on a number of material-
dependent parameters as well as on the cell design: for this reason, as the
case study of [206] consists in a comparison of several materials includ-
ing perovskites, which collectively form a large family of semiconductors
with different electrical properties, a "condensed" approach has been pre-
ferred to keep the Monte Carlo simulation as widely applicable as pos-
sible, even to new materials and cell designs whose electric properties
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or loss mechanisms might not be well-documented in the literature. The
condensed approach consists in comparing the open-circuit voltage ob-
tained from the J-V (current density - voltage) characteristics in the ideal
case of the detailed balance limit of Shockley and Queisser (Voc,SQ) dis-
cussed in Section 1.1.1 with the value achieved with the top cell reported
in [130] (Voc,SA, where the subscript SA stands for state-of-the-art) for the
same semiconductor, from which a Technology Development Coefficient
(TDC) can be defined as:

TDC =
Voc,SA

Voc,SQ
(2.8)

This coefficient expresses all the processes that reduce the Voc of the cell
but only depends on the bandgap of the semiconductor. Once the J-V
characteristics of the system has been determined from the absorbances
resulting from the optical simulation, the TDC can be used to modify
the dark saturation current J0. Starting from the J-V characteristics at
open-circuit condition:

0 = Jsc − J0

(︃
e

qVoc
kBT − 1

)︃
(2.9)

one can obtain the dark saturation current density in the Shockley-Queisser
limit:

J0,SQ =
Jsc,SQ

e
qVoc,SQ

kBT − 1
(2.10)

where the subscript SQ has been added to differentiate from the following
expression for the state-of-the-art cell, for which the relation Voc,SA =
Voc,SQ · TDC is valid by definition, obtaining:

J0,SA =
Jsc,SQ

e
qVoc,SQTDC

kBT − 1
(2.11)

It has to be noted that in this last expression the short-circuity current
density is still the SQ limit value: this is because the purpose of the TDC
is to summarize all the phenomena affecting the carrier collection, there-
fore the assumption that the cell can absorb all the incident light in the
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SQ limit should not influence the application of the TDC. Therefore, the
ratio between the dark saturation current densities in the two case is:

J0,SA

J0,SQ
=

Jsc,SQ

e
qVoc,SQTDC

kBT − 1
· e

qVoc,SQ
kBT − 1
Jsc,SQ

(2.12)

and it follows that:

J0,SA = J0,SQ
e

qVoc,SQ
kBT − 1

e
qVoc,SQTDC

kBT − 1
(2.13)

therefore the J-V characteristic of a state-of-the-art cell can be derived
from the J-V characteristics of the same cell in the SQ limit by adjusting
the dark saturation current density by the factor in Equation (2.13).
In the simulation, once the J-V characteristics of each cell has been deter-
mined, a suitable number of cells nc must be connected in series for both
semiconductors in order to match the voltage outputs, with nc,top being
generally different from nc,bottom. Assuming that all cells are identical to
each other and illuminated evenly, the current output of each module will
be equal to the current of a single cell and its voltage output equal to the
output of a single cell multiplied by the same factor. Then, the J-V char-
acteristics of the whole multi-junction system can be obtained by adding
the currents produced by the two modules at each voltage point. In sum-
mary, the only inputs of the model are the refractive indices of each layer
and the specifics of any textured surface.
The model has been used to evaluate the power conversion efficiency
(PCE) of four voltage-matched two-terminal (VM2T) modules: GaAs/Si,
CdTe/Si, CuIn1−xGaxSe2/Si (and in particular the case for x = 1, which
will be referred to as CGS in the rest of this work) and PVK/Si. The
system is made up by 11 layers, as shown in Figure 2.1: the outermost
layers are semi-infinite air layers (j = 1) and the multi-junction system
is encapsulated in a 4 mm thick glass layer (n = 1.5) on both sides. The
top cell has two Al-doped ZnO (AZO) anti-reflection layers at the top and
at the bottom: this material has been chosen for its relatively cheap cost
that does not include indium [210]. The two modules are separated by a
dielectric interlayer with n = 1.5, like glass [211] or polymeric films such
as PMMA [212]. For the bottom cell, an SHJ cell has been considered, but
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Figure 2.1: Diagram of the multi-junction system modeled in [206], indi-
cating the flat module at the top in contrast with the textured module at
the bottom.

the amorphous silicon layers have been neglected. The SHJ cell presents a
texturization made up by regular pyramids, although random pyramids
can also be simulated by the model. The TCO layers in the SHJ cells are
made of In2O3:Sn (ITO), as this is the most diffused TCO in industrial
production [210]. The literature data on the refractive indices of these
material are reported in [213, 19, 214, 215, 216, 148].

Some of the thicknesses of specific layers in the system are fixed: in
particular, the Si layer is 160 µm thick and the second ITO layer under-
neath is 80 nm thick. The height of the Si pyramids on both sides is 1
µm, and both glass layers are 4 mm thick. These values are typical in
current state-of-the-art SHJ cells [34, 217, 218]. All the other thicknesses
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were allowed to vary, with the thicknesses of the AZO layers in the top
module and of the top ITO layer in the Si module ranging from 40 to 200
nm, while the semiconductor layer thickness ranged from 0.1 µm to 4 µm.
Moreover, the interlayer thickness was allowed to vary from 50 µm to 300
µm. As the distance between lines in the metal grid contact are usually
in the order of millimeters [219], the model needs to be able to simulate
large surfaces, and in order to do that a unit cell is defined by considering
the (110) planes that include the base of the pyramids in the textured Si
surface, while the faces of the pyramids lie on the (111) planes. The origin
of the coordinate system lies at the center of the base of the Si upward
pyramid. This cell can be repeated infinitely along the x and y direction
by applying periodic boundary conditions, and this approach allows the
simulation of a large number of pyramids, as demonstrated in [220].
For each wavelength in the 300 nm – 1200 nm range (with a 10 nm step),
1000 photons have been simulated. At each iteration, the photon is ini-
tialized with a random position p⃗ =

(︁
px, py, pz

)︁
and an initial velocity

v⃗ = (0, 0,−1) in the first air layer. Each photon travels linearly and is
tracked until it is either completely reflected away from the system, trans-
mitted through the last air layer beyond the system or absorbed in one of
its layers. At each iteration the software checks the current layer in which
the photon is traveling, then, based on the position of the photon with
respect to the nearest surfaces, the following steps are carried out:

• if the photon is traveling through an absorbing medium, an absorp-

tion probability a(λ) = 1 − e−αj
lj

cosθ is calculated, with αj being the
absorption coefficient defined by Lambert–Beer’s Law for the j-th
layer, lj its thickness and θ the angle between v⃗ and the (0,0,1) di-
rection. A random number is generated to determine whether the
photon is actually absorbed into the current layer or not. In the for-
mer case, a new iteration is initialized, whereas in the latter case,
the position of the photon is updated by moving for a distance

lj
cosθ

along v⃗ and the iteration continues;

• whenever the photon reaches an interface, reflection and transmis-
sion probabilities are calculated with the transfer matrix method as
previously stated and a random number is generated to determine if
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the photon is reflected or transmitted. In the former case, the photon
remains in the current layer and its direction is updated according
to [221]: being n̂ the normal to the surface, the normal component
of v⃗ with respect to the surface can be found by projecting on n̂:

v⃗⊥ = (v⃗ · n̂) n̂ (2.14)

while the parallel component can be obtained by difference:

v⃗∥ = v⃗ − v⃗⊥. (2.15)

From the properties of the reflected direction r⃗ it is clear that r⃗∥ = v⃗∥,
while r⃗⊥ = −v⃗⊥, therefore:

r⃗ = v⃗∥ − v⃗⊥ = v⃗ − (v⃗ · n̂) n̂ − (v⃗ · n̂) n̂ = v⃗ − 2 (v⃗ · n̂) n̂. (2.16)

For the transmitted direction, considering

sin(θi) =

⃦⃦⃦
v⃗∥
⃦⃦⃦

∥v⃗∥ =
⃦⃦⃦

v⃗∥
⃦⃦⃦

(2.17)

where the last equality holds as ∥v⃗∥ = 1 at all times (this is valid for
all the other vectors in the simulation), and that from Snell’s law

sin(θt) =
n1

n2
sin(θi), (2.18)

it follows that ⃦⃦⃦
t⃗∥
⃦⃦⃦
=

n1

n2

⃦⃦⃦
v⃗∥
⃦⃦⃦

(2.19)

for the norm of the vectors, whereas for the vector themselves, given
that ∥v⃗⊥∥ = cos(θi) but that v⃗⊥ and n̂ are antiparallel, it follows
from Equation (2.15) that

t⃗∥ =
n1

n2
[v⃗ + cos(θi)n̂] . (2.20)

For the perpendicular component, by Pythagora’s theorem

t⃗⊥ = −
√︃⃦⃦

t⃗
⃦⃦
−
⃦⃦⃦

t⃗∥
⃦⃦⃦2

n̂ = −
√︃

1 −
⃦⃦⃦

t⃗∥
⃦⃦⃦2

n̂ (2.21)
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as all vectors are normalized; adding the two components together,
regrouping the terms by their direction and using Equation (2.17),

t⃗ =
n1

n2
v⃗ +

(︃
n1

n2
cos(θi)−

√︂
1 − sin2(θt)

)︃
n̂ (2.22)

where sin2(θt) can be obtained from Snell’s law

sin2(θt) =

(︃
n2

n1

)︃2

sin2(θi) =

(︃
n2

n1

)︃2 (︂
1 − cos2(θi)

)︂
; (2.23)

• when the photon approaches a pyramid, that is, when pz is in the
range of z values of the points of the pyramid, the intersections
between the v⃗ and the faces of both the pyramid and the unit cell
are calculated, if present. In general, a plane can be represented by
a set of points u⃗ for which

(u⃗ − u0⃗ ) · n̂ = 0 (2.24)

where n̂ is again a normal vector to the plane and u0⃗ a point in the
plane, while the trajectory followed by the photon can be expressed
as

p⃗ = p0⃗ + dv⃗ (2.25)

where p0⃗ is the starting point of the photon and d ∈ ℜ. Looking for
the intersections between these objects corresponds to looking for
the points satisfying both equations, therefore by substitution:

(p0⃗ + dv⃗ − u0⃗ ) · n̂ = 0. (2.26)

Rearranging the terms gives

(v⃗ · n̂) d + (p0⃗ − u0⃗ ) · n̂ = 0 (2.27)

and solving for d

d =
(u0⃗ − p0⃗ ) · n̂

v⃗ · n̂
. (2.28)

After all the intersections have been found, only those for which
d > 0 are valid, as the photon is traveling forward; moreover, since
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Figure 2.2: Representation of the unit cell. For simplicity, only two of the
vertical planes of the boundary of the cell are shown, represented by the
vector u⃗. From the starting position p⃗, the photon direction v⃗ intersects
two faces of the pyramid (vector n⃗) and a boundary plane in p′⃗ , p′′⃗ and
p′′′⃗ , respectively.

planes are by definition infinite whereas the faces of the pyramids
are finite, it must be checked that the intersections with the faces
of the pyramid lie on the corresponding quadrants. Then, the clos-
est point is selected as shown in Figure 2.2 and, if the photon is
traveling through an absorbing medium, a new absorption event
is carried out as described above, with d calculated as from Equa-
tion (2.28). If the ray has not been absorbed and the new position
p⃗ lies on a face of the pyramid, a new reflection/transmission event
is carried out, whereas if it lies on the face of the unit cell, periodic
boundary conditions are applied and the position is updated as

p′⃗ = p⃗ + sn̂ (2.29)
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Figure 2.3: Schematic representation of how boundary conditions are ap-
plied. The direction of the photon is preserved, while the position is
updated to where it would be in the next unit cell.

where n̂ is the unit vector perpendicular to the plane pointing in-
wards and s is the length of the edge of the base of the pyramid, as
illustrated in Figure 2.3;

• if the photon travels from one surface of the Si layer to the other
without being absorbed or back and forth through the dieletric slab,
its px and py will be randomized with respect to the new pyra-
mid that the photon approaches. This step reflects the fact that the
chemical etching of the silicon wafer in industrial processes gen-
erates randomly distributed pyramids [222] whose position are not
correlated between the two surfaces of the layer. As for the dielectric
layer, the randomization of the position of the photon is a computa-
tionally cheap way to simulate traveling for a distance that is orders
of magnitude larger than the size of the unit cell;

• if the photon is in one of the two semi-infinite air layers and is
traveling away from the system, it is considered either reflected (if
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it is in the first air layer, that is j = 1) or transmitted (if it is in the
last air layer, that is j = 11), and a new iteration is initialized.

The flow chart of the simulation algorithm is reported in Figure 2.4.

Figure 2.4: Schematic flow chart of the optics simulation algorithm. The
counters R(λ), T(λ) and Aj(λ) are increased when a photon is reflected,
transmitted or absorbed, respectively.
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The optics simulation has been validated by comparison with opti-
cal data from a textured 160 µm thick SHJ cell covered with ITO on the
front and on the back (80 nm and 100 nm, respectively), manufactured
by Enel Green Power. These data of have been measured with a Ben-
tham PVE300 photovoltaic QE system and compared to the reflectivity
and transmissivity calculated by the model. The results, reported in Fig-
ure 2.5, show a general agreement between the model and experimental
data (Figure 2.5a), as well as the contribution of each layer in the mod-
eled system to the total absorbance (Figure 2.5b). A deviation between
the model and the experimental data was found in the near-infrared re-
gion for wavelengths longer than 1000 nm, where an underestimate of
absorbance occurred. Such deviation is most likely due to scattering ef-
fects occurring when the wavelength is close to the pyramid feature size,
which cannot be accurately modeled using ray tracing [223].

Figure 2.5: Comparison between experimental and simulated optical
properties of an SHJ cell (a). Stacked area chart of the simulated ab-
sorbances of each layer in the simulated test sample (b).

To optimize the thicknesses of anti-reflection layers and of the inter-
layer of the multi-junction system, the case of the CdTe/Si system has
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Figure 2.6: SQ PCEs obtained in the CdTe/Si system by varying the thick-
ness of the first AZO layer (a) before and after the optimization process,
of the second AZO layer (b), of the first ITO layer (c) and of the interlayer
(d).

been considered, since the refractive index of CdTe is close to the average
of all the considered semiconductors for the top module. Rather than
simulating all the possible combinations of the four parameters, it has
been preferred to optimize one layer at a time (a similar approach was
employed in [224, 225]), starting from the first AZO layer and with the
initial configuration lAZO2 = 100 nm, lITO1 = 80 nm, linterlayer = 100 µm
and lCdTe = 2 µm. The system is optimized by determining the PCE in
SQ limit in standard test conditions (STC, corresponding to a 1000 W/m2

irradiance and 25 ◦C ambient temperature). In the first step of the opti-
mization process, the thickness of the first AZO layer was varied while
the other thicknesses were fixed to the values reported above; the results
shown in Figure 2.6a indicate that the optimal thickness of this layer is 60
nm, and this value was fixed for the following steps. In the next step, the
thickness of the second AZO layer was varied to obtain an optimal value
of 80 nm (Figure 2.6b). In the same fashion, the optimal thickness of the
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top ITO layer (Figure 2.6c) was determined to be 100 nm (similar results
for the ITO layer have already been reported in [226]), and the optimal
interlayer thickness was 75 µm (Figure 2.6d). At the end of the process,
a new optimization iteration was performed on the first AZO layer to
check that the optimal value had not changed due to the optimization of
the following layers (Figure 2.6a).
With the AZO1, AZO2, ITO1 and interlayer thicknesses optimized as
shown in Figure 2.6, the thicknesses of GaAs, CdTe and CGS have been
investigated. This variable was allowed to span from 0.1 µm to 4 µm,
and the results reported in Figure 2.7 show that the PCE obtained in the
SQ limit under STC increases with the top semiconductor thickness, al-
though the efficiency gain decreases significantly for thicknesses greater
than 1 µm.

Figure 2.7: SQ-limit PCEs of the GaAs/Si, CdTe/Si and CGS/Si systems
for top semiconductor thicknesses ranging from 0.1 µm to 4 µm.

As for the PVK/Si system, one important advantage of PVK is the pos-
sibility of tuning its bandgap in a wide range of energies as mentioned
in Section 1.6.7 [183, 227]. It is therefore useful to evaluate the optimal
PVK bandgap for the coupling with Si in a multi-junction system while
also taking into account how the optical properties of PVK are related to
its bandgap. In order to estimate the performance of PVK/Si modules
with different PVK bandgaps, I started from considering the experimen-
tal optical constants of PVK with a bandgap of 1.94 eV reported in [213].
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I then modified the imaginary part of the refractive index by stretching
the function k(λ) to obtain bandgaps ranging from 1.6 eV to 2 eV, and
recalculated the real part through the Kramers–Kronig relations [228]:

Re(χ(ω)) =
2
π

P
∫︂ ∞

0

ω′ Im(χ(ω))

ω′2 − ω2 dω′ (2.30a)

Im(χ(ω)) = −2ω

π
P
∫︂ ∞

0

Re(χ(ω))

ω′2 − ω2 dω′ (2.30b)

where P represents the Cauchy principal part of the integral, ω = 2πc
λ is

the frequency corresponding to the wavelength of interest, c is the speed
of light in vacuum and χ is the electric susceptibility of the medium,
which is related to the refractive index by

χ = ϵr + 1 = (n + ik)2 + 1 (2.31)

The new refractive indices are reported in Figures 2.8a and 2.8b, along
with the absorption coefficient α(λ) (Figure 2.8c).

Figure 2.8: Real (a) and imaginary (b) parts of the refractive indices ob-
tained from the Kramers–Kronig relations and absorption coefficients (c)
of PVK for bandgaps ranging from 1.6 eV to 2 eV.
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With the optimized thicknesses of AZO1, AZO2, ITO1 and of the in-
terlayer, I varied the PVK bandgap from 1.6 eV to 2 eV (with an initial
thickness fixed to 2 µm). In Figure 2.9a, it can be observed that the opti-
mal bandgap resulted equal to 1.85 eV, which is different from the value
commonly reported in the literature of 1.7 eV [229]. However, this value is
usually obtained through ab initio calculations, where the absorbances of
the materials are assumed to be one, neglecting optical effects altogether.
On the contrary, the simulations showed that an accurate evaluation of a
photovoltaic system must include an optical model that considers the re-
fractive indices of all materials involved. Moreover, it can be seen that the
contribution to the system performance from the PVK module decrease
as the bandgap increases, while the Si module follows the opposite trend:
this is due to the fact that as the PVk bandgap increase only photons
with higher and higher energies are absorbed by this module, leaving
more low energy photons to be absorbed by the Si module. Figure 2.9b
shows the PCE trend with the PVK thickness for the 1.85 eV bandgap
PVK, indicating that again the PCE of the system increases with the PVK
thickness.

Figure 2.9: SQ PCE for different PVK bandgaps for the PVK/Si system
at a fixed PVK thickness of 2 µm (a). SQ PCE of the PVK/Si system for
different thicknesses of the 1.85 eV bandgap PVK (b).



62 CHAPTER 2. SOLAR CELL MODELING

Semiconductor Bandgap[206] (eV) Bandgap
SA cell[130]

(eV) Voc,SA (V) Voc,SQ (V) TDC
Si 1.12 - 0.738 0.860 0.858

GaAs 1.42 - 1.127 1.144 0.985
CdTe 1.5 - 0.875 1.215 0.720

CuIn1−xGaxSe2 1.7 (x = 1) 1.08 0.734 0.822 0.893
PVK 1.85 1.67 1.213 1.374 0.883

Table 2.1: Bandgap energies, open-circuit voltages and technology de-
velopment coefficients (TDCs) of the semiconductors considered in [206].
For CGS and PVK, the bandgap of the record cells reported in the litera-
ture [130] are also listed. It must be noted that for these materials, TDC
calculations were based on the bandgap and voltages of the literature ma-
terial, while the coefficient was assumed to be the same for the bandgap
considered in [206].

So far, all PCE values have been calculated in the ideal SQ condition.
However, as mentioned previously, in order to provide a more realistic
estimate of the achievable multi-junction system efficiency, I introduced
a technology development coefficient, defined as the ratio between the
open-circuit voltages of SA cells and the ideal SQ limit for the same
semiconductor evaluated under STC. This coefficient has been introduced
with the idea to take into account all the recombination processes (Auger,
Shockley–Read–Hall, interfaces, photon recycling, etc.) even without an
accurate electrical model. As SA values, I considered those reported in
[130], while the SQ values were obtained by considering the voltage of the
ideal J–V characteristics at J = 0 A/m2. The TDCs for the semiconduc-
tor technologies considered in [206] are reported in Table 2.1. It must be
noted that, although for CGS and perovskite the materials employed for
the record cells reported in the literature have different bandgap energies
compared to those considered within [206], the same TDC value has been
assumed.
Once the TDC of each semiconductor has been calculated, starting from

the initial SQ calculation of the J-V characteristics of each module, the
dark saturation currents have been updated according to Equation (2.13)
to obtain the SA adjusted curves and the J-V characteristics of the whole
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system is obtained by adding the two contributions. In Table 2.2 are re-
ported the PCEs of the four systems both in the SQ limit and in the SA
case. The number of cells in the top module was modified to take into
account the lower voltage output of the state-of-the-art cells compared
to their theoretical limit, whereas the number of Si cells in the bottom
module was fixed at 72. Considering that the two modules should have
similar voltage outputs and that therefore nc,topVoc,top ≃ nc,SiVoc,Si, it is
to be expected that the ratio between the number of cells connected in
series in the two modules is roughly equal to the inverse of the ratio of
the respective open-circuit voltages, as it can be observed from Table 2.2.

System nc,top,SQ nc,top,SA PCESQ (%) PCESA (%)

GaAs/Si 50 44 30.51 29.45
CdTe/Si 48 57 34.53 25.24
CGS/Si 42 40 36.07 31.74
PVK/Si 38 37 36.77 34.16

Table 2.2: Comparison between number of top semiconductor cells and
PCEs obtained in the SQ limit and for state-of-the-art cells in the multi-
junction systems.

The PCE drop was more noticeable in the CdTe/Si system as CdTe has the
lowest TDC, whereas the drop was much lower in the GaAs/Si module
as GaAs has the highest TDC. Among all the considered semiconductors
for the top module, the PVK module with the 1.85 eV bandgap is the one
that allows, in principle, the best multi-junction system efficiency, which
would reach about 34% with current state-of-the-art cells.
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Chapter 3
Module installation

Once a certain PV technology has been perfected at the cell and module
level, another crucial step is the installation of the modules in outdoor
applications. This represents a drastic change in operating conditions for
the modules, as they are subjected to several external agents (humidity,
heat, sand, hail, soiling, etc.) that may degrade their performance, not
only during the module operation lifetime but also during long lasting
experiments carried out in outdoor sites. For this reason, several test pro-
tocols have been defined to certificate the quality and robustness of the
modules and even to study why and how modules age in outdoor condi-
tions, and this is a very active sector of the PV research as these protocols
must be updated as new technologies and module designs enter the mar-
ket.
In order to extract the highest power possible from modules in the field,
the configuration of the system must take into account certain key factors,
namely the amount of light that will be available during the year, the tem-
peratures that the modules may reach and how much the module could
degrade in that specific locations. For small residential applications there
is not much freedom in how much these parameters can be optimized,
as modules are often installed on rooftops, and therefore the orientation
and surroundings of the module can be considered fixed. For large util-
ity scale applications, however, these parameters become crucial when
choosing the site for the plant, and accurately modeling how the system
will perform in outdoor operating conditions is necessary to optimize the

65
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power production of the plant.

3.1 Irradiance model overview

Over the years, several different models have been designed to predict
daily solar radiation [230]. One is generally interested in predicting the
amount of light impinging on horizontal surfaces or surfaces tilted by an
angle β.
The intensity on a horizontal surface IH can be expressed as the sum of
two terms, the direct beam component Ib and the diffuse light component
Id:

IH = Ib cos(θz) + Id (3.1)

where θz is the solar zenith angle, defined as the angle between the di-
rection of the direct beam and the normal to the ground. Sometimes the
complementary angle α, called elevation or altitude angle, is used to de-
scribe the position of the Sun with respect to a horizontal surface. The
other important angles needed to describe the position of the Sun are the
declination angle δ, which is the angular distance of the Sun from the ce-
lestial equator, the hour angle ω, defined as the angular distance between
the meridian of the observer and the meridian passing through the Sun
(whereas the azimuth angle θaz is defined as the horizontal position of
the Sun measured clockwise from the North), and the latitude φ of the lo-
cation of interest. It has to be noted that due to the tilt of the rotation axis
of the Earth with respect to its orbit of 23.45°, the Sun oscillates yearly
between δ = −23.45◦ and δ = 23.45◦, and the hour angle is defined so
that it is 0° at noon:

ω = 15◦ (12 − ST) (3.2)

where ST is the solar time defined as:

ST = LT +
ET
60

+
4

60
(Ls − Ll) (3.3)

where LT is the local time, Ls and Ll are the latitudes of the standard
meridian of the local timezone and of the location itself, respectively, and
ET is the so-called equation of time [231]:

ET = 9.87 sin(2BET)− 7.53 cos(BET) + 1.5 sin(BET) (3.4)
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A B C
January 1230 0.142 0.058

February 1215 0.144 0.060
March 1186 0.156 0.071
April 1136 0.180 0.097
May 1104 0.196 0.121
June 1088 0.205 0.134
July 1085 0.207 0.136

August 1107 0.201 0.122
September 1152 0.177 0.092

October 1193 0.160 0.073
November 1221 0.149 0.063
December 1234 0.142 0.057

Table 3.1: Estimate of the parameters A, B and C from the ASHRAE
model.

with BET = 360
365 (d − 81) for a day d of the year; the equation of time is an

empirical factor which takes into account the eccentricity of the orbit and
the axial tilt of Earth. The angles that have been presented are related by
the following expression:

cos(θz) = sin(α) = sin(δ) sin(φ) + cos(δ) cos(φ) cos(ω). (3.5)

A first class of models summarize environmental factors such as humid-
ity, air turbidity and cloud cover in a set of monthly parameters, so that
the terms of Equation (3.1) can be expressed by the following expressions:

Ib = Ae
−B

cos(θz) (3.6a)

Id = CIb (3.6b)

One of the first and most popular estimate for these parameters was given
by the ASHRAE model [232], reported in Table 3.1. The values of these
parameters have been thoroughly investigated over the years by adapting
them to real data collected in different parts of the world [233], from India
[234] to China [235], Middle East [236, 237] and Africa [238], with many
works focused on comparisons between many different locations [239].
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Another set of models correlates the diffuse radiation Id and the total ra-
diation IH on a horizontal surface based on a clearness index Mt, defined
as the ratio between the global horizontal radiation and the extraterres-
trial irradiation I0:

Mt =
IH

I0
. (3.7)

In these models, Id is expressed as a piecewise function of IH, where
each piece is usually a polynomial of degree n of IH and its range of
applicability depends on the value of Mt. As an example, I report a
model by Liu and Jordan [240], based on data collected in Canada and
USA, which adopts a first degree polynomial for 0.75 < Mt ≤ 1:

Id = (0.384 − 0.416Mt) IH (3.8)

Another model by Erbs et al. [241], based on data from USA and Aus-
tralia, employs a more complex function:

Id =

⎧⎪⎨⎪⎩
(1 − 0.09Mt) IH 0 < Mt ≤ 0.22
(0.9511 − 0.1604Mt + 4.388M2

t − 16.638M3
t + 12.336M4

t )IH 0.22 < Mt ≤ 0.8
0.165IH 0.8 < Mt ≤ 1

(3.9)
Several other models have been published, with data collected from Canada
[242], Mediterranean countries [243, 244, 245, 246], Brazil [247, 248], Aus-
tralia [249, 250], Hong Kong [251] and India [252].
When the surface is tilted by an angle β, the angle of incidence (θ or AOI)
can be calculated as [253]:

θ = acos(sin(θz) cos(θaz) sin(β) + cos(θz) cos(β)) (3.10)

In this case, the total irradiance Iβ can be expressed as

Iβ = Ibβ + Idβ + Ir (3.11)

where, compared to Equation (3.1), the direct and diffuse component
must take into account the tilt of the surface and the new term Ir describes
the contribution from the light reflected by the surrounding ground. In
general, diffused radiation models can be divided in two groups: isotropic
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models, where the intensity of the diffused radiation is assumed to be uni-
form, and anisotropic models, in which the sky is discretized in different
regions.
One of the first and simplest isotropic models is the one by Liu and Jordan
[254], in which the portion of sky contributing to the diffused radiation is
equal to the fraction of solid angle of the spherical lune up to θ = β:

Idβ =
1

4π

∫︂ β

0

∫︂ 2π

0
sin(θ)dθdφ · Id =

(︃
1 − cos(β)

2

)︃
Id (3.12)

with other equations proposed in the following years [255, 256, 257].
As for the anisotropic models, one of the most famous and widely used
is the Perez model [258], in which the sky is divided in three sections: the
circumsolar section, the isotropic background and the horizon zone.

Idβ = Id

[︃(︃
1 + cos(β)

2

)︃
(1 − F1) +

a1

a2
F1 + F2 sin(β)

]︃
(3.13)

where a1 = max[0, cos(θ)], a2 = max[cos(85◦), cos(θz)] and F1 and F2
are empirical functions determining the weight of the circumsolar and
horizon regions:

F1 = max
(︂

0, f11 + f12∆ +
π

180
θz f13

)︂
(3.14a)

F2 = f21 + f22∆ +
π

180
θz f23 (3.14b)

The isotropic configuration is recovered for F1 = F2 = 1. The f coef-
ficients are parameters whose values depend on the value assumed by
the function ϵ, which describes sky clearness, within one of eight bins
ranging from overcast to clear sky:

ϵ =

Id+Ib
Id

+ 1.041rad · θ3
z

1 + 1.041rad · θ3
z

(3.15)

The bins of ϵ are reported in Table 3.2, whereas for the values of the
f coefficients Perez himself a published different values fitted to various
data sets [258, 259, 260]. Lastly, the coefficient ∆ depends on the ratio be-
tween the diffuse radiation on a horizontal surface and the extraterrestrial
irradiation:

∆ = AM
Id
I0

(3.16)



70 CHAPTER 3. MODULE INSTALLATION

Bin Lower bound Upper bound
1 (overcast) 1 1.065

2 1.065 1.230
3 1.230 1.500
4 1.500 1.950
5 1.950 2.800
6 2.800 4.500
7 4.500 6.200

8 (clear sky) 6.200 ∞

Table 3.2: Sky clearness ϵ bins.

where the Air Mass AM is another important parameter indicating the
relative height of the air column traversed by light, which depends on θz.
The minimum height, which corresponds to θz = 0 and AM = 1 (usu-
ally referred to as AM1), is the thickness of the atmosphere; analogously,
AM0 corresponds to the extraterrestrial spectrum whose irradiance value
is I0, while AM1.5 (roughly corresponding to θz = 48◦) is another no-
table spectrum as it is the one adopted as reference when comparing the
efficiency of solar cells. Several approximation have been proposed to
calculate AM: a first order approximation ignores the curvature of the
Earth, and in this case

AM =
1

cos(θz)
; (3.17)

however, this model will predict infinite Air Mass as θz approaches π
2 . A

more accurate definition can be derived by considering Earth as a perfect
sphere, in which case, being r the ratio between Earth’s radius and the
atmosphere height [261]:

AM =

√︂
(r cos(θz))

2 + 2r + 1 − r cos(θz). (3.18)

Other models have been proposed throughout the year, taking into con-
sideration density variability through the atmosphere, temperature differ-
ences and refraction [262]. It is intuitive that light intensity reduces with
increasing Air Mass, but due to the different and variable atmospheric
factors involved such as humidity, pollution, air temperature, etc., which
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must be considered not only locally but even in the tens of kilometers
travelled by light, the dependency of light intensity from AM can be quite
complicated. For this reason, this relation is often expressed through an
empirical approximation model [263]:

IAM = 1.1 · I0 · 0.7(AM0.678) (3.19)

Where the factor 1.1 assumes that diffuse light amounts to 10% of direct
light and the factor 0.7 assumes that 30% of incoming light is reflected by
the atmosphere.

3.2 Module temperature model overview

As discussed in Section 1.4, temperature has a major effect on the op-
eration of a solar cell, as it reduces the bandgap decreasing the voltage
output of the cell; at the same time, the smaller bandgap means the cell
can now absorb photons with less energy, which increases the current,
although this secondary effect is marginal compared to the voltage drop.
Usually, experimental studies and characterization of new cells are car-
ried out under STC, which means at 25 ◦C. However, in outdoor instal-
lations, several factors, such as ambient temperature, wind speed and
irradiance, can greatly affect the operating temperature of the modules.
Besides, knowing the module temperature is necessary for estimating the
thermal stress on the materials and thus for quantifying the degrada-
tion of the modules [264], which is essential for predicting the lifetime
of the modules. Therefore, accurately predicting the operating temper-
ature is an important step to evaluate the performance and profitability
of the system. However, in general the temperature cannot be directly
measured at the cell level, as the cells are inside the panels and therefore
covered by an encapsulating material (commonly ethylene-vinyl-acetate,
EVA [265]), with a layer of tempered glass on the front surface and an-
other layer of glass for bifacial cells or with a plastic backsheet on the
back surface [266]. In order to measure the cell temperature directly, one
would have to either integrate temperature sensors inside the module
during the manufacturing process [267, 268] or to install them afterwards
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by manipulating the modules [269]. Hence, the quantities that are usu-
ally directly accessible are the temperatures of the outer surfaces of the
module. For this reasons, module temperature is mostly estimated from
a number of environmental and internal parameters, and several models
have been proposed to address this task [270, 271].
One of the first models was the one published by Ross in 1980 [272],
which introduces a Nominal Operating Cell Temperature (NOCT): this
temperature is measured in different conditions than those of STC, namely
800 W/m2 irradiance, 20 ◦C air temperature and 1 m/s wind speed. In
this model the cell temperature Tc is defined as

Tc = Ta +
NOCT − 20 ◦C

800 W/m2 Iβ (3.20)

with Ta being the ambient temperature. Typical NOCT values are about
45 ◦C for most commercial modules [273] and are provided by the man-
ufacturer.
Heat transfer has been implemented in a model by Faiman [274]:

Tc = Ta +
Iβ

U0 + U1WS
(3.21)

where U0 is the constant heat transfer coefficient (W · m−2 · K−1), U1 the
convective heat transfer coefficient (W · s · m−3 · K−1) and WS the wind
speed. A more complex function is used in PVsyst, a commercial simula-
tion tool by Sandia National Laboratories [275]:

Tc = Ta + Iβ
α (1 − η)

U0 + U1WS
(3.22)

where α is the module absorption coefficient and η its efficiency. Though
it considers additional factors such as optical and heat transfer character-
istics of the module and wind speed, this model requires several addi-
tional parameters that the user must know or measure in order to utilize
the model properly. A simpler approximation of this model has been
implemented in another simulation tool, PVLab [276]:

Tc = Ta + Iβ
α (1 − η)

H
(3.23)
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where H represents a global heat transfer coefficient. This model neglects
wind effects, and in contrast uses a default value H = 29 W · s · m−3 · K−1.
Other models, such as [277] (also by Sandia), start by estimating the tem-
perature of the module backside Tb, introducing empirically-determined
coefficient to account for the fact that anemometers are usually installed
at a height of about 10 m, much higher than the modules:

Tb = Iβ

(︂
ea+bWS

)︂
+ Ta (3.24)

where a is related to the upper temperature reached in conditions with
high irradiance and low wind and b determines how effective wind is in
cooling the module down. But, given that the superficial temperature of
the module and of the cell may differ as discussed previously, a second
equation relates these two quantities:

Tc = Tb +
Iβ

IAM1.5
∆T (3.25)

where IAM1.5 is the intensity of the standard solar spectrum (1000 W/m2)
and ∆T is the temperature difference between cell and module measured
in STC, usually of about 2-3 ◦C [277].

3.3 2D and 3D PV system modeling

In regards with the modeling of entire PV systems in the field, any simu-
lation tool must include an irradiance model and a temperature like those
introduced in the previous Sections 3.1 and 3.2 (with many more avail-
able in the literature); however, and especially for the irradiance model,
the most crucial choice is between 2D and 3D simulation. The former
favors simple geometrical considerations, whereas the latter usually in-
troduces a discretization of the system and its surroundings along with
a function that determines how each element contributes to the overall
irradiance.
In the case of bifacial modules, estimating the albedo irradiance Irβ im-
pinging on the module backside is critical for evaluating the performance
of the system: the first configuration that can be considered assumes that
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the intensity of reflected radiation is isotropic [278], and in this case it
can be calculated from the remaining lune with respect to what has been
discussed for Equation (3.12):

Irβ = I∗dβρ =
1

4π

∫︂ π

β

∫︂ 2π

0
sin(θ)dθdφ · ρIH =

(︃
1 + cos(β)

2

)︃
ρIH (3.26)

where I∗dβ is the fraction of diffuse irradiance associated with the solid an-
gle of the spherical lune behind the module and ρ is the ground albedo.
Other models include several view factors to account for module self-
shading and for light reflect by the ground in front of the module [279,
280, 281], while others also consider how rows in the system can shade
each other [282].
In three-dimensional models, the most common approach is actually bor-
rowed from heat transfer theory [283]:

VFA1→A2 =
1

A1

∫︂
A1

∫︂
A2

cos(θ1) cos(θ2)

πR2 dA1 dA2 (3.27)

where VFA1→A2 is the view factor from the ground element A1 to the
module A2, R the distance between the two and θ1,2 the angles between
R and the normal vector to the respective surface [284, 285].

3.3.1 Description of a 3D model

All the models cited so far only consider the total irradiance, disregarding
how this irradiance is distributed in terms of spectrum, which is actually
important to evaluate accurately how much module can heat up; this is
especially significant when comparing monofacial and bifacial modules,
as the backsheet in the former is designed to reflect visible light trying to
escape the module back into it while being transparent to infrared light
below the bandgap of silicon ([286]), whereas the latter lack this layer but
receive additional light on the back, whose spectral distribution depends
on the ground beneath the module [287].
In [288] a new MATLAB-based 3D simulation code has been presented,
further described and detailed in [289], which has been specifically aimed
at the simulation of bifacial systems: in this model the position of the Sun
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is first calculated at each moment in time from Equations (3.2) and (3.5),
obtaining the angle of incidence from Equation (3.10). Then, the Air Mass
at the current Sun position is calculated from Equation (3.17); whereas
most models apply the AM value to determine the irradiance such as
in Equation (3.19), particular emphasis is put in this model on the spec-
tral distribution of solar light, therefore AM is used to adjust the solar
spectrum as:

AMx(λ) = AM0(λ)− x
1.5

(AM0(λ)− AM1.5(λ)) (3.28)

where AMx(λ) is the solar spectrum at AM = x. This equation performs
a wavelength-per-wavelength linear interpolation between the two spec-
tra AM0(λ) and AM1.5(λ). Then, the AMx spectrum is re-scaled to the
irradiances Ib and Id defined by the ASHRAE model using Equation (3.6)
with the coefficients reported in Table 3.1. Lastly, diffuse light is assumed
to be isotropically diffused as in the model by Liu and Jordan of Equa-
tion (3.12). With this procedure, each component of solar light has both
an irradiance value and a corresponding spectral distribution.
As for the reflected light, the ground surface is divided in finite elements
dAs, with P = (Px, Py, 0) the center of each element; for each element,
the view factor Ω(x, y) must be calculated first to determine how much
it contributes to the albedo light impinging on the back of the module.
Being Lx the length of the module in the x-axis (oriented along the North-
South direction), Ly its length in the y-axis (oriented along the East-West
direction) and C = (xm, ym, zm) its center, its vertices vm have the follow-
ing coordinates:

vm1 =

(︃
xm +

Lx

2
cos β, ym −

Ly

2
, zm − Lx

2
sin β

)︃
(3.29a)

vm2 =

(︃
xm +

Lx

2
cos β, ym +

Ly

2
, zm − Lx

2
sin β

)︃
(3.29b)

vm3 =

(︃
xm − Lx

2
cos β, ym +

Ly

2
, zm +

Lx

2
sin β

)︃
(3.29c)

vm4 =

(︃
xm − Lx

2
cos β, ym −

Ly

2
, zm +

Lx

2
sin β

)︃
(3.29d)

Considering one of the diagonals of the module surface, for example
vm1vm3, it is possible to define two tetrahedrons with P as their vertex
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and the triangles vm1vm2vm3 and vm1vm3vm4 as their bases. Starting from
the first tetrahedron and by introducing the vectors Ri⃗ from the vertex of
the pyramid (which is the center of the ground element) to the i-th vertex
of the module, one can define the vertex angles from the scalar product
of each couple of vectors:

θ12 = acos

⎛⎝ R1⃗ · R2⃦⃦⃦⃗
R1⃗
⃦⃦⃦⃦⃦⃦

R2⃗
⃦⃦⃦
⎞⎠ (3.30a)

θ23 = acos

⎛⎝ R2⃗ · R3⃦⃦⃦⃗
R2⃗
⃦⃦⃦⃦⃦⃦

R3⃗
⃦⃦⃦
⎞⎠ (3.30b)

θ31 = acos

⎛⎝ R3⃗ · R1⃦⃦⃦⃗
R3⃗
⃦⃦⃦⃦⃦⃦

R1⃗
⃦⃦⃦
⎞⎠ (3.30c)

Then, by making use of L’Huilier’s theorem [290], the solid angle of the
first tetrahedron is obtained as:

Ω1 = 4 atan

(︄√︄
tan
(︃

θs

2

)︃
tan
(︃

θs − θ12

2

)︃
tan
(︃

θs − θ23

2

)︃
tan
(︃

θs − θ31

2

)︃)︄
(3.31)

with θs = θ12+θ23+θ32
2 . Repeating these steps for the second tetrahedron

yields the total view factor for the ground element (Figure 3.1).
The model also takes into account module self-shading by introduc-

ing a boolean function ssh(x, y) whose value is 1 for unshaded elements
and 0 for shaded elements. Whether a ground element is shaded or not is
determined by projecting parallel sunbeams from the vertices of the mod-
ule towards the ground. The aforementioned azimuth and zenith angles
identify the position of the Sun and the direction of its rays in a spherical
coordinate system, therefore these can be expressed by the vector

s⃗ = (sin(θz) cos(θaz), sin(θz) sin(θaz), cos(θz)) . (3.32)

Then, an increment d1−2,3−4 = − vm1−2,3−4z
sz

is defined according to the
height of the lower and upper vertices of the module; the shadowed area
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Figure 3.1: Schematic diagram of the geometry used to calculate the view
factor from the angles(green) from the ground element (blue) to the mod-
ule (red). The red dashed line separates the two tetrahedrons.

is obtained by moving the projection of the module on the ground by said
increment along the x- and y- axis, obtaining the vertices vs

vs1 =
(︂

vm1x + d1 · sx, vm1y + d1 · sy, 0
)︂

(3.33a)

vs2 =
(︂

vm2x + d2 · sx, vm2y + d2 · sy, 0
)︂

(3.33b)

vs3 =
(︂

vm3x + d3 · sx, vm3y + d3 · sy, 0
)︂

(3.33c)

vs4 =
(︂

vm4x + d4 · sx, vm4y + d4 · sy, 0
)︂

(3.33d)

These vertices draw a parallelogram on the ground, therefore it must
be checked that the center P of the ground element dAs lies inside the
parallelogram through the following conditions:{︄

vs4x ≤ Px ≤ vs1x

vs1y +
vs4y−vs1y
vs4x−vs1x

(Px − vs1x) ≤ Py ≤ vs2y +
vs3y−vs2y
vs3x−vs2x

(Px − vs2x)
(3.34)

and ssh(x, y) will be 0 if these conditions are fulfilled and 1 otherwise.
Moreover, it is determined if the ground element is facing the front or the
back of the module by calculating the angle of incidence of the reflected
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light on the module:

θ = acos

⎛⎝Rc⃗ · n⃦⃦⃦̂
Rc⃗
⃦⃦⃦
⎞⎠ (3.35)

where Rc⃗ is the vector from the center of the ground element P to the
center of the module C and n̂ = (sin(β), 0, cos(β)) is the normal unit vec-
tor to the module; if θ < π

2 light reflected by the ground element will
impinge on the module back, otherwise it will be collected by the front
of the module.
Lastly, the total reflected spectrum on the back is calculated as the sum of
the contributions from all the non-shadowed elements:

Irβ(λ) = ∑
x,y,ssh=1,θ<π

2

Ω(x, y)
2π

dAs ρ(λ)IH(λ). (3.36)

An analogous sum on the elements for which θ > π
2 yields the reflected

light collected by the front of the module I∗rβ(λ). Lastly, it must also be
considered the fraction of diffused light I∗dβ(λ) impinging on the back of
the model, which is given by the same integral used to determine the
irradiance impinging on the ground in Equation (3.26).
Once all the components of the overall irradiance have been calculated,
the Isc of each module in the array can be calculated as:

Isc = Isc, f ront + Isc,back =

= hcqLxLy

[︃∫︂
λ

1
λ

EQE f (λ)
(︂

Ib(λ) cos(θ) + Idβ(λ) + I∗rβ(λ)
)︂

dλ +

+
∫︂

λ

1
λ

EQEb(λ)
(︂

Irβ(λ) + I∗dβ(λ)
)︂

dλ

]︃
(3.37)

where the factor hcq
λ converts the spectra from W/m2 to photon flux.

The temperature model implemented in this code is the NOCT model by
Ross of Equation (3.20) [272]; in[291], I have introduced a modification of
the temperature module by adding the additional albedo light collected
by the back of bifacial modules, whereas the original model had been
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developed for monofacial modules:

Tm,bi f acial = Ta +
NOCT − 20 ◦C

800 W/m2 Iβ. (3.38)

where Iβ is the sum of all the components illustrated above.
Finally, the I-V characteristics of each module is calculated as in Equa-
tion (1.13) and the characteristics of the entire system is obtained by
adding each module in series.

3.3.2 Simulation results and outdoor experiments

In [288] the model has been validated by comparison with a laboratory
scale system made up by four bifacial cells in series arranged in a 2-by-2
minimodule, tested in Catania (latitude 37◦24′41′′N). The model has been
validated against experimental data at different ground clearances rang-
ing from 25 cm to 55 cm and at different tilt angles from 20◦ to 46◦: both
the experimental data and the model confirmed that the optimal installa-
tion for this system at this latitude is with a ground clearance of 55 cm
and a tilt angle of 35◦.
In [289], the model was used to evaluate the performance of a bigger
system: in this case a 2-by-15 array of full-size modules, both with bi-
facial and monofacial cells. The study estimated the performance gain
by employing a monoaxial solar tracker at different latitudes, concluding
that the monoaxial tracker is more beneficial at low latitudes, increasing
the energy output of the bifacial array by 11% and that of the monofa-
cial array by 14% at the latitude of Catania. Moreover, the module has
been employed to approximate a 2D simulation by extending the system
along the y-axis and focusing on the central modules: in this scenario,
it resulted that 2D models tend to underestimate the energy output per
module, as they neglect the additional light received by edge modules in
the array, as these modules have a wider ground area available for col-
lecting reflected light.
In [291], I have been involved in a study aimed at a direct comparison
between monofacial and bifacial systems implementing the same technol-
ogy: in particular, two identical minimodules of 3 bifacial n-type SHJ cells
have been prepared. The minimodules had not been fabricated through
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Figure 3.2: Experimental setup for the study reported in [291].

a standard industrial process, and lacked the outer glass layers on the
front and back sides, therefore exposing the EVA encapsulant. Addition-
ally, one of the modules has been covered with white cardboard on the
back to completely prevent the albedo light collection in order to mimic a
monofacial module with a white backsheet. The minimodules have been
installed at a ground clearance of 55 cm and a tilt angle of 35◦, in ac-
cordance with the results reported in [288], in the same test site of the
previous study (Figure 3.2). Experimental electrical data, namely the I-
V characteristics of the two minimodules, and irradiance data have been
collected from 9 A.M. to 4 P.M. for 3 days in February 2021, on sunny days
with no clouds. Additionally, two thermoresistances have been placed on
the front and back side of each minimodule in order to evaluate temper-
ature differences between bifacial and monofacial systems. In this work,
due to the symmetric structure of the SHJ cell and therefore of the mini-
modules, the cell temperature has been assumed to be the average of the
front and back temperature:

Tc =
Tm, f ront + Tm,back

2
(3.39)

As one would expect, minimodule temperatures in Figure 3.3 are lower
in the morning, reach their maximum at midday, and decrease in the af-
ternoon, and they are significantly higher than the ambient temperature
due to the thermalization of the absorbed photons. In particular, it can
be seen that the bifacial minimodule is up to about 12 ◦C warmer than
the monofacial minimodule. Moreover, the experimental assumption of
Equation (3.39) and the modified NOCT model of Equation (3.38) follow
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Figure 3.3: Temperature data for the monofacial and bifacial minimod-
ules compared with the model. Ambient temperature is also reported as
reference.

the same trend.
The Isc data, reported in Figure 3.4a, show that the current difference be-
tween the minimodule of about 1.5 A is in accordance with the predicted
contribution from the back of the bifacial minimodule, further validating
the model.
As for the Voc data of Figure 3.4b, the voltage outputs of the two minimod-
ules are quite close for most of the day; in fact, the higher temperature of
the bifacial minimodule should decrease its voltage output, as discussed
in Section 1.4, but the additional light collected on the back compensates
the negative effect of the temperature.
The fact that bifacial minimodule exhibited a similar voltage poutput but
a higher current than the monofacial module imply that the daily energy
yield EY is also in favor of the former, as shown in Figure 3.4c over the
course of a day.
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Figure 3.4: Isc data for the monofacial and bifacial minimodules com-
pared with the model, for which are reported the monofacial current and
the bifacial current with the contribution collected by the back of the
minimodule (a). Open-circuit voltage data for the monofacial and bifa-
cial minimodules compared with the model (b). Data of a single day of
module energy yield compared with the values predicted by the model
(c).

In this work the model has also been used to investigate scenarios
closer to utility scale applications: in particular, the three-cell minimodule
has been compared with a 2-by-3 array of full-size modules. For both
systems the energy yield EY has been calculated throughout a year at the
latitude of Catania, with a tilt angle of 35◦ and a ground clearance of 55
cm for the minimodule and of 2 m for the array. Then, the relative Bifacial
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Gain BG has been calculated as:

BG =
EYbi f acial − EYmono f acial

EYmono f acial
. (3.40)

Figure 3.5 shows that smallest system gains the most from the bifacial
cells: this is due to the fact that as the size of the system increases, the
differences of illumination on the back surface among the cells increase as
well. Since all cells are in series, the overall module current is determined
by the lowest cell current, which are usually at the center of the array as
discussed in [289]. Nevertheless, the relative bifacial gain is still between
12% and 25% throughout the year.

Figure 3.5: Modeled Bifacial Gain over the course of a year for a three-cell
minimodule and a six-module array.

I have further investigated the subject of the uneven current production
in bifacial system in [292]. I simulated the current produced by the back
side of the modules in a 2-by-3 bifacial array and in a 2-by-6 array, both in
landscape configurations, installed at a ground clearance of 2 m and a tilt
angle of 35◦ at the latitude of Catania. This simulation has been carried
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out for the sole spring equinox at 10 A.M., in order to obtain results that
can be representative of the general trend throughout the year (whereas
the solstices present more extreme situations) but also to emphasize the
effects of asymmetrical illumination along the West-East direction. In
these simulations, XA is the length of the ground extending beyond the
array along the North-South direction and YB is the ground extension
along the East-West direction. The currents produced by the back of spe-
cific modules in the array have been simulated for different YB values,
with XA set to 5 m. The modules under focus were the central and
the edge modules in the lower (southern) and top (northern) row of the
arrays. From the values reported in Figure 3.6 it can be seen that the cur-

Figure 3.6: Back current of the central and edge modules for varying YB
values for an array of 6 modules (a) and an array of 12 modules (b). XA
is fixed to 5 m.

rent produced by the modules generally increases with YB up to 10 m,
whereas further extensions of the ground surface would have a negligible
effect on the current production. The current difference between the best
and worst modules ranges from 0.2 A to 0.4 A for the smaller array and
from 0.4 A to 0.6 A in the larger array. Besides, the first column of the
array produced more current in both systems due to the asymmetrical
position of the Sun with respect to the array. From these results it can
be concluded that this current production unevenness evolves through-
out the day and it is more pronounced in more horizontally elongated
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systems.
In [293], the study of [291] has been expanded by investigating the cor-
relation between the current output of the minimodules and the irradi-
ance data. In this case, the bifacial minimodule has been placed on a 1
m2 white plastic sheet (WPS), as shown in Figure 3.7. From the data of
Figure 3.8, the Isc is proportional to the frontal irradiance, both for the
monofacial minimodule and the bifacial minimodule, with the additional
albedo light contributing to a higher current in the latter; however, it can
be seen that in the case of the bifacial minimodule the current output is
higher in the afternoon than in the morning for the same frontal irradi-
ance values (Figure 3.8b).

Figure 3.7: Picture of the experimental setup of [293].

This feature has been correlated with the increased infrared fraction
of the solar spectrum in the afternoon and with the high responsivity
of bifacial SHJ cells to infrared light. The albedo of the asphalt shown



86 CHAPTER 3. MODULE INSTALLATION

Figure 3.8: Isc against frontal irradiance throughout the day for the mono-
facial minimodule (a) and for the bifacial minimodule (b).

in Figure 3.9a increases in the afternoon; this has been measured with
two calibrated silicon photodiodes placed at the same ground clearance
and tilt angles as the minimodules, and the albedo is calculated as the
ratio of the current of the back photodiode over the current of the front
photodiode. Additionally, the Central Spectrum Wavelength (CSW) of
each spectrum is defined as [294]:

CSW =

∫︁
φ(λ)λ dλ∫︁
φ(λ)dλ

(3.41)

where φ(λ) is the measured photon flux of the solar spectrum. Another
figure of merit usually reported to characterize spectra and directly re-
lated is the average photon energy APE:

APE =

∫︁
E(λ)dλ

q
∫︁

φ(λ)dλ
=

hc
CSW

≃ 1240 eV · nm
CSW

(3.42)

where E(λ) is the irradiance of the spectrum. Figure 3.9b shows an in-
crease of CSW in the afternoon. These effects, in addition to the high re-
flectivity of asphalt and of the WPS reported in [287], result in a higher IR
component in the reflected irradiance collected by the back of the bifacial
minimodule. Moreover, these cells exhibit a high Detector Responsivity
(DR) in the IR region. DR, measured in A/W, is defined as:

DR =
qλ

hc
EQE(λ) (3.43)



3.3. 2D AND 3D PV SYSTEM MODELING 87

The measured data of Figure 3.9c show that on both sides of a bifacial
SHJ cell DR reaches its maximum after 1000 nm. Therefore, it has been
concluded that the combination of high IR incident light and high respon-
sivity resulted in a higher current output in the afternoon.

Figure 3.9: Albedo measured as the ratio of two photodiodes in the same
position as the minimodules (a). Central Spectrum Wavelength calculated
from the solar spectra registered during the day (b). Detector Responsiv-
ity of the front and back side of the SHJ cells in the minimodules (c).

In [295], I have used the model to investigate different configuration,
focusing on the tilt angle for a full-size module facing south. A first
set of simulations have been carried out for a ground surface of 20 m
by 20 m, a ground clearance of 2 m and tilt angle ranging from 0◦ to
90◦, evaluating the BG as defined in Equation (3.40) throughout the year.
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Figure 3.10: Bifacial gain throughout the year for different tilt angles for
a module on a 20 m by 20 m asphalt surface.

The highest BG values are reached in summer and for high tilt angles
(Figure 3.10): that is because the direct beam component weights less on
the total light collected by the module due to its high incidence angle and
the reflectivity of the glass of the module, whereas the front and back
sides collect similar amounts of diffuse light according to Equation (3.12)
and Equation (3.26), respectively, as β gets closer to π

2 .
A second set of simulations have been performed in order to evaluate the

shadow cast by the module facing south. To this end only three notable
days have been considered: the spring equinox, assumed as an average
configuration throughout the year, and the summer and winter solstices,
representing the most extreme configurations. For each of these days I
have calculated the fraction of shadowed area on a 20 m by 20 m surface,
reported in Figure 3.11. The shadow occupies a small fraction of the
total ground surface in spring and in summer, but becomes much larger
in winter. Moreover, the largest shadow is cast at tilt angles between
40◦ and 50◦ in spring (Figure 3.11a), at tilt angles close to 0◦ in summer
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(Figure 3.11b) and at tilt angles close to 90◦ in winter (Figure 3.11c).

Figure 3.11: Fraction of shadowed area cast by the module on a 20 m by
20 m surface at the spring/autumn equinox (a), at the summer solstice
(b) and at the winter solstice (c).
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Chapter 4
Multijunction PV

The work of Shockley and Queisser [1] introduced an upper limit for any
single-junction PV technology. In order to achieve higher efficiencies, the
solution was to either use concentrating systems or increase the number
of junctions with different bandgaps. As a side note, concentrator pho-
tovoltaics (CPV) has been quite popular in the last decades as the solar
cells still represented a large fraction of the overall cost of the PV sys-
tem, but has been declining in use as the cost of the module is nowadays
mostly determined by the so-called balance of system (BOS), which en-
compasses all the other electrical and mechanical components such as
wiring, mountings, inverters and storage systems [296].
As for multi-junction PV, the interest of the space research community
lead to the development of the multi-junction GaAs technology [297], due
to its radiation hardness, resulting in the first AlGaAs/GaAs prototype
with a 9% efficiency being presented in 1978 [129] (as briefly mentioned
in Section 1.6.1).

4.1 The theoretical limit

From a theoretical point of view, the first studies on the limit efficiency of
multi-junction systems date back to the late 70’s with the works of Parrott
[298] and De Vos [299].
In his work, Parrott considered an edge-illuminated system made up by
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segment of decreasing bandgaps: its derivation begins with the consid-
eration that the generation rate G(x) depends on the integral on all the
available energies, which depend on the bandgap and therefore on x. This
dependence translates into an integral expression for dJsc

dx and for dJ0
dx , and

this allows the definition of Voc(x) as

Voc =
kT
q

ln

(︄
1 +

dJsc
dx
dJ0
dx

)︄
; (4.1)

then, the locally generated power can be expressed as

dP
dx

= F
dJsc

dx
Voc(x) (4.2)

which can then be integrated over x to obtain the total power of the sys-
tem. Parrott derived an integral expression for the efficiency η, and ob-
tained that for the spectrum of a 6000 K blackbody η would be 64% at 1
sun illumination, 77% at 1000 suns and 81% at 10000 suns.
The approach employed by De Vos is more reminiscent of that by Shock-
ley and Queisser: in a system made up by n cells with decreasing bandgap
in series at the same temperature Tc, the i-th I-V characteristics is given
by

Ii(Vi) = Isci − I0i

(︃
e

qVi
kTc

)︃
(4.3)

and, in analogy with the analysis of Shockley and Queisser, the dark
saturation current is determined only by radiative recombination:

I0i = qF0i = 2qA
∫︂ ∞

Egi
h

N(ν, Tc)dν (4.4)

with F being the photon flux, A the area of the solar cell and

N(ν, T) =
2π

c2
ν2

e
hν
kT − 1

(4.5)

is the blackbody radiation at temperature T. The photocurrent of the cell
is given by

Isci = q (Fsi − F0i) (4.6)



4.1. THE THEORETICAL LIMIT 93

where Fs is the incident photon flux. The first cell of the stack is illumi-
nated by the Sun and by the light emitted by the second cell:

Fs1 = f A
∫︂ ∞

Eg1
h

N(ν, Ts)dν + Ae
qV2
kTc

∫︂ ∞
Eg1

h

N(ν, Tc)dν (4.7a)

where f is the geometrical factor dependent of the solid angle subtended
by the light source. Besides, it must be noted that the lower bound of
the second integral depends on Eg1 rather than Eg2 as it is assumed that
each cell can only absorb photons with energy equal or greater than its
bandgap. The general i-th cell in the stack receives emitted light from the
cell above and below, whereas sunlight has been filtered by the previous
cells:

Fs1 = f A
∫︂ Eg1−1

h
Eg1

h

N(ν, Ts)dν+ Ae
qVi−1

kTc

∫︂ ∞
Egi−1

h

N(ν, Tc)dν+ Ae
qVi+1

kTc

∫︂ ∞
Egi
h

N(ν, Tc)dν

(4.7b)
while the last cell in the stack does not have another cell below it:

Fsn = f A
∫︂ ∞

Egn
h

N(ν, Ts)dν + Ae
qVn−1

kTc

∫︂ ∞
Egn−1

h

N(ν, Tc)dν (4.7c)

The overall power of the system is P = ∑n
i=1 Vi Ii, which is maximized by

the system of n equations ∂Pi
∂Vi

= 0. Solving the system also yields the
working points of each cell. Before generalizing to an infinite number
of cells, it is useful to introduce xi = qVi

kTc
and give the form of the i-th

equation of the system:

(1 + xi)exi =
Fsi

F0i
+

1
2

xi−1exi

∫︁ ∞
Egi−1

h

N(ν, Tc)dν∫︁ ∞
Egi
h

N(ν, Tc)dν
+

1
2

xi+1exi (4.8)

When the number of cells tends to infinite and the bandgap difference
between adjacent cells becomes infinitely small, the discrete quantities
become continuous: xi → x, xi±1 → x ± dx, Egi → Eg and Egi±1 →
Eg ±dEg. It must be noted that in order to make these substitutions x(Eg)
must be a continuous function, which means that the loads on the infinite
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cells in the stack must also vary continuously. With these substitutions
Equation (4.8) becomes

(1 + x)ex = f
N(

Eg
h , Ts)

N(
Eg
h , Tc)

(4.9)

and the overall maximum power is given by

Pmax = A
kTc

h

∫︂ ∞

Egn
h

x2exN(
Eg

h
, Tc)dEg (4.10)

which depends on the last and smallest bandgap of the stack. It must
be noted that Egn must be chosen so that x(Egn) = 0, as otherwise cells
with a lower bandgap would operate at negative voltages. With these
constraints, De Vos reports a maximum theoretical efficiency of 68.2% at
1 sun.
Other works include that of Henry [300], in which the author determined
the maximum work per absorbed photon and then calculated the limiting
efficiency for a finite number of cells where the bandgap differences had
been tuned in order to eliminate current mismatch in the stack. Herny
reports efficiency of 37%, 50%, 56% and 72% for stacks with 1, 2, 3 and
36 cells, respectively, at a 1000 suns concentration (which is the only case
considered in his work because, as the author states, "[...] multiple en-
ergy gap cells are expected to be used only in concentrators having rel-
atively high concentrations. Only then can a complex and costly cell be
afforded").
In [301], Martí and Araújo use a similar method to that of De Vos but
also considering the case in which each cell of the stack has a reflector
behind it suited to its bandgap, finding efficiencies of 69.9% and 86.8% at
no concentration and maximum concentration, respectively, for the 6000
K blackbody spectrum, while these figures decrease to 65.4% and 85.0%
for the AM1.5 direct spectrum. Maximum concentration corresponds to
the ideal case in which the light source covers the entire solid angle, that
is f = 1 or π

Ωs
≃ 46000 suns [300] as the solid angle subtended by the

sun is Ωs ≃ 6.8 · 10−5 steradians. In [302], Brown and Green expanded
the work of Martí and Araújo for different numbers of cells, conclud-
ing that the efficiency gains tend to decrease after more than 10 cells are
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added to the stack, at which point the efficiency of the system would
reach 80% at maximum concentration, with a slight efficiency loss for the
series-constrained case.

4.2 Two-, three- and four-terminal systems

The essence of multi-junction modules is the combination of semicon-
ductors with different bandgaps in order to reduce thermalization losses
and collect solar light more efficiently over a broad range of wavelengths.
However, said combination encompasses two different aspects: the op-
tical coupling and the electrical coupling. Each of these two can be im-
plemented in different ways, giving rise to several diverse solutions and
module designs.
The two most diffused ways to achieve optical coupling are the cell stack-
ing and the optical splitting: in the former design, the cells are stacked
on top of each other in a single monolithic system and the light splitting
is obtained by filtering high photons from the upper cells to lower cells,
which are ordered by decreasing bandgaps. This is the most common
approach, largely used in space applications [303], and with many proto-
types exceeding 30% efficiency [304].
In the latter design, the cells are physically separated and optic elements
like gratings [305, 306], prisms [307, 308], dichroic mirrors [309, 310, 311]
and holographic elements [312, 313] redirect each selection of the solar
spectrum to the cell most suited to absorbing it.
Other designs that have been tested include an integrating sphere-like
system whose internal walls are characterized by solar cells with differ-
ent bandgaps and covered by band-pass filters [314, 315]: light is contin-
uously reflected and scattered inside the system until it is allowed to pass
through the suitable filter and absorbed by the corresponding cell.
Another designs consists in arranging a series of cells and selective filters
in a path so that light is redirected from one cell to the other, with each
cell absorbing its fraction of the spectrum as the rest is reflected to the
next element [314, 316].
As for the electric coupling, the simplest approach consists in not actu-
ally coupling the cells: in fact, once each cell receives the appropriate
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range of photons, separate circuits can be connected to extract power
independently from the others. The main advantage of this implemen-
tation, which is usually called four-terminal (4T) for two-cell systems,
is that it allows to extract the maximum power possible from each cell;
the downside is that large utility scale or even residential systems would
require double the electric components, increasing BOS [317] costs and
chance of system failures, therefore this design is more suited to small
laboratory scale prototypes.
The most common approach, however, is the two-terminal (2T) connec-
tion, in which all cells are inserted in the same electrical circuit. In this
case, the choice between connecting the cells in series or in parallel be-
comes crucial: the series connection requires that the currents of all cells
are matched to the same value in order to maximize the power increase,
as the current of the whole system is limited to the lowest of all cells
[318], while the parallel connection requires voltage matching in a similar
way [319]. The series connection is especially convenient in monolithic
devices, while the parallel connection requires different numbers of cells
for each semiconductor to be connected in series first in order to achieve
the same voltage output, as the Voc mostly depend of the bandgap of
the semiconductor: in fact, only modules can effectively be connected in
parallel, making the manufacturing of these system much more complex.
However, the current produced by a solar cell is proportional to the pho-
ton flux, whereas its voltage output varies logarithmically, as shown in
Equations (1.14) and (1.15): for this reason, once installed in the field,
the parallel connection is in principle more robust to spectral variation,
which are to be expected throughout the day and because of the weather,
than the series connection.
Another recent approach is the three-terminal (3T) design, which com-
bines the ease of manufacturing of series-connected monolithic devices
with the lack of current matching and robustness to spectral variations
of parallel-connected devices [320]: in fact, this approach was introduced
to overcome the current mismatch in triple-junction GaInP/GaAs/Ge so-
lar cells, where Ge was current-limited by the other two junctions due to
the broad range of photon energies it can absorb [321]. The first design
consisted of an AlGaAs cell over an IBC cell (the original work featured a
Si IBC cell since this cell design had already been developed for silicon),
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so that the electrons generated by the top cell would be collected by the
contact on the emitter of the top cell, while the IBC cell would collect the
electrons generated by the cell itself at the contact on the emitter and the
holes generated by both cells at the contact on the base. This allows power
to be extracted separately from each cell. The two cells are usually grown
epitaxially on top of each other or connected by wafer bonding [322, 323],
although devices with a middle contact between the two absorbers have
also been proposed in order to bypass the need of a tunnel junction [324].
3T devices can match the power output of 4T devices [325], but they are
much more complex to model [326] and operate, as two voltage biases
need to be tuned in order to extract the maximum power [320], and this
complexity also carries over to the different schemes in which 3T cells can
be connected in a string [327].

4.3 Implementation of a parallel-2T bifacial de-
vice

In [311], I have realized a parallel-connected 2T (P2T) GaAs/bifacial SHJ
device. The GaAs module was made up by two commercial reference
GaAs cells [328] connected in series: each cell had an active area of 20
mm × 20 mm, was protected by a 104 mm × 74 mm × 16 mm housing
(Figure 4.1a) and under STC the PCE was about 20%, its Voc was 1.0 V
and its Jsc was 25 mA/cm2.
The bifacial SHJ cell had been manufactured by Enel Green Power (EGP)
[329, 330, 331]. Under STC, these cells, realized in M2 pseudo-square
format, show a Voc of about 730 mV, a Jsc of 38 mA/cm2, a bifaciality
factor of about 90% and a PCE of 23%. In order to match the size and
voltage output of the GaAs module, three cells of appropriate size had to
be joines in series, so that each module would have a Voc of about 2 V.
For this purpose, a single EGP M2 SHJ cell has been cut by mechanical
scribing along the easy-cleavage (110) directions [332], and the resulting
13 mm × 20 mm fragments cell have been connected in series by sol-
dering silver-coated copper ribbons. Considering that the unconvential
manufacturing process might introduce defects in the cells, several sam-
ples have been realized and compared, with the best performing sample
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chosen for the implementation in the final device [333]. Each module had
the same active area of 8 cm2, which has been considered as the active
area of the whole device. As shown in Figure 4.1b, the SHJ module has
been placed on a glass slide having dimensions 75 mm × 16 mm × 1 mm
as a transparent support, allowing the module to collect albedo irradiance
on its back.

Figure 4.1: Picture of the GaAs cell (a) and of the bifacial SHJ minimodule
placed on the glass slide (b). The GaAs cell is 20 mm × 20 mm wide and
the SHJ mini-module is made up by three 13 mm × 20 mm cells connected
in series through silver-coated copper ribbons.

Two long-pass dichroic mirrors manufactured by Thorlabs [334], both
having dimensions 25 mm × 36 mm × 1 mm and a cut-on wavelength
of 805 nm, have been used to split the incident light. As depicted in Fig-
ure 4.2, the mirrors were positioned perpendicular to each other, so that
the angle of incidence of direct solar light would be 45◦.
To evaluate the optical coupling of the modules and dichroic mirrors, I
measured the transmittance and reflectance of the mirrors at an AOI of
45◦ and the EQE of the GaAs cell and of the front and back sides of the
SHJ cells with a Bentham PVE300 Photovoltaic Characterization system.
The data reported in Figure 4.3 show that the mirror cut-on wavelength
of about 805 nm differs by about 50 nm from the upper bound of wave-
lengths suitable for GaAs.
The modules have also been characterized by measuring the J-V charac-
teristics under STC before assembling the P2T device (Figure 4.4a) and
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Figure 4.2: Graphic representation of the optical and electrical coupling
of the P2T device. Incoming light (multicolor) impinges on the dichroic
mirrors: visible light (blue) is reflected to the GaAs cells, while infrared
light (red) is transmitted to the SHJ cells. The SHJ cells also collect all
light impinging on the rear of the module.

Figure 4.3: Transmittance and reflectance data of the dichroic mirrors
(AOI = 45◦) compared with the EQEs of the GaAs and SHJ cells. The
cut-on wavelength of the mirror resulted 805 nm, confirming the value
reported by the manufacturer.
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by measuring the I-V characteristic of each module and of the whole de-
vice after it had been assembled (Figure 4.4b). For the SHJ module, a PCE
of 18.2% has been measured before assembling the device, much lower
than the original value for the M2 cells. This large decrease has been
mainly ascribed to three effects: the Voc decrease due to the mechanical
cut from 730 mV down to 680 mV, the series resistance increase due to
the unconventional series connection by soldered ribbons and the glass
slide isolating the module from the temperature controlled chuck during
the measurement, which lead to an increase in cell temperature affecting
the resulting efficiency. For the GaAs mini-module, the measured PCE
was equal to 20.1%, similar to the value reported by the manufacturer.
Once the GaAs and SHJ modules had been assembled in the P2T device,
the current measured in each module decreased with respect to the pre-
vious values: this is due to the optical splitting of the dichroic mirrors,
which also affects the GaAs module because of the slight mismatch be-
tween the cut-on wavelength of the mirror and the EQE spectrum of GaAs
shown in Figure 4.3. The overall PCE of the P2T device was of 24.83%,
larger than the values of each module, with a voltage mismatch smaller
than 0.2 V.

Figure 4.4: J-V characteristics of the modules under STC (a) measured
without interposing the dichroic mirrors between the modules and the
light source. I-V characteristics (b) of the individual modules and of the
whole P2T device at STC.
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The P2T device has been tested in outdoor in Catania (37◦26′30′′N) in
January 2022. The whole system was anchored to an EGIS EPR-203 bi-
axial solar tracker in order to receive solar radiation at the desired AOI.
In fact, the supporting structure and GaAs cell housings limit the diffuse
light that can reach the mirrors, and the tracker is therefore necessary for
the device operation. A picture of the setup is reported in Figure 4.5a.
The spectral distribution of solar light from 300 nm to 1100 nm has been
monitored using an optical fiber mounted on the tracker connected to a
monochromator (Newport, model: CS130-RG-1-MC). The I-V characteris-
tics of the P2T device have been measured with the same setup employed
in the previous work on bifaciality [291] and whose electric scheme is
reported in Figure 4.5b: the voltage across the device was swept by a
variable load, applied by driving an STP60NF06 power MOS from OFF
to ON condition with a linear staircase signal applied to the transistor
gate, while the current was evaluated by the voltage drop across a 10
mΩresistor connected in series to the device. The electrical data, collected
from 9 A.M. to 5 P.M., have been acquired through an USB-6343 National
Instrument data logger. The setup registered a single point of the I-V
curve every 0.05 s, a complete I-V curve every 26 s and a complete solar
spectrum every 220 s [333]. Periodically, groups of five I-V curves have
been acquired while covering the back of the SHJ module with a black
plastic sheet to block the albedo light, in order to evaluate the contribu-
tion of the bifaciality to the overall performance of the P2T device.

Figure 4.5: Picture of the outdoor setup (a). Electrical scheme of the I-V
measurement setup (b).
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Figure 4.6 reports the Voc, Isc and PCE data registered during the
experiment: the voltage match between the two mini-modules resulted
quite stable during all day, as the Voc of the device remained above 2
V until 4 P.M. (Figure 4.6a); conversely, Isc shows a definite trend during
the day, registering its maximum values between 11 A.M. and 1 P.M. (Fig-
ure 4.6b). As for the impact of the bifaciality of the SHJ module, it can be
seen that it contributes positively to the device in terms of both voltage
and current gains, as these quantities registered higher values in the bi-
facial configuration: this implies that the additional current produced by
the bifacial SHJ module does not impair the voltage match between the
two modules, whereas the current match would require tuning the de-
sign of both modules in advance while taking into account whether the
bottom module will be bifacial or not, making the design and the manu-
facturing process less flexible.
The PCE for each I-V curve is reported in Figure 4.6c. The highest value
registered during the measurement period is 25.4%, slightly higher than
the value obtained during the indoor characterization phase. This dif-
ference has been attributed to the effect of the higher albedo irradiance
available in the outdoor test site compared to the indoor measurement
setup. Moreover, factors such as the spectral distribution of incoming
light, ambient temperature and wind speed are also expected to differ
between indoor and outdoor conditions. Similarly to the case of Voc, PCE
data show a considerable stability over time compared to Isc, from a max-
imum of 25.4% to a minimum of 21.3%, corresponding to a variation of
16% of the maximum value. Moreover, the values registered in the mono-
facial configuration range from 18.4% to 21.4%, with a variation of 16% of
the maximum value. Therefore, it had been concluded that the bifaciality
of the SHJ module brought an average PCE increase of 17% during the
day, confirming the stability of the parallel connection throughout the day.
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Figure 4.6: Voc (a), Isc (b) and PCE data of the P2T device during the
day. Black dots indicate the data obtained with the bifacial configuration
(“P2Tbifacial”), whereas red diamonds indicate the data obtained with the
monofacial configuration (“P2Tmonofacial”).

Spectral distribution data of solar light had been registered during the
outdoor measurement by sending light to a monochromator with an optic
fiber and reading the current generated by a calibrated Si cell at the exit
of the monochromator. From each spectrum the CSW has been calculated
from Equation (3.41), and the data reported in Figure 4.7a show a min-
imum around midday and an increase of up to 80 nm in the afternoon.
In [333] this quantity has been correlated with the fraction of photons
that the dichroic mirrors send to each module: from Figure 4.7b it can
be seen that there is a linear correlation between these quantities. This



104 CHAPTER 4. MULTIJUNCTION PV

also implies that the weights of the current contributions from the two
modules to the overall current of the device change during the day, with
the SHJ module overcoming the GaAs module for CSWs larger than 760
nm (corresponding to 4 P.M. in January), showing again that the parallel
connection is impervious to spectral variations during the day, whereas
a series connected device would always be limited to the lowest of the
individual currents.

Figure 4.7: CSW data of all spectra (a). Fractions of photons reflected to
the GaAs (black) and SHJ (red) modules (b).

Lastly, in [335], I have tested the same P2T device with specific albedo
conditions (as opposed to the residential background of the previous
work). Four paper sheets have been placed behind the SHJ module, at a
distance of about 20 cm, each of a different color: white, gray, orange and
green (Figure 4.8), in order to mimic common albedo conditions such as
snow, asphalt, rooftop shingles and grass, respectively. The reflectivity of
each sheet had been characterized with an integrating sphere, obtaining
that the data are more varied in the visible part of the spectrum, whereas
each paper sheet had higher reflectivity in the IR region (Figure 4.9a).
Moreover, while it is to be expected that the white paper sheet would be
the most reflective, the reflectivity of the green sheet is comparable to that
of the black sheet in the visible region and even inferior in the IR region.
For each paper sheet, a set of I-V characteristics has been registered in
the bifacial and monofacial configurations. Figure 4.9b reports the rela-
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tive PCE increase between the two configurations for each paper sheet:
by comparing the increase ranking with the reflectivity ranking, it can
be concluded that that the more reflective sheets contribute more to the
bifaciality of the SHJ module. This would not be surprising in a single-
junction system, but in this setup it confirms that the same parallel-
connected 2T device can be employed in different albedo conditions.

Figure 4.8: Pictures of the P2T device mounted on the bi-axial solar
tracker with a gray, white, orange and green paper sheet.
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Figure 4.9: Reflectivity values of the four paper sheets in the 300 nm
– 1100 nm range (a). Relative PCE gains compared to the monofacial
configuration with the four colored paper sheets in (b).



Chapter 5
Innovative material
characterization

As part of my research activities I have collaborated with other research
groups on the characterization of new materials for silicon solar cells.
One of such activities, realized in collaboration with Consiglio Nazionale
delle Ricerche - Istituto per la Microelettronica e Microsistemi (CNR-
IMM) regarded the development of sub-stoichiometric molybdenum ox-
ide (MoO3–x) as a hole-selective contact in SHJ solar cells. Though the
effectiveness of MoO3–x has already been examined in other works [336],
the goal of this study is to achieve good performance with films deposited
by sputtering rather than evaporation, as this would represent an impor-
tant step towards the upscaling to industrial applications. To this end, it
is necessary to identify the optimal process conditions that permit both
a great control of MoO3–x stoichiometry and of the Si/MoO3–x interface:
in fact, the stoichiometry determines properties of the oxide such as the
bandgap and the work function. However, oxygen vacancies generate
intra-bandgap donor defect states [337], improving conductivity but also
decreasing the optical transparency of the film.
Two samples have been realized: one with a 7 nm MoO3–x film (0 < x <
0.4) replacing the p+ side of the a-Si (i)/a-Si (p+) passivation layer and
one without any a-Si passivation layer. MoO3–x has been deposited by
sputtering at ambient temperature, followed by ITO sputtering at am-
bient temperature under Ar and O2 flow; then the samples have been

107
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annealed at 200 ◦C under N2 flow. The stoichiometry of the MoO3–x film
has been tuned by controlling the the Ar pressure during the RF sput-
tering and then characterized by Rutherford backscattering spectrometry
(RBS) and X-ray photoelectron spectroscopy (XPS). These samples, real-
ized on flat substrates, have been compared with a flat reference SHJ cell.
I have measured the EQE and reflectivity of the sample to determine the
Internal Quantum Efficiency (IQE) as

IQE =
EQE

1 − R − T
(5.1)

where R and T are the reflectance and transmittance of the cell. The passi-
vated MoO3–x sample shows higher EQE and IQE than the flat reference
sample, especially for wavelengths below 600 nm.

Figure 5.1: Reflectance and transmittance (a), EQE (b) and IQE (c) of the
passivated and nonpassivated MoO3–x SHJ cells and of the reference cell.
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Another activity, in collaboration with Università degli studi di Cata-
nia (UniCt), concerned the development of new anti-reflection coatings
for SHJ cells. The goal of this research is too reduce the indium consump-
tion in this type of cell: in fact, indium is considered a critical material
due to its low abundance [338].
The first phase of this study consisted in substituting ITO with another
TCO, namely Zr-doped indium Oxide (IZrO). IZrO is a TCO charac-
terized by a bandgap above 3 eV (depending on the Zr doping), high
mobility and high transparency in the near-infrared wavelength range
[339, 340, 341]. Initially, IZrO films with thickness ranging from 10 nm to
100 nm have been grown on a glass substrate for characterization. The
films have been realized by co-sputtering from separate targets and then
annealed at 200 ◦C for 30 min under N2 flow: this process has been cho-
sen with the idea of allowing easy scalability to industrial applications.
The results of the electrical characterization are reported in Table 5.1.

Sample Resistivity (Ω/cm) Hall mobility (cm2/Vs)
20 nm 1.4 · 10−3 2.65

20 nm annealed 3.6 · 10−4 8.40
50 nm 1.4 · 10−3 3.17

50 nm annealed 3.2 · 10−4 9.61
100 nm 1.6 · 10−3 2.72

100 nm annealed 4.1 · 10−4 10.3

Table 5.1: Electrical characterization of IZrO films before and after an-
nealing (30 min, 200 ◦C, N2 flow).

Successively, solar cell samples have been realized in which IZrO substi-
tuted ITO on the n-side or on the p-side. I have performed EQE mea-
surement on these samples: samples with IZrO on the p-side showed
generally higher EQE than the other group, and in general an efficiency
loss can be observed for short and long wavelengths (Figure 5.2). This
losses have been attributed to absorbance by the IZrO film in the ultra-
violet/visible region and to interference effect due to the unoptimized
thickness of the film to achieve anti-reflection. The next phase of this re-
search will focus on the introduction of an SiO2/IZrO bi-layer, in order to
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optimize the film thickness for the anti-reflection effect without increas-
ing the indium content of the cell.

Figure 5.2: External Quantum Efficiency measurement of SHJ cell with an
IZrO anti-relfection coating on the n-side (a) and on the p-side (b), with
film thickness from 20 nm to 100 nm.

A third activity, in collaboration with UniCt, aims at the development of
plasmonic-enhanced solar cells. In fact, noble metal nanoparticles (NPs)
generate surface plasmons when excited by light with wavelength greater
than the size of the nanoparticles [342], resulting in enhanced light ab-
sorption at the plasmon resonance frequency, which in turn depends on
the shape and size of the nanoparticles. In the context of solar cells,
plasmonic nanostructures are being studied not only for their increased
absorption, but also for increasing the optical path length by scattering
[343]. In particular, copper is an interesting candidate due to its absorp-
tion peak lying between 590 nm and 630 nm, although it is more sensible
to oxidation compared to other metals such as gold and silver [344].
Cu NPs have been obtained by laser ablation in a liquid Cu target us-
ing a 1064 nm nanosecond pulsed laser in acetone and methanol, then
they have been characterized with several techniques including Scanning
Electron Microscopy (SEM), High-Resolution Transmission Electron Mi-
croscopy (HR-TEM), Energy Dispersive X-Ray (EDX) and Electron Energy
Loss Spectroscopy (EELS), X-ray Diffraction (XRD) and XPS, from which
resulted a larger fraction of NPs with radius below 3 nm and rarer NPs
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with radius larger than 15 nm. These nanoparticles have been embedded
in an AZO/IZrO double stack. Two samples have been realized starting
from a silicon heterojunction with an aluminum contact on the rear side
and depositing the double stack on the front, in a case including the Cu
NPs and in another sample without NPs. Then the samples have been
annealed at 200 ◦C for 30 min in N2 atmosphere. I have measured the
EQE (Figure 5.3a) and reflectance (Figure 5.3b) from which the IQE (Fig-
ure 5.3c) has been calculated as in Equation (5.1) (transmittance has been
neglected in this case). The data of Figure 5.3 the quantum efficiency
gains due to both the thermal annealing and the inclusion of the Cu NPs,
with IQE values above 80%.

Figure 5.3: EQE (a), reflectance (b) and IQE (c) of the SHJ sample with
the double stack AZO/IZrO with and without Cu NPs and before and
after annealing.
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Conclusions

In this work, I have illustrated the current challenges of silicon pho-
tovoltaics and my research activity for the PhD programme in Physics
aimed at studying these problems.
In Chapter 1 I have illustrated the growth of this technology, from its
early understanding by Shockley and Queisser to its current industrial
maturity producing several successful solutions in terms of cell architec-
ture. I have also showed how diverse research has been in studying new
materials and processes, and how sometimes the scientific activity can
be tied to the economic and industrial trends, as the polysilicon shortage
crisis between 2004 and 2008 has lead researchers to find several new al-
ternatives, some of which are still in active development or have already
found success in the market.
In Chapter 2 I have reported on analytical and computational methods
commonly used to predict the performance of solar cells, and I have also
described a Python script that I have written to perform 3D simulation
of textured multi-junction cells. In particular, the model employs optical
ray tracing to determine the absorption spectra of each layer in the stack,
but introduces an empirical coefficient to condense carrier transport and
recombination, thereby reducing the input parameters of the model to the
optical constants and state-of-the-art efficiencies of the materials involved.
I have applied the model to optimize the top module for several thin-film
technologies in a voltage-matched two-terminal system with a bifacial sil-
icon heterojunction bottom module, predicting an efficiency higher than
34% with a 1.85 eV bandgap perovskite with state-of-the-art cells.
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In Chapter 3 I have described the challenges in efficiently installing mod-
ules on the field. Especially for bifacial modules, optimizing the instal-
lation is another task that is suited to computational physics, and I have
listed the most common models used to predicts solar irradiance along
with its components and module temperature. Then, I have described a
model that has been developed and used by our research group: in partic-
ular, the model has been designed specifically for bifacial systems, and for
this reason the evaluation of the albedo irradiance is performed by a fully-
3D sum of contributions from each ground element. The model has been
used to investigate several aspects of bifacial installations, from perimeter
effects due to uneven shading across a row of modules to the impact of
different albedo conditions on the power output of bifacial modules.
In Chapter 4 I have discussed one of the most promising approaches
to overcome the efficiency limit of single-junction silicon photovoltaics,
that is, the multi-junction modules. In these systems two or more differ-
ent semiconductors technologies work in tandem to split solar light ef-
ficiently, reducing thermalization losses and increasing the energy yield.
However, three connection schemes have been designed, each with its
own advantages and caveats. I have also reported on a voltage-matched
two-terminal system combining bifacial silicon heterojunction and gal-
lium arsenide that has been developed during my research activity, demon-
strating that the parallel connection between the two modules is partic-
ularly suited to the integration of bifacial modules in multi-junction sys-
tem, as the voltage match required to optimize the performance can be
maintained throughout the day even in vastly different albedo conditions.
Lastly, in Chapter 5 I have reported several activities carried out in col-
laboration with other research groups aimed at the characterization of
new materials for silicon solar cells, with particular emphasis on the pas-
sivation and anti-reflection layers in silicon heterojunction solar cells, al-
though these studies are still under active development.
Further improvements are still possible, both for the installation of mod-
ules on the field and the development of new technologies. In fact, re-
search projects have already started to develop smart electronics for in-
stalled modules, new semiconductor technologies based on innovative
materials and improved optical elements for the efficient employment of
diffuse light in physically-split multi-junction modules.
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