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Introduction

Since its discovery in the late ’30s, neutron induced nuclear fission of 235U
revolutionized the human society because of profound civil and military
implications that followed. Being the 235U the only fissile element found
in appreciable quantities in nature, its fission reaction has been exten-
sively studied in past decades. The main civil application is represented
by the production of electricity that in the future can provide a funda-
mental contribution to the easing of the greenhouse effect. In fact nuclear
fission represents a continuous and reliable source of energy with low
production of carbon dioxide, that is able to work in synergy with the
renewable. The great part of present days nuclear reactors use enriched
uranium as fuel, even if safety reasons as well as handling and long-
term disposal of nuclear waste, currently represent the main limit to the
growth of nuclear power. New generation nuclear reactors, such as the
Fast Reactors or the Accelerator-Driven Systems, can represent a turning
point because of their high intrinsic safety and lower radiotoxicity. Their
ability to burn the long-term nuclei can drastically improve the nuclear
waste cycle, increasing the efficiency and reducing the amount of nuclear
waste requiring long-term disposal. However, these crucial steps forward
require a highly accurate knowledge of the 235U(n,f) reaction in a wide
energy range as well as the ones of the many the actinides to be burned.

Besides, the 235U(n,f) cross section is one of the most important neu-
tron standard, i.e. a restrict group of very well known cross sections,
which are employed as reference for measuring neutron induced cross
sections and for measuring neutron fluxes. International agencies as
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Cross Section Evaluation Working Group (CSEWG) and the International
Atomic Energy Agency (IAEA) cooperatively manage the definition of
the standard cross sections and periodically update their values, on the
basis of the available experimental data. The role of the standard neutron
data is therefore relevant to ensure high quality nuclear data, being their
accuracy limited by the uncertainty of the employed reference. Improving
the accuracy of a widespread standard cross section, such as for 235U(n,f),
can have a significant impact over a large number of measurements that
use it as a reference.

In addition to the technological applications, the accurate knowledge
of the neutron induced fission cross sections on 235U and other actinides
isotopes is fundamental to refine the theoretical models, which require
systematic measurements of the fission chain reactions. Reliable fission
models has important implications in several scientific fields. Among
these, the fission recycling process occurring in the scenario of the nucle-
osynthesis in explosive environments of neutron star mergers, represents
the state of the art of the multi-messenger astronomy. In fact, it is well
ascertained that the fission recycling plays a major role into the determi-
nation of the final element abundances.

The definition of a standard neutron cross section includes one, or
many, well defined energy interval where its use is recommended. In
particular, the 235U fission is considered a standard for thermal neutrons
(En = 0.0253 eV), in the integral from 7.8 eV to 11 eV and over the interval
ranging from 150 keV to 200 MeV. Even though below 150 keV this cross
section is not a standard, it is usually employed as reference to measure
the cross section of neutron induced reactions, especially for the actinides.
Recently, significant discrepancies in the order of 5-10% were found in the
interval between 10 keV and 30 keV in some measurements employing the
235U(n,f) as reference, including the n_TOF flux [1] and the 235U(n,γ) cross
section measurement by Jandel et al. [2]. The need to clarify the origin of
these inconsistencies, motivated a new accurate measurement of 235U(n,f)
cross section at n_TOF, in the energy range from thermal to 170 keV. This
measurement represents also an opportunity to improve the accuracy of
the 235U(n,f) data in this low energy range, providing new datasets to
the evaluators to further refine this cross section. The measurement was
carried out adopting the so-called Ratio Method technique, by employing
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the reactions 6Li(n,t) and 10B(n,α) as references, whose cross sections are
standard from thermal to 1 MeV.

The Thesis is organized as follows: Chapter 1 provides a brief descrip-
tion of the fission process. Theoretical models are briefly reviewed and
the general framework of standard neutron cross sections with its impli-
cations in experimental physics is discussed. In the sections 1.3 the areas
of interest for which the present measurement is especially relevant are
presented, i.e. the technologies for the nuclear waste transmutation and
the fission recycling process in the rapid-process nucleosynthesis.

Chapter 2 describes the n_TOF facility, where the measurement has
been performed in 2016. This is a neutron beam facility located at CERN,
with excellent characteristic in terms of high energy resolution and in-
stantaneous flux, offering a unique environment to perform accurate neu-
tron induced cross section measurements. The chapter includes a detailed
description of the dedicated experimental apparatus, which represents
the first example of in-beam fission measurement at n_TOF based on sil-
icon detectors. It consists of a compact stack of six single pad silicon
detectors placed along the neutron beam, arranged to measure the reac-
tion products emitted in the forward and in the backward directions from
Li, B and the U samples. The adopted configuration allowed to have a
very high geometrical efficiency, able to compensate to a large extent any
source of systematic uncertainty arising from the angular distribution of
the reaction products.

The data analysis is described in Chapter 3. The Ratio Method allowed
to remove the contribution of all the constant sources of systematic un-
certainty, normalizing the 235U cross section to its standard integral, de-
fined between 7.8 eV and 11 eV. Moreover, the use of two independent
references has permitted to verify the consistency of both, ensuring the
robustness of the final results. The minimization and the careful handling
of all the sources of uncertainty represented an important aspect of the
measurement. The typical neutron energy uncertainty of n_TOF, ranging
between 10−3 and 10−4, was achieved using the time-of-flight technique
and accurately calibrating the flight path using several resonances of the
235U fission cross section. In addition, the consistency of the experimen-
tal 235U(n,f) cross section with the standard values in the energy intervals
where they overlaps represented an additional validation for the mea-
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surement.
The experiment required an accurate characterization of the exper-

imental apparatus, whose performances has been simulated and opti-
mized using the Geant4 Monte Carlo code. The implementation of the
setup and the interaction of the n_TOF beam with the elements in Geant4
followed several validation steps, during which the consistency of all
available geometrical and physical quantities were checked, as well as the
absence of hidden correlation. The choice to generate directly the reaction
products, to overcome the unbearable cost in terms of computing time of
neutrons, represented a major breakthrough for the simulations, which
required additional verifications. The simulation were used to evaluate
the detection efficiency of Li and B detectors as a function of the incident
neutron energy and the absorption of neutrons in all the materials placed
along the beam. Results are described in the Chapter 4.

The final results are presented in Chapter 5. The n_TOF 235U(n,f)
experimental cross section is compared with the major libraries and with
the IAEA standard, with particular care for the interval 10 keV to 30 keV.
In particular in the range 9 keV to 18 keV an average overestimation of 5%
has been found, partially confirming the origin of the inconsistencies that
motivated the present measurement. Finally, the ratio between the B and
Li yields is shown in comparison with the ratio of the standard values, in
order to further validate the experimental results. Moreover, this quantity
resulted to be a dataset of interest for the next evaluation of the standard
cross sections.



Chapter 1
Nuclear Fission

1.1 Fission process

Nuclear fission is an extremely complex nuclear reaction during which
the nucleus passes through a progressive deformation and finally splits
in two lighter fragments, with the contemporary release of a significant
amount of kinetic energy (hundred of MeV). After the discovery of the
neutron by Chadwick [3], Enrico Fermi and his collaborators started a
systematic study of the interaction of this new particle with various ele-
ments [4]. One of the more studied elements was uranium, the heaviest
nucleus present in nature with atomic number 92. Their intention was
to produce a heavier element by means of neutron capture reactions and
consequent β-decay. These experiments erroneously recognized the β-
radioactivity subsequent to the uranium irradiation as a signature of the
neutron capture and the production of the heavier element [5]. The real
nature of these β-emitters was correctly identified by Hahn, Strassman
and Meitner as the unstable fragments produced by the neutron induced
uranium fission [6]. This unexpected result was achieved through diffi-
cult chemical analysis, that was able to identify the presence of Barium
isotopes among the radioactive elements, justified only by the rupture of
the uranium nucleus.

Meitner and Frisch were the first to recognize that if the nucleus is
divided in two similar fragments, the Coulomb mutual repulsion would

9
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result in a total kinetic energy of ≈ 200 MeV [7]. The hypothesis was later
confirmed by the observations of Frisch himself [8]. The first extensive
theoretical description of fission was given by Bohr and Wheeler [9] and
was based on the Liquid Drop Model proposed by Gamow [10].

1.1.1 Liqid Drop Model

The Liquid Drop Model (LDM) provides a first evaluation of the en-
ergetics associated with small nuclear deformation, with very few ini-
tial assumptions. In analogy with the semi-empirical formula of Weiz-
sacker [11], the first and dominant term in the mass equation is propor-
tional to the nuclear volume, expressing the fact that the nuclear bind-
ing energy is proportional to the number of nucleons. The second term,
which has opposite sign, is proportional to the surface area and takes into
account the reduction associated with the nucleons close to the surface.
This term is small for a sphere while it increases with any deformation of
the nucleus. The third term is the Coulomb contribution, describing the
repulsive force among the protons. Finally, a fourth term proportional
to (N-Z)2/A represents the symmetry of the nucleus connected with the
empirical observation that in the absence of Coulomb forces stable nuclei
prefer to have, as far as possible, equal numbers of protons and neutrons.

The LDM considers small nuclear deformations, assuming that the
volume of the nucleus itself is conserved, representing the saturation
property of the nuclear density. Because of the volume conservation the
first term of the mass equation is constant as well. If a small, axially
symmetric deformation is considered, the radius can be expressed as:

R(θ) = R0[1 + α2P2(cosθ)] (1.1)

where R0 is the radius of the original sphere, P2(cosθ) is the Legendre
polynomial with θ the angle of the radius vector, and the coefficient α2
is the magnitude of the quadrupole deformation (here we are not con-
sidering higher order multipole deformations since their contribution is
much smaller of α2). The surface and Coulomb energies for such small
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deformation are:

Es = E0
s (1 +

2
5

α2
2) Ec = E0

c (1 −
1
5

α2
2) (1.2)

Depending on the values of Es and Ec, the liquid drop may be stable
or unstable under the deformation. Therefore, under small deformation
the energy change is given by:

∆E = ∆Es + ∆Ec =
2
5

α2
2E0

s −
1
5

α2
2E0

c (1.3)

Figure 1.1: Surface and Coulomb contributions to the nucleus total energy
as a function of the deformation parameter α2. The inset reports a zoom
of the net value, presenting the characteristic barrier shape (Courtesy of
A. Stamatopoulos [12]).

It is interesting to note that the two contributions have usually similar
values and nearly cancel each other, as shown in figure 1.1, reporting the
variable components of Es and Ec as function of the deformation parame-
ter α2. The net value represents the fission barrier shown in the inset, with
maximum height of ≈ 4 MeV for α2 ≈0.9, while the variable components
of the two individual contributions have values around 130 MeV. This
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makes evident the need to carefully evaluate the surface and Coulomb
energy, in order to obtain accurate deformation energies from the LDM.
Defining the fissility parameter as x = E0

c /E0
s , a drop requires x<1 for

being stable. On the contrary for x>1 there is no potential energy bar-
rier to prevent the spontaneous splitting of the drop. A semi-empirical
estimation of x as a function of Z and A was provided by Green, who
obtained x = Z2/(50.13A). Typical values for heavy nuclei, such as 235U,
are ≈ 0.7, while for Z>125 the LDM predicts the absence of any barrier.
In order to properly describe nuclear deformations, formula 1.1 should
include higher order Legendre polynomials, thus extended to:

R(θ) = (R0/λ)[1 + ∑
n=1

αnPn(cosθ)] (1.4)

where the parameter λ is only a scale factor, taking into account the con-
servation of the nuclear volume. Figure 1.2 shows the variation of the
nuclear shape with different values of the parameters α2 and α4. In the
the bottom-right of the map, beyond the scission line, the nucleus is no
longer stable and undergoes fission.

Besides the barrier height, other properties are of interest for the fis-
sion, in particular the curvature at the saddle point and the total width of
the barrier itself, useful for determining the spontaneous fission lifetimes.
The LDM has some limitation in describing adequately the full shape of
the fission barrier, since the surface of the potential energy beyond the
saddle point is difficult to describe. Moreover, many heavy nuclei are
well known to have appreciable deformations in their ground state, while
the LDM predicts a spherical shape. Finally, most of the experimental
data are available for heavy nuclei, with Z ≈ 92, where single particle
effects may change significantly the fission barrier shape. For such nu-
clei a second minimum in the potential energy is present, resulting in a
double barrier that makes the description of its penetration rather more
complicated.

1.1.2 Strutinsky Hybrid Model

The need of incorporating the single particle effects given by the nuclear
shell structure led Strutinsky to propose the microscopic-macroscopic
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Figure 1.2: Nucleus deformations with different values of α2 and α4, the
double line indicates the locus of scission (from [13]).

model [14]. In this model the shell effects are considered as a correc-
tion to the LDM which contains the dominant contributions, namely the
Coulomb and surface terms. Therefore, the total energy should be ex-
panded to include additional terms, corresponding to the pairing energy
(δP) and the shell correction (δU), both depending on the nuclear defor-
mation:

Etot = ELDM + δP + δU (1.5)

The pairing term expresses the fact that the total energy is lower when
the number of protons and neutrons are even, so there is a equal quantity
of particles with opposite sign of spin. Thus, the pairing energy is given
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by:

δP(N, Z) =

⎧⎪⎨⎪⎩
−δ0 N,Z even
0 A odd
+δ0 N,Z odd

(1.6)

The shell correction δU is calculated as a difference δU = U − Ũ,
where U is the total energy obtained with a realistic model, having nonuni-
form energy spacing and level degenerancies, while Ũ is the one obtained
with a uniform level distribution. Systematic errors arising from the gen-
eral problem of calculating the total energy from a single particle model
will be compensated, while the effects arising from special degenerancies
of the shell model are preserved, thus representing a clear advantage. The
correction is negative for spherical nuclei at or near closed shells, repre-
senting the fact that they have a lower total energy and a stronger binding,
while in the case of mid-shell nuclei the correction is positive. The situa-
tion is reversed if a deformation is taken into account, indeed in this case
the correction is typically positive for closed shell nuclei and negative for
the mid-shell ones. The shell correction thus favors non-spherical shapes
for the latters and it is strong enough to dominate the LDM contribution.

The superposition of the shell correction and the pairing term on the
LDM to calculate the nuclear energy as a function of deformation pro-
duces a double-humped barrier, schematically shown in figure 1.3. As
determined experimentally but contrary to the LDM assumptions, it is
to be noted that the shell correction creates a local minimum for a non-
zero deformation, this indicates the existence of a ground state having
a non-spherical equilibrium shape. Moreover a second minimum in the
potential barrier is present, corresponding roughly to the LDM saddle
point. The excitation levels in the first potential well are indicated as
Class-I levels and are typically more dense and narrow, while the ones in
the second minima are indicated as Class-II levels and are wider and less
dense. An extended description of the double-humped fission barrier has
been provided by Bjornholm and Lynn [16].

The introduction of the shell and pairing corrections to the LDM, and
the consequent existence of a double-humped barrier, allows one to jus-
tify many experimental evidences for which the LDM was inadequate.
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Figure 1.3: Double-humped fission barrier obtained with the pairing and
shell corrections (continuous line), compared with the fission barrier ob-
tained with the LDM (dashed line) (Courtesy of A. Tsinganis [15]).

In particular the hybrid model is able to explain the existence of fission
isomers, i.e. nuclear states that undergo fission with very long half-life if
compared to the typical values of the γ-decay half-life. These phenom-
ena can be understood with the existence of the second minimum in the
fission barrier, for which the γ-decay to the ground state of the nucleus
is much less favored than the fission through the second hump of the
barrier. Moreover the existence of the Class-II state justifies the observed
"clustering" of fission resonances. Each cluster corresponds to a Class-II
state, which has a higher fission width, since it only needs to penetrate
a much thinner barrier, while the internal structure is due to the nar-
rower and denser Class-I states. Whenever the nucleus is excited to a
Class-I state that is well-matched in energy and spin-parity with a Class-
II state, then the fission probability is higher and a resonance is observed
in the measured fission cross-section. The spacing between clusters cor-
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responds to the spacing of Class-II states, while the spacing within each
cluster is characteristic of Class-I states. As an example, figure 1.4 shows
the 240Pu(n,f) cross section, in which the clustering effect is very clear.

Figure 1.4: Resonance clustering in the 240Pu(n,f) cross section evaluated
by ENDF/B-VIII library. The Class-II spacing determines the separation
between each cluster, while the separation between resonances belonging
to the same cluster corresponds to the Class-I spacing.

1.1.3 Fission cross section

According to the concise description of the fission process presented in
the previous sections, the main features of the neutron fission cross sec-
tions can be explained. For neutrons of energy smaller than ≈ 0.1 eV, in
case of heavy nuclei like 235U, the cross section essentially depends on
the time spent by the incident neutron inside the nucleus. Therefore, the
cross section results to be inversely proportional to the incident neutron
velocity. We can express this with the "1/v law".

σ ∝
1
v

∝
1√

Energy
(1.7)

With increasing neutron energy, the cross section presents a large
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amount of resonances, corresponding to the excited states of the com-
pound nucleus. These cross sections presents an high resonance density
for heavy nuclei but at the same time are generally narrow and can be re-
solved experimentally. Figure 1.5 shows the fission cross sections for the
two most abundant isotopes of uranium, namely 235U and 238U, evaluated
by the library ENDF/B-VIII. In the 235U(n,f) cross section, the resonances
are resolved for neutron energy below 2.2 keV, where the boundary of
the Resolved Resonance Region (RRR) is set. Increasing the energy the res-
onances cannot be separated any longer, since the spacing is of the same
order of magnitude of the widths, giving rise to the so-called Unresolved
Resonance Region (URR). Initially the grouping of individual resonances
gives rise to structures in the cross section which vanish for neutron en-
ergy above ≈ 10 keV, where the cross section becomes rather smooth.

Figure 1.5: Evaluation of the 235U and 238U fission cross sections by
ENDF/B-VIII library. The gray arrowed lines indicate the approximate
energy intervals corresponding to the "1/v", Resolved Resonance Region,
Unresolved Resonance Region and Multi-Chance fission respectively.

It is interesting to note the large difference between the fission cross
sections of the two uranium isotopes for neutron energy lower than 1
MeV. This different magnitude is mainly due to the pairing energy de-
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scribed in the previous section. Indeed, thanks to the positive contribute
of δP, the neutron binding energy for n+235U is higher than the activation
energy, i.e. the difference between the peak of the fission barrier and the
ground state. This compound nucleus is therefore unstable against fis-
sion, even after the absorption of a very low energy neutron, consequently
the 235U(n,f) cross section is very high at thermal energy. In the case of
even-even nuclei, such as 238U, the contribute δP has opposite sign, result-
ing in a compound binding energy lower than the fission activation en-
ergy, thus the 238U fission cross section is many orders of magnitude lower
than the one of 235U. When the kinetic energy of the incident neutron is
enough to compensate the δP contribution, the 238U(n,f) cross section in-
creases significantly, reaching values of the same order of magnitude of
the 235U(n,f) cross section. This threshold effect is typically observed for
En ≈1 MeV, i.e. typical values of δP for heavy nuclei [17]. Finally in the
MeV energy region the fission cross section of both the elements exhibits
a series of "steps" which correspond to the multi-chance fission. The com-
pound nuclei can undergo fission after the pre-equilibrium emission of
one (second-chance fission), two (third-chance fission) or more neutrons
(nth-chance fission). This is possible since the typical time-scale of a neu-
tron emission is significantly shorter than the fission one [18].

1.2 Standard neutron cross sections

Neutron standard cross sections referes to a restricted group of very well-
known reactions, that are tipically employed to measure neutron fluxes or
for measurements of neutron induced reactions where the cross sections
is measured relatively to these references. By adopting the thin sample
approximation, the cross section of a given reaction is calculated by the
following expression:

σ(En) =
R(En)

ϕ(En)ρε(En)
(1.8)

where R(En) is the reaction rate, ϕ(En) the incident neutron flux, ρ the
sample areal density and ε(En) the detection efficiency. If a reference
reaction can be used during the measurement, the knowledge of the neu-
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tron flux is not required and the measurement can be considered self-
consistent, provided that the reference cross section is well known, or
better it is a standard in the energy region of interest. The condition to
apply this method is that the samples of the standard reaction and of the
reaction to study are exposed to the same neutron flux, apart possible
differences due to the interaction of the beam with the components of
the experimental setup or size of the samples. The expression 1.8 thus
becomes:

σX(En) =
RX(En)ρstdεstd(En)

Rstd(En)ρXεX(En)
σstd(En) (1.9)

where the suffix std indicates the quantities relative to the standard reac-
tion, the X the ones relative to the reaction we are measuring and σstd(En)
is the standard cross section employed. This approach eliminates the
need of directly measure the neutron flux with dedicated devices, which
may complicate the experimental design and possibly introduce addi-
tional sources of uncertainty.

Given the key role played by the standard cross sections, the accuracy
of their data must be as best as possible, since they limit the accuracy
of the measurements that refer to them. The Cross Section Evaluation
Working Group (CSEWG) and the International Atomic Energy Agency
(IAEA) cooperatively manage the definition of the standard cross sections
and the respective neutron energy intervals in which they are considered
standard [19]. The first complete evaluation of the neutron standards has
been made by Carlson et al. [20] in 2006, that is strictly correlated with
the ENDF/B library released in the same year, i.e. ENDF/B-VII.0 [21],
since the same standard cross section has been accepted. Concerning the
2006 evaluation, a set of 400 experimental data with covariance matrices
of uncertainties has been combined to perform R-matrix model fits for the
light-elements cross sections and non-model least-squares fits for all the
other cross sections. These fits have been calculated using the so-called
GMAP code [22, 23] developed by Poenitz, which allows to fit all types of
cross section (absolute and shape), their ratios, spectrum-averaged cross
sections and thermal constants.

For what said before, it is evident that the evaluation of a neutron
standard is a complex process that requires a careful selection of the ex-
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perimental datasets and a proper fitting procedure. Hence the complete
knowledge of all the uncertainties is essential, with particular care to the
hidden systematic errors and to the correlations between the datasets and
uncertainties. The neutron standard working group is responsible to keep
this database constantly updated with the most recent experimental data.

Table 1.1: Neutron standard cross sections released by CSEWG and IAEA
in 2017.

Reaction Energy interval

H(n,n) 1 keV to 20 MeV

3He(n,p) 0.0253 eV to 50 keV

6Li(n,t) 0.0253 eV to 1 MeV

10B(n,α) 0.0253 eV to 1 MeV

10B(n,α1γ) 0.0253 eV to 1 MeV

C(n,n) 10 eV to 1.8 MeV

Au(n,γ) 0.0253 eV, 0.2 to 2.5 MeV, 30 keV MACS

235U(n,f) 0.0253 eV, 7.8-11 eV, 0.15 MeV to 200 MeV

238U(n,f) 2 MeV to 200 MeV

In order to be used as a reference, a neutron reaction must have spe-
cific characteristics, among the more important are: a smooth energy de-
pendence in the standard energy interval, negligible competitive reactions
and a relatively simple production and management of targets with low
contaminants. The standard cross sections released in 2017 are reported
in table 1.1, with the related neutron energy intervals. To point out that
the point-wise cross section value for thermal neutrons, namely having
energy 0.0253 eV, is defined as a standard for two reaction, i.e. Au(n,γ)
and 235U(n,f). For 235U(n,f) the integral of the cross section between 7.8
eV and 11 eV is as well defined standard quantity, resulting very conve-
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nient during the normalization of experimental data, since the interval
contains a large resonance and the borders are located in two minimum,
thus removing any significant border effect. Finally the Maxwellian Aver-
aged Cross Section (MACS) of 197Au(n,γ) at T = 30 keV, i.e. the convolution
of the reaction cross section with a Maxwellian neutron energy distribu-
tion at a temperature T, is also defined as a standard.

In addition to the definition of the standard neutron cross sections,
the working group handles different additional quantities, useful to be
employed as references. In particular they provide fission reference cross
sections up to 1GeV (table 1.2), the reference cross sections for prompt
gamma-ray production (table 1.3) and the prompt fission neutron spec-
tra for the 235U(n,f) reaction induced by thermal neutrons and for 252Cf
spontaneous fission (table 1.4). In particular the so-called reference cross
sections play the same role of standard cross sections, hence having the
same proprieties such as a smooth cross section as a function of energy,
but they are not as well known.

Table 1.2: Neutron reference cross sections released by CSEWG and IAEA
in 2017.

Reaction Neutron energy interval

natPb(n,f) ≈ 20 up to 1 GeV

209Bi(n,f) ≈ 20 up to 1 GeV

235U(n,f) 200 MeV to 1 GeV

238U(n,f) 200 MeV to 1 GeV

239Pu(n,f) 200 MeV to 1 GeV

Among the standard cross sections the 235U(n,f) plays a relevant role
since it is one of the two that may be employed until 200 MeV, together
with the fission of 238U which, however, has a fission threshold of ≈ 1
MeV [17]. The 235U fission can be used as a standard seamless from 150
keV to 200 MeV. Below 150 keV the 235U(n,f) cross section is not defined as
a standard, but it is currently used as reference, in particular to measure
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Table 1.3: Prompt γ-ray production reference cross sections released by
CSEWG and IAEA in 2017.

Reaction Neutron energy interval

10B(n,α1γ) 0.0253 eV to 1 MeV

7Li(n,n’γ) 0.8 MeV to 8 MeV

48Ti(n,n’γ) 3 MeV to 16 MeV

Table 1.4: Prompt fission neutron spectra generated with 252Cf sponta-
neous fission or 235U fission induced by thermal neutrons, released by
CSEWG and IAEA in 2017.

Reaction Outgoing neutron energy

235U(nth,f) 0.00001 eV - 30 MeV

252Cf(sf) 0.00001 eV - 30 MeV

the cross sections of neutron induced reactions of actinides (see as exam-
ples [24, 25, 26, 27]). Its accurate knowledge preferably within ≈ 1% is
therefore needed and can have important implications in strategic techno-
logical applications, as the new generation of future critical or subcritical
reactors.

1.3 Application fields of fission

1.3.1 Nuclear energy and waste transmutation

Nuclear power represents one of the main sources of electric power world-
wide, accounting for around ≈ 10% of total power production in 2018
according to IAEA [28]. Nuclear energy has considerable advantages in
terms of economic sustainability and practically zero emission of green-
house gases, however the public concerns, in particular regarding the ra-
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dioactive waste disposal, dominate the debate about nuclear energy and
limit its growth. Recently, the possibility of handling the nuclear waste
to reduce its radiotoxicity, the so-called Partitioning and Transmutation
(P&T), is being revisited in order to find innovative solutions and new
options to be applied for the fuel cycle. The primary objective of P&T is
to reduce the long-term hazard of the exhausted fuel by transforming the
long-lived radionuclides, in particular the transuranic elements (TRUs),
into short-lived or inactive elements. Indeed the radiotoxicity of the ex-
hausted fuel is dominated by the 241Pu −→ 241Am −→ 237Np chain and
therefore to effectively reduce the hazard the TRUs must be transmuted
through fission [29, 30]. The fissioning of actinides is best achieved in fast
neutron spectrum systems as Fast Reactors (FRs) or Accelerator-Driven
Systems (ADS), where the fraction of fission events relative to radiative
capture is higher, thanks to a larger excess of neutrons. Consequently
the production of minor actinides is smaller and hence also the long-term
radiotoxicity. The P&T strategy requires a complex framework which in-
cludes the reprocessing plants, facilities where the TRUs fuel is produced
and the development of new reactors dedicated to the waste transmuta-
tion.

At present the "Once Through Fuel Cycle" is the most common strat-
egy adopted worldwide in the light water reactors (LWRs), while the
"Reprocessing Fuel Cycle" (RFC) results to be more complex and econom-
ically less convenient. However, the RFC can be a solution to the growing
uranium price in a long-term scenario. Currently the standard strategy
consists in the vitrification of High-Level Liquid Waste (HLLW), in order
to recycle the major actinides, namely uranium and plutonium, around
99.9% of which can be extracted, preventing their storage in the geolog-
ical repository. The fuel containing relevant quantities of plutonium, in-
dicated as mixed-oxide (MOX), is then used in special authorized plants.
During the LWR-MOX cycle ≈ 25% of plutonium is burned, while ≈ 10%
is transformed into long-term minor actinides. The resulting balance is
clearly convenient but the LWR-MOX cycle is not a definitive solution to
eliminate the radiotoxicity of the radioactive waste. On the contrary, the
combination of LWR-MOX and Fast Reactors can significantly increase
the utilization rates of actinides. Indeed the characteristics of FRs, in
particular their hard neutron spectra, enhance the resource utilization
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through breeding and minor actinides burning, while at the same time
the higher actinides generation through captures is suppressed compared
to LWR.

Figure 1.6: Basic concept of an ADS reactor, the fraction of the produced
energy f is used to power the accelerator, while the remaining 1-f repre-
sents the net energy produced.

An alternative transmutation system is represented by the Accelerator-
driven Systems [31, 32]. The basic idea of ADS is to couple a power-
ful linear proton accelerator (≈ 1 GeV, >10 mA current intensity) with a
sub-critical core containing the fissionable material. figure 1.6 shows the
sketch of the ADS concept, where is evident that the accelerator is pow-
ered by the reactor itself, thus ensuring an intrinsic safety. The proton
beam impacts on a lead-bismuth target, where the neutrons are produced
through a spallation process (more details in section 2.1). These neutrons
are able to sustain the chain reactions in the sub-critical core which sur-
rounds the spallation target itself. The "efficiency" of a reactor powered
by an accelerator is significantly lower than the present LWR, since the
majority of energy released by a fission event (≈ 200 MeV) is employed to
accelerate the protons, with a net energy gain ≈ 20 MeV for fission event.
The lower efficiency is compensated by the transmutation capabilities of
these reactors and by the improved safety, consequence of the subcritical-
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ity condition and of the possibility to control the reactor dynamic acting
on the proton beam current. Nevertheless many technological issues have
to be addressed before the ADS can be considered for commercial use, in
particular concerning the proton accelerator performances, the character-
istic of the spallation target and the structural materials.

In this context nuclear data play a fundamental role to improve the
physics models, by reducing the uncertainties and thus optimizing the
design of the core, the radiation shielding, the safety and everything is
involved in the design of this new generation reactors. Nowadays, high
precision neutron cross section data are available mainly for uranium and
plutonium isotopes, in the energy range from thermal to several MeV, re-
flecting the global interest in fast neutron reactors. Although the current
existing nuclear databases are sufficient for a first evaluation of dedicated
transmutation ADS and critical reactors, a detailed assessment requires
more precise and complete basic nuclear data. In particular the lack of
accurate data for minor actinides and high mass plutonium isotopes need
to be overcome with new dedicated measurements. The use of innovative
coolants, as liquid lead and bismuth, requires to know their neutron cross
section and that of all the contaminants with sufficient accuracy. Finally,
the transmutation process needs accurate cross section data from 1 keV
to several MeV for the fission fragments, as well as all the structural ma-
terials employed in the transmutations devices , in particular for those
concerning the capture cross sections. For most of these measurements
the 235U(n,f) reaction is used as reference reaction, so that the accurate
knowledge of its cross section in the energy range of interest plays a
fundamental role to guarantee high precision data from the measured
reactions.

1.3.2 Fission recycling in r-process

The production of the elements found in nature is assigned to a vari-
ety of nuclear processes, each one being characterized by a specific en-
vironment. The origin of the lighter elements (Hydrogen, Helium and
Lithium) during the so-called Big Bang Nucleosynthesis (BBN) is well
ascertained [33, 34], although remaining problems in understanding the
abundance of primordial 7Li. An additional source of light elements is
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given by the interaction of energetic nuclei of galactic cosmic rays (CGR)
with the nuclei of the interstellar medium (ISM)[35], whose contribute is
relevant for Li, Be and B production. All the other elements are produced
in the stars, during the different phases of their evolution. In particular
the fusion reactions, occurring in the stellar core, are responsible of pro-
ducing all the elements up to the iron peak, hence having Z lower than
≈ 26. Even though explosive staged of massive stars can synthesize few
elements beyond iron [36, 37], it is well-established since the ’50 that the
production of heavier elements is mostly assigned to neutron-induced
reactions [38, 39].

Figure 1.7: Abundances of elements in the solar system as a function of
mass number (from [40]). The abundances are scaled so YSi = 106 for
historical reasons.

The main processes involving neutron captures are the slow (s)-process
and the rapid (r)-process, named after the respective timescales of the re-
actions. The s-process is characterized by long time scales, from 50 Myr to
150 Myr, during which the time between two successive neutron captures
is usually longer than the mean life time of the isotopes produced by the
neutron capture sequence. If unstable the compound nucleus β-decay
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and, as a consequence, the nuclei involved in the s-process are all stables,
or close to the stability valley. Many reactions of the s-process have been
measured in last decades and the respective experimental data are avail-
able [41, 42]. This s-process takes place in the so-called 13C pocket [43],
which is formed in the outer layers of low-mass AGB stars during their
burning phase. This process is mainly powered by the 13C(α,n)16O re-
action and it is characterized by a relatively low neutron density (108

n/cm3). On the other hand, the r-process takes place in explosive sce-
narios, where very high neutron densities (1030−35 n/cm3) are available
for rapid sequences of neutron capture reactions, which operate over a
timescale of few seconds and quickly produce isotopes close to the neu-
tron drip line and far from stability. Only afterwards these very-unstable
isotopes decays toward the valley of stability through a succession of beta
decays. Contrary to the s-process, only a few of experimental data are
available for the neutron capture reactions of the isotopes involved in
the r-process, because of the difficulty to manage the radioactive samples
to be measured and because the available neutron fluxes in the neutron
beam facilities were not high enough to study most of the reactions re-
lated to such a kind of process.

The quest for the r-process environment generated a large number of
speculations in the last decades [44, 45]. A possible scenario is the merger
of neutron stars (NS) (or black hole and neutron star) [46, 47], but include
also rare classes of supernovae [48, 49] as well as hypernovae/collapsars
with polar jet ejecta [50, 51] and possibly also accretion disk outflows
related to the collapse of fast rotating massive stars [52, 53]. Figure 1.7
shows the typical pattern of the solar system element abundances, with
colored areas highlighting the characteristic structures of the main pro-
cesses. The production of heavy elements (A>60) is determined in large
part by the s- and r-processes which produce characteristic peaks, high-
lighted by the blue and red areas respectively. The r-process peaks are
typically located where the value of the neutron separation energy are
smaller, while the bottlenecks of the s-process arises from very small neu-
tron capture cross sections.

Neutron induced fission reactions play an important role in the r-
process, in particular within the NS-NS merger scenario. Fission deter-
mines the region of the nuclear chart where the neutron captures and
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beta-decays stop [54, 55]. Moreover, depending on the dynamic condi-
tions, FFs can serve as seed for neutron capture rapid sequences toward
the production of other fissionable elements, giving rise to several fis-
sion cycles, before all neutrons are used [56], this process is referred to as
fission recycling. Fission has been suggested to be responsible for the pro-
duction of a robust r-process pattern, in particular in the case of medium
mass nuclei (with A<140) whose abundances are partially determined by
the fission yields of very heavy nuclei (with A>280). Figure 1.8 shows the
comparison between the r-process solar system abundances and the final
abundances calculated with SKYNET [57], with and without the inclusion
of fission recycling process, assuming a reasonable electronic fraction Ye
= 0.1. The agreement when the fission is included (blue line) is far better,
in particular in the medium mass elements (grey area, corresponding to
the lanthanides), where the fission contribute is more relevant.

Figure 1.8: r-process abundances in the solar system (solid symbols) are
compared to SKYNET calculations with and without fission recycling
(from [58]).
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The lack of direct nuclear experimental data makes the description of
the fission recycling during the r-process extremely challenging, since it
strongly depends on the correct modeling of many neutron rich nuclei,
in particular of their fission barrier. Due to the dominance of neutron-
induced fission, the fission barrier itself is the most important quantity
for the determination of reliable fission rates, since the fission process
occurs at energies just above the fission barrier. In addition to the de-
scription of the different fission reaction channels and the correspond-
ing fission yields [59, 60], it is fundamental to determine the resulting
abundances [61]. Finally, during the last phase of the r-process, α-decay
competes with the fission, determining the final abundances of Lead,
Thorium, Uranium and long-lived actinides. The correct description of
transuranic nuclei is necessary to determine the r-process abundances
obtained in NS merger, with important consequences for the kilonova
lightcurves [62].

1.4 235U fission as reference

The most recent accurate measurement of n_TOF neutron flux has been
performed in 2011, during the so-called Phase-2, and published in 2013 [1].
In order to achieve the required high-accuracy, ranging between 1% and
5% according to the neutron energy interval, four different detection
systems based on three different neutron standard reactions have been
used for the neutron flux measurement. The Silicon Monitor [63] (Si-
Mon) and the MicroMegas [64, 65] (MGAS(10B)) covered the energy range
between thermal and 100 keV, using respectively the standard reactions
6Li(n,t) and 10B(n,α) as converters. At higher energies the experimen-
tal setup relied on the 235U(n,f) reaction and three different detectors:
MGAS(235U), a calibrated fission chamber from Physikalisch Technische
Bundesanstalt [66] (PTB) and a Parallel Plate Avalanche Counters [67, 68]
(PPAC). In particular the MGAS(235U) covered the range from 100 keV
to 1 MeV, the PTB chamber from 100 keV to 10 MeV and the PPAC was
suitable from 10 MeV to 1 GeV. Finally the experimental results were
compared with the outcome of the Monte Carlo simulations, made with
FLUKA and MCNP.
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Figure 1.9: n_TOF neutron flux measured in 2001. The combination of Si-
Mon and MGAS(10B) evaluated flux (black points), agrees with the Monte
Carlo simulations (red line), while the detectors using 235U fission as ref-
erence (blue and purple points) highlights a discrepancy between 10 and
30 keV.

Comparing the flux measured by the different detectors between 10
and 30 keV a relevant discrepancy was observed. The detectors using the
235U(n,f) reaction, hence MGAS(235U) and PTB, agreed with each other
but the measured flux were lower by ≈ 6-8%, relative to the flux measured
by SiMon or MGAS(10B). The observed discrepancy is shown in figure 1.9,
where the flux measured using the MGAS(235U) and PTB (purple and
blue points respectively) is compared with the combination of SiMon and
MGAS(10B) evaluated flux and with the flux predicted by the two Monte
Carlo simulations. A possible reason that can justify this discrepancy is
that the used 235U(n,f) cross section is overestimated by several percent
in that neutron energy region. In this energy interval, most evaluations
assign an uncertainty of ≈ 1% to the 235U(n,f) cross section, much lower
than the observed discrepancy.

An additional evidence of a possible overestimation of the 235U(n,f)
cross section in the energy range between 10 keV and 30 keV, emerges
considering the 235U(n,γ) cross section measurement published by Jandel
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Figure 1.10: Comparison and ratio of 235U(n,γ) cross section measured by
Jandel et al. [2], using the 235U(n,f) as reference, respect to the ENDF/B-
VII (red) and JENDL-4.0 (blue) libraries.

et al. in 2012 [2]. The top panel of figure 1.10 shows the experimental 235U
capture cross section, compared with two major libraries, available when
the measurement was performed, namely ENDF/B-VII [21] and JENDL-
4.0 [69]. The ratio between the experimental data and the two libraries is
reported in the bottom panel of the same figure. In the energy interval
from 10 keV to 30 keV the libraries reveal a difference of ≈ 10% respect
to the Jandel data. Since the capture cross section is extracted relative
to the evaluated 235U(n,f) cross section, the observed discrepancy can be
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justified even here by an overestimation of the fission cross section.

Figure 1.11: Comparison of high resolution experimental 235U fission
cross section with the ones provided by ENDF/B-VII and JENDL-4.0 li-
braries.

1.5 Nuclear data status of 235U(n,f)

Being one of the most studied reactions, many experimental dataset of
the 235U(n,f) cross section are available in the experimental repository
like EXFOR [70] (Experimental Nuclear Reaction Data). To further in-
vestigate over the 10-30 keV discrepancy, the comparison between some
suitable EXFOR datased and the cross section evaluated by major libraries
is reported below. It is interesting to remark that most of these datasets
date back to the 70s and 80s. In particular the cross section measured by
Moore et al. [71], Lemley et al. [72], Wagemans et al. [73] and Perez et
al. [74] have been considered for our purposes.

Figure 1.11 shows the comparison of the 235U(n,f) cross section eval-
uated by the ENDF/B-VII and JENDL-4.0 (black and red lines respec-
tively), that where available when the present measurement has been pro-
posed, and different experimental measurements in the energy interval
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between 5 and 40 keV. At first glimpse one can notice that the black curve
(ENDF/B-VII) better describes the structures present in all the considered
dataset, while the red curve (JENDL-4.0) presents a smoother behaviour
which in any case does not significantly differ from ENDF/B-VII. All the
experimental data clearly underestimate the evaluated cross sections in
the energy range between 10 and 30 keV, whilst a good agreement is ob-
served outside of this interval. The presence of a systematic deviation in
the 10-30 keV energy range can be better observed considering the ratio
between each of the four experimental cross sections and the two eval-
uations, as shown in figure 1.12. Given the similarities between the two
evaluations, each couple of ratios shows a very similar behaviour, so that
the following statements are valid for both. In the case of the cross section
measured by Moore et al. an average deviation of ≈ 7-8% is observed,
however it is limited to a narrower interval, i.e. between 8 and 15 keV.
The data by Lemley et al. shows an ratio around ≈ 0.9 between 10 and
23 keV, and a smaller deviation (≈ 5%) between 23 and 28 keV. Finally
the Weston and Perez cross sections presents a similar behaviour, with a
deviation of ≈ 5% in the neutron energy interval from 10 keV to 25 keV.
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(a) Moore et al. (b) Lemley et al.

(c) Weston et al. (d) Perez et al.

Figure 1.12: Ratio between different dataset of experimental 235U(n,f)
cross section available in EXFOR and the evaluations of ENDF/B-VII
(black points) and JENDL-4.0 (red points).



Chapter 2
Experimental setup

Nowadays accurate cross section data of neutron induced nuclear reac-
tions are needed in several scientific and technological fields. This moti-
vated the construction of different facilities worldwide, dedicated to per-
form accurate cross section measurements, exploiting the time-of-flight
technique to measure the neutron energy. Between these facilities n_TOF
presents peculiar characteristics, in terms of high energy resolution and
high instantaneous flux, allowing to perform the required high quality
measurements. The n_TOF facility is based on an idea proposed by Rub-
bia [75] in late 90s. The first experimental area has been commissioned in
2001 and since then a significant number of accurate neutron cross sec-
tion measurement has been performed. Even though it was originally
proposed to study reactions of interest for applications in nuclear energy
production, in particular for the design of present and new generation
nuclear reactors and for nuclear waste transmutation, recently the fields
of interest increased significantly.

Above all to study the processes of nucleosynthesis induced by neu-
trons in the framework of the s-process. Furthermore the building of
a second experimental area, started in 2013, with a different flight path
length and hence higher neutron flux, offered the possibility to perform
new measurements, never investigated reactions at n_TOF, concerning for
instance the Big Bang Nucleosynthesis (BBN), during which highly active
samples have been used.

35
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2.1 n_TOF facility

The n_TOF (neutron time of flight) facility is part of the CERN Accelerator
Complex. The neutron beam is produced by means of spallation reactions
of high energy protons hitting a lead target. These protons are initially
accelerated by the Linac 2 and then injected in the Proton Syncrotron
booster, that boosts their momentum to 1.4 GeV/c and then injected in
the Proton Syncrotron (PS) where they reach a momentum of 20 GeV/c.
The accelerated protons are delivered in bunches, distributed in real time
to several experimental halls. The spallation reactions produce a huge
number of neutrons (≈ 200 neutrons for each proton) which are suitably
moderated in order to give rise to a white energy spectrum. These neu-
trons, with energy ranging from thermal to a few GeV, are transported
through two different beam lines to reach two experimental areas, after
a flight path of 180 m and 20 m respectively. These different lengths
provide peculiar characteristics of instantaneous flux and neutron energy
resolution. The time-of-flight technique is used to measure the energy of
the neutrons interacting with the sample under study, with a resolution
as small as to 10−4 for the farther experimental area and 10−3 for the
closer one.

In figure 2.1 a sketch of the facility is shown: the proton beam travels
underground from the bottom-right of the picture finally impinging on
the spallation target. The produced neutrons travel to the experimental
areas along two beam lines, made of stainless steel, placed horizontally
at an angle of 10◦ and vertically at 90◦ with respect to the proton beam
direction. The first (Experimental Area 1, EAR1) and the second (Exper-
imental Area 2, EAR2), commissioned in 2014, are placed at the end of
the two beam lines respectively. Thanks to the shorter flight path, EAR2
is well optimized to perform measurements requiring high instantaneous
flux, such as those involving very low cross sections or radioactive sam-
ples with relatively short half life and high activity.

The proton bunches dedicated to n_TOF are characterized by a time
width of 7 ns (RMS) and a maximum repetition rate of 1.2 sec. The
bunches duration determines the limit of time-of-flight resolution that
can be achieved, which in turn determines the energy resolution of the
neutrons as a function of their kinetic energy. n_TOF can operate in two
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configurations:

• Dedicated mode: PS protons are accelerated specifically for n_TOF,
each bunch contains around 7·1012 particles.

• Parasitic mode: PS protons are primarily accelerated for another
experimental area (East Hall) but a fraction of the bunch goes to
n_TOF target. In this case the number of protons is smaller (≈ 3.5·1012).

Figure 2.1: Sketch of n_TOF facility, EAR1 is located 185 m downstream
respect to the spallation target whilst EAR2 is in 20 m the vertical di-
rection. The black dashed arrow indicates the direction of the incoming
proton beam.

n_TOF is characterized by a minimum repetition rate of 0.8 Hz, hence a
bunch every ≈ 1.2 seconds hits on the spallation target. In principle, in a
time-of-flight facility the overlapping of two consecutive neutron bunches
may lead to misidentify very low energy neutrons of the i-th bunch as
high energy neutrons of the i+1-th bunch. Thus slow neutrons from the
previous bunch may represent a background for the current one. This
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source of background at n_TOF is not present since the rather slow repe-
tition rate prevents such an overlap, indeed the time-of-flight of thermal
neutrons for EAR1 (its flight path 185 meters) is of the order of ≈ 100 ms.

As said, the neutrons are produced by spallation reactions, which term
refers to a nuclear reaction between a highly energetic light particle and
an atomic nucleus, during which many nucleus fragments and other high
energy particles are emitted, leaving the residual very different from the
initial one. Even though the incident particle can be a light ion or a
neutron, usually it is a proton, since this reaction is closely associated
with the Accelerator-Driven Systems reactors. The first description of the
spallation process has been made by R. Serber [76] in 1947, despite he
never uses "spallation" in this paper, while an updated review can be
found in [77].

Figure 2.2: Scheme of the spallation process: the high energy proton
starts the Intranuclear Cascade, leaving the nucleus in an excited state.
This excitation energy is then released through a fission process or light
particles emission.

The spallation consists of a set of successive and/or competing nuclear
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processes and could be described in a first approximation considering two
subsequent stages. In the first stage the initial particle has a kinetic energy
typically larger than 100·A MeV and a consequent mean free path of the
same order of nucleus size, hence the interactions with the nucleons are
like free particles and the process can be represented as a series of binary
collisions. During this so called "Intranuclear Cascade" a large number of
particles are generated within the nucleus, mainly protons, neutrons and
pions. The latter may escape as secondary particles or interact with the
nucleus itself, leaving it in an excited state. This stage has a typical time
scale of 10−22 seconds and the modeling is generally handled with an In-
tranuclear Cascade code like INCL4[78]. After the cascade process nuclei
are generally left in an excited state, therefore they decay to their ground
state with a relatively slow de-excitation stage (typical time scale of 10−16

s), mostly by nuclear evaporation and fission. The particles emitted dur-
ing this stage, mainly neutrons but also light charged particles, have an
energy between a few MeV and 20 MeV. The low-energy neutrons pro-
duced during nuclear de-excitation can be further moderated, reducing
their energies to lower values down to the thermal energy. Before the de-
excitation takes place, a pre-compound stage occurs which includes the
pre-equilibrium emission, multi-fragmentation [79, 80, 81] and the Fermi
break-up processes [82].

One peculiarity of such a kind of neutron facilities based on spallation
is the presence of the so-called γ-flash, a huge prompt pulse produced by
the interaction of the proton beam with the spallation target. Reaching
the experimental areas, this γ-flash blinds the detectors for a time inter-
val depending on their properties, that can range from several tens of
nanoseconds to a few microseconds, thus significantly limiting the max-
imum energy limit of the detectors themselves. Nevertheless the γ-flash
is usually exploited as initial trigger, in order to have an accurate time
reference to measure the time-of-flight of the neutrons. Of course, in or-
der to make the detectors as sensitive as possible to the faster neutrons,
several efforts have to be made to shorten the recovery time by acting on
the detectors and their read-out electronics.

The amount of neutrons and their energy distribution are strongly de-
pendent on the design and materials of the spallation target. The first
target had to be replaced after the first four years of operation (n_TOF-
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Figure 2.3: Scheme of the spallation target, the PS protons are injected
according to the red arrow.

Phase1), because of some degradation caused by insufficient cooling. It
has been replaced in 2008, when a new spallation target was installed to-
gether with a new cooling/moderator assembly, after having investigated
several options to improve the performances and the safety conditions.
After its commissioning, a new experimental campaign was started in
the following year (n_TOF-Phase2) [83]. This new target was a cylindrical
high purity (99.99%) lead block of 60 cm diameter and 40 cm length. A
sketch is reported in figure 2.3. The lead core is enclosed in a aluminum
alloy vessel, 1 cm thick, that includes the cooling circuit based on the cir-
culation of pressurized demineralized water. A second circuit is placed in
front of the neutron exit window toward EAR1. It consists of a 4 cm liquid
layer which acts as moderator and is independent of the cooling circuit,
making possible to fill it with a different liquid and thus affecting the neu-
tron energy spectrum as a consequence. Initially the moderator consisted
of demineralized water, in 2011, during the n_TOF-Phase2, the modera-
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tor has been filled with borated water, namely containing a 1.28% of boric
acid (H3BO3) enriched in 10B, diluted in water. The huge cross section of
10B(n,α) reaction at low neutron energy shapes the outcoming flux, re-
ducing the component at energy below 100 eV. Moreover, the reduction
of the thermal component decreases the γ background. Indeed the emis-
sion of 2.2 MeV γ-rays from the radiative neutron capture on hydrogen is
considerably suppressed. The second spallation target operated without
any issue during the n_TOF-Phase2 (2008-2013) and n_TOF-Phase3 (2014-
2018), completing its planned life span. From 2018 to 2021, profiting by
the CERN long shutdown, a new spallation target was developed which
is currently being installed [84]. The new target is expected to slightly in-
crease the EAR2 neutron flux and at same time significantly improve the
energy resolution, by adding an exit window on the vertical direction and
a dedicated moderator circuit, without affecting the working condition in
EAR1.

Table 2.1: Overview of n_TOF operative phases, with the corresponding
configuration of the spallation target and moderator material.

Phase name Year Note

n_TOF-Phase1 2001-2004 First target configuration

n_TOF-Phase2 2009-2011
Second target configuration &
demineralized water as moderator

n_TOF-Phase2 2011-2012
Second target configuration & bo-
rated water as moderator

n_TOF-Phase3 2014-2018
Same configuration, EAR2 has
been constructed

n_TOF-Phase4 2021-... Third target configuration
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2.1.1 Time of Flight technique

The kinetic energy of the neutrons arriving in the experimental areas is
calculated by measuring the time-of-flight, defined as the difference be-
tween the time tn when the neutron is detected in the experimental area
and the time t0 in which it has been produced. The neutron energy is
calculated with the relativistic formula:

En = mnc(γ − 1), γ = (1 − v2/c2)−1/2, v =
L

TOF
(2.1)

where mn is the neutron mass, c is the speed of light, L is the flight path
and TOF is the measured time of flight. Of course for low energy neutrons
the expression 2.1 can be approximated by the classical relationship:

En =
1
2

mn

(
L

TOF

)2

. (2.2)

While tn is relatively easy to be measured, the correct determination of t0
is more difficult. To overcome this problem it is convenient to use tγ as
start time, namely the detection of the γ-flash, and correct it for the time
spent by gammas to travel from the spallation target to the experimental
area, i.e. L/c. The time of flight is then:

TOF = tn − tγ + L/c. (2.3)

As a first approximation the uncertainty on the neutron energy can be
expressed as:

∆En

En
= 2 ·

√(
∆t
t

)2

+

(
∆L
L

)2

. (2.4)

Figure 2.5 shows the classical and relativistic relation between the
Time of flight and the incident Neutron Energy in the case of EAR1 (flight
path 185 m) and EAR2 (flight path 19.5 m). One can observe that the rel-
ativistic effects are relevant starting around 100 MeV.

The uncertainties ∆t and ∆L depend on the time resolution of the de-
tectors, on the time width of the proton pulse and on the technique used
to determine the flight path L. Those uncertainties are approximately con-
stant against the neutron energy. A long flight path allows to reduce both
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Figure 2.4: Events during each n_TOF pulse. A trigger is sent by the PS
when the proton bunch is transferred to n_TOF beam line, followed by the
spallation process when protons interact with the lead target. After a time
L/c the γ-flash reaches the experimental areas, followed by neutrons,
whose arriving time depends on theirs kinetic energy.

Figure 2.5: Classical and relativistic relation between the Time of flight
and the incident Neutron Energy in the case of EAR1 (L = 185 m) and
EAR2 (L = 19.5 m).

the ratios in the expression 2.4, moreover by improving the spallation tar-
get design the final uncertainty can be further minimized. Around the
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world there are different facilities for accurate neutron cross section mea-
surements, all based on the production of neutrons via spallation and
time-of-flight technique. They mostly differ for the chosen spallation tar-
get and for the flight path length. Among the most active in the recent
year are GELINA[85] at JRCIRMM (flight path 10, 30, 50, 60, 100, 200, 300,
400 m), DANCE[86] at LANSCE (20 m) and ANNRI[87] at J-PARK(22 and
28 m). n_TOF is the facility with the higher neutron flux per pulse and
wider energy range. A comparison between the n_TOF neutron flux and
some of these facilities is shown in section 2.1.4 (figure 2.9).

2.1.2 Experimental area 1

EAR1 is the first experimental area built at n_TOF, commissioned in 2001
and still in operation. For 13 years it has been the only experimental area
of the facility before the development of the second experimental area in
2014. The 185 m long flight path provides a very good neutron energy
resolution of 10−3 to 10−4 depending on the neutron energy, well suited to
perform accurate measurements such as neutron capture cross sections.
This area is located in an underground cave, at the same level of the
spallation target, and is classified as Class A Laboratory, hence giving the
possibility to handle unsealed radioactive material. The neutron beam
line from the spallation target to the experimental area is bent at 10◦

with respect to the proton beam direction, in order to strongly reduce the
quantity of forward-going relativistic particles generated by the spallation
process. A sketch reporting the elements placed along the beam line is
shown in figure 2.6.

Figure 2.6: EAR1 beam line from the spallation target to the beam dump
located at the end of the tunnel (≈ 200 m).

Two collimators along the beam line are designed to shape the beam,
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reducing its diameter and suppressing the neutron halo. The second col-
limator in particular allows to switch between two different diameters,
namely 2.2 cm, used in general for capture measurements, and 6 cm used
for fission measurements. Furthermore, at a distance of 135 m from the
spallation target is the so called filter station, that allows to insert disks
of different materials to intercept the beam, in order to study the back-
ground by means of the black resonance technique [88]. Moreover, fol-
lowing the first collimator the beam crosses a sweeping magnet, where
the charged particles are deflected and swept away. The neutral particles,
such as γ-rays or π0, are not affected. After the experimental area the
neutrons travel along a short vacuum pipe till to the beam dump, con-
sisting in a 49 x 49 x 47 cm3 polyethylene block where three radiation
monitors are placed for radiation safety purposes.

2.1.3 Experimental area 2

The second experimental area, built in 2014, is distant approximately 20
meters from the spallation target, along the vertical direction. A shorter
flight path implies a higher neutron flux (a factor ≈ 35 compared to
EAR1) and energy resolution around 10−3. The availability of a high in-
stantaneous neutron flux allows to perform accurate measurements even
with short-lived radioactive samples (i.e. with very high activity), because
of the higher signal to background ratio attainable, that makes it an excel-
lent experimental site in the world for such a kind of measurements. The
high n_TOF instantaneous flux and the fact that EAR2 is classified as a
Class-A laboratory represents a unique environment, especially for han-
dling extremely radioactive samples. Since its entry into operation, this
experimental area made possible new measurements of particular inter-
est in the framework of the big bang nucleosynthesis, the two beryllium
destruction channels have been explored in order to possibly solve the
cosmological lithium problem [89, 90].

A scheme of EAR2 beam line is reported in figure 2.7. The elements
along the line are similar to those adopted for EAR1, with two collimators
that shape the neutron beam, a sweeping magnet (in case of EAR2 it is
a permanent magnet) and a filter box for background analysis. Since the
spallation target is not optimized for the vertical direction, the lead upper
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surface is not perpendicular to the beam, thus meaning that the thickness
of the lead layer crossed by the neutrons is not uniform. Moreover, since
the moderator layer containing borated water is not present on the top
side, a larger thermal component is present in the flux. Finally, the wide
angle (90◦) between the proton beam and the EAR2 beam line implies
that the high energy neutrons produced during the first stage of the spal-
lation process due to the Intranuclear Cascade are missing, so that the
neutron spectrum presents an energy limit of ≈ 200 MeV. Even though
a shorter flight path guarantees a significantly higher neutron flux, some
drawbacks are present. In particular, having the neutrons in EAR2 a
shorter time of flight compared to EAR1, they are closer to the γ-flash
and the detection requires detectors with faster recovery time. Moreover,
the γ-flash is stronger and the missing borated water on top of the target,
implies that the detectors are more easily saturated. Finally, shorter time
of flight means worst resolution, about an order of magnitude larger than
in EAR1.

Figure 2.7: Scheme of the second n_TOF experimental area, the Class-A
laboratory is located vertically over the spallation target approximately at
≈ 20 meters.
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2.1.4 n_TOF neutron flux

As previously said, the different flight path to reach the two experimental
areas of n_TOF implies that the two fluxes have peculiar characteristics
both in term of integral and energy intervals. In figure 2.8 the compari-
son between the EAR1 (red) and EAR2 flux (blue) is shown. The EAR1
flux has an extremely wide range of neutron energies ranging from ther-
mal to 1 GeV. The flux in the figure refers to the last n_TOF configuration
(2011), that is characterized by the effects of the borated water as modera-
tor, which was installed in the spallation target during the n_TOF-Phase2.
This moderator significantly reduces the amount of low energy neutrons.
In the interval from 1 eV to 100 keV the shape is almost flat, with a mod-
erate but constant growth as the neutron energy increases. Beyond 100
keV the flux in both areas has a significant increase due to neutrons emit-
ted in the second stage of the spallation process, during the processes of
evaporation and fission, whose typical energy is up to 10 MeV.

Figure 2.8: Comparison between between the EAR1 (red) and EAR2 flux
(blue).

The behaviour of both fluxes as a function of the neutron energy
present several absorption dips, in correspondence of resonances of the
elements present in the beam line, in which a significant fraction of neu-
trons are absorbed or scattered off-beam. The largest contribute arises
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from the aluminum vessel containing the spallation target, indeed the
27Al(n,tot) cross section has huge resonances in the keV region. In partic-
ular aluminum is responsible for the large neutron absorption at 35 keV
(smaller absorption dips due to aluminum are located at 5.9, 80, 120 and
150 keV). The dips are more pronounced in the EAR2 flux, since the spal-
lation target used during the n_TOF-Phase2 was not optimized for the
vertical direction, and larger thickness of aluminum were present. Apart
from the difference in the low energy region, the flux shape at higher en-
ergy is very similar between EAR1 and EAR2. The number of neutrons
per pulse, integrated in several energy intervals, is reported in table 2.2,
together with the ratio between the two experimental areas.

Table 2.2: Number of neutrons per pulse, in several neutron energy ranges
for EAR1 and EAR2, and their ratio.

Energy range (eV)
Neutron/Pulse
EAR1

Neutron/Pulse
EAR2

EAR2/EAR1

0.01 to 0.1 5.03·103 1.2·105 23.9

0.1 to 1 1.33·104 2.64·106 199

1 to 10 2.07·104 1.28·106 61.8

10 to 100 2.6·104 9.96·105 38.2

100 to 103 2.96·104 1.12·106 37.8

103 to 104 3.33·104 1.23·106 37

104 to 105 4.54·104 1.47·106 32.4

105 to 106 1.34·105 2.03·106 15.1

106 to 107 1.61·105 5.93·106 36.9

107 to 108 5.49·104 4.61·106 83.9

In figure 2.9 a comparison between a few time-of-flight facilities is
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shown, with their respective fluxes reported in terms of neutrons per
pulse per unit area (top panel) and neutrons per second per unit area
(true flux, bottom panel) respectively. The extremely wide neutron en-
ergy range of n_TOF flux sticks out, in particular in EAR1 where it is
possible to perform measurements up to 1 GeV. The higher number of
neutrons per pulse respect to other facilities in the world is evident in the
upper panel, in particular for EAR2. The neutron fluxes integrated in one
second are shown in the bottom panel, that depend on the repetition rate
available the facilities. At n_TOF the maximum repetition rate is limited
by the mechanical stress that can be sustained by the spallation target, in
particular by the target cooling time required after each proton pulse.

Figure 2.9: Comparison between different neutron beam facilities’ flux for
pulse (top panel) and for second (bottom panel).

2.1.5 n_TOF resolution function

The resolution function (RF) of the neutron beam is an important char-
acteristic of any neutron beam facility, in particular for those where neu-
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trons are produced by spallation and a low energy component is obtained
by means of thermalization with a moderator around the target. In par-
ticular, the RF is defined as the distribution of the neutron flight time for
neutrons of a given kinetic energy. Profiting by the relation between TOF
and flight path, it is convenient to express the RF in term of flight path
as:

LE f f = LGeo + λ(En), (2.5)

where LE f f is the effective length, LGeo is the distance from the spallation
target’s exit window to the experimental area and λ(En) is a pseudo-
distance called moderation length, i.e. a convenient additional flight path
which is a function of the neutron energy. Moreover, if expressed in term
of the moderation length the dependence on the neutron energy results
to be weaker. The main contribution to the RF is given by the modera-
tion process inside the spallation target, whose typical size is small but
not negligible compared to the flight path. Figure 2.10 shows the mod-
eration insider the spallation target, during which the neutron travels an
additional flight path λ(En) depending on its kinetic energy. Since this
additional distance fluctuates, the time-to-energy relation is not univo-
cal: a given neutron energy value corresponds to a distribution of time
of flights, and vice versa. In addition, the primary proton pulse duration
(7 ns RMS) is not negligible for high energy neutrons and significantly
contributes to the overall distribution.

Figure 2.10: Sketch of the moderation process, after the production the
neutron (blue line) travels an additional length inside the spallation tar-
get, depending on its kinetic energy.

The resolution function can not be measured directly but it needs to
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be calculated analytically or estimated using Monte Carlo simulations.
During n_TOF Phase1 an analytical approach was initially adopted, with
a parameterization requiring 7 energy dependent parameters to describe
the resolution function from 1 eV to 1 MeV [91], in order to be employed
in the SAMMY[92] and REFIT[93] codes. However a numerical approach
based on Monte Carlo simulations, performed with CAMOT[94] and
FLUKA[95, 96] during Phase1 and with FLUKA and MCNP[97] during
Phase2, was proved to be more effective in describing the n_TOF experi-
mental conditions. The resulting resolution function has been afterward
validated by measurements of well-known resonances.

Figure 2.11: n_TOF resolution function, i.e. the distribution of the moder-
ation length as a function of the neutron energy.

The numerical resolution function of n_TOF, i.e. the distribution of the
moderation length as a function of the neutron energy is reported in fig-
ure 2.11. At a first glimpse one can notice that the moderation length dis-
tribution results to be larger at low energies and from 0.1 MeV to 10 MeV.
At low energies the distribution is affected by the moderation process re-
sponsible for the production of thermal neutrons, in fact the collision of
the neutrons with the nuclei is a stochastic process and the effective geo-
metrical path could vary significantly. In the 0.1 MeV to 10 MeV interval
the distribution is determined by the evaporation and fission processes
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that produce these neutrons. At neutron energy ≈ GeV it becomes nar-
rower and with an upper bound corresponding to the spallation target
size, since the neutrons are mostly produced through the Intranuclear
Cascade in the first layers of the target.

Figure 2.12: Energy-dependent term of the average moderation dis-
tance for neutron energies between 1 eV and 1 MeV, extracted from
FLUKA+CAMOT simulations (symbols) and fitted with equation 2.6
(solid curve).

With an acceptable level of approximation it is possible to follow a
simplified approach, as that proposed by Lorusso et al. [98]. In this ap-
proximation, the variable component of the flight path λ(En) depends
in average from the square root of the neutron energy, according to the
expression:

λ(En) = 0.101 ·
√

En (2.6)

The constant 0.101 presents in the formula 2.6 has been determined by
fitting the results of the simulations made with FLUKA and CAMOT.
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Figure 2.12 shows the average moderation distance calculated in the sim-
ulations and the resulting fit with equation 2.6. This approach is valid
below few hundred of keV, hence over all the interval of interest for the
present work. In case the measured cross section presents resonances,
the application of the RF is required to correct them, thus improving the
shape. In fact, the non univocal time-to-energy relation expressed by
the resolution function implies that the measured resonance widths are
larger than the values. Moreover, the asymmetric shape of the modera-
tion length distribution determines the presence of a low energy tail in
each resonance in the experimental spectra.

2.2 Experimental apparatus

The 235U(n,f) cross section has been measured relative to two reference
reaction, whose cross sections are defined by the IAEA as standards of
measurement, namely 6Li(n,t) and 10B(n,α). The two reference reactions
are:

6
3Li + 1

0n −→3
1 H(2.73MeV) + 4

2He(2.05MeV) (2.7)

10
5 B + 1

0n −→
{

4
2He(1.78MeV) +7

3 Li(1.01MeV) BR ≈ 94%
4
2He(1.47MeV) +7

3 Li⋆(0.84MeV) BR ≈ 6%
(2.8)

Both are defined as standards from 0.025 eV (thermal neutrons) up
to 1 MeV and have a 1/v dependence, apart from a wide resonance in
the 6Li(n,t) cross section at ≈ 250 keV. Such a smooth behavior represents
a clear advantage when using these reactions as reference. Indeed, the
presence of narrow resonances would require the use of the resolution
function, making the analysis of the reference reactions more complex
and introducing additional sources of uncertainty. Moreover, in presence
of a narrow resonance even a small mismatch in the time-to-energy con-
version would result in a wrong evaluation of the reference cross section
at that energy.
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The experimental apparatus, specially made for the experiment, was
based on silicon detectors arranged in a suitably mechanical setup. A
sketch of this setup is reported in figure 2.13. In details there was six
single pad silicons detectors and three pairs of 6Li, 10B or 235U samples
respectively, which characteristics are listed in table 2.3. Each detector
was coupled with a single sample arranged parallel to the silicon sur-
face at a small distance (≈ 1mm). The separation between the two was
kept as small as possible in order to maximize the geometrical efficiency.
The samples and detectors were mounted on PCB frames and inserted
into dedicated grooves in the aluminum support, to guarantee a high
mechanical stability and the correct alignment of all the elements.

During the measurement the experimental apparatus was placed di-
rectly on the neutron beam, so that all the elements were crossed by the
incoming neutrons approximately in the central position. For each re-
action the two detectors were arranged in a back-to-back configuration,
hence the succession of the elements crossed by the neutron beam was
sample-detector-detector-sample. In this way the first detector measured
the reaction products emitted in the forward direction with respect to
the incoming beam, whereas the second detector measured the products
emitted in the backward direction. Every detector was only hit by reaction
products emitted by the associated sample, since the other silicons and
the aluminum backings shielded it from the products emitted by other
samples. This arrangement was chosen to minimize the systematic un-
certainty that can arise from the angular distribution of the reaction prod-
ucts. Indeed, for the evaluation of the detection efficiency we made use of
the best estimate of the angular distribution of the reaction products, pro-
vided by ENDF/B-VIII, that is based on few partial measurements and
theoretical guesses. With the adopted arrangement any possible overes-
timation in the forward or backward efficiency is compensated to a large
extent by the detector in the opposite direction.

In the following the six silicon detectors will be named as Li_f, Li_b,
B_f, B_b, U_f, U_b, standing respectively for 6 Li, 10B, 235U, forward and
backward with respect to the beam direction.

The total length of the setup was about 10 cm. Even though the sam-
ples have different shape and size, they were much larger than the neu-
tron beam width of Gaussian shape with σ = 7 mm. The setup was
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Figure 2.13: Sketch of the experimental setup. The neutron beam im-
pinges on the back side of the first lithium fluoride sample and crosses
all the detectors and samples.

aligned by using two gafchromic, that are films containing a dye which
changes color when exposed to ionizing radiation [99], so that the shadow
of the beam is impressed after a suitable irradiation time. The impressed
area corresponding to the beam spot revealed a distance of the beam
center from the axis of the detectors of 1 cm in the horizontal direction
and 0.5 cm on the vertical. Because the detectors and samples sizes were
much larger than the neutron beam, this misalignment did not represent
a problem and therefore the apparatus position was left unchanged. The
alignment procedure with the gafchromic films assured an accuracy of
1 mm, and the effect of this uncertainty was later studied in detail with
the Monte Carlo simulation described in chapter 4 and duly taken into
account.

The adoption of the silicon detectors presents a series of advantages,
in particular the good energy resolution allows an efficient discrimina-
tion between the reaction products in each of the two reference reactions.
Moreover, in previous measurements [89, 90] we ascertained that silicon
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Table 2.3: Characteristics of the six samples (two for each type of deposit).

Material Enrichement Size (mm) Thickness Atoms/cm2 Backing

LiF 95% 6Li □ 47 × 47 1.89 (3) µm 1.14·1019 50 µm

B4C 100% 10B □ 70 × 70 0.08 (5) µm 8.28·1017 18 µm

H2O2U 99.93% 235U ⊘ 40 0.145 (16) µm 6.18·1017 250 µm

detectors were substantially immune from radiation damage induced by
the n_TOF neutron beam during a time span of two months, therefore
their radiation hardness was good enough to ensure a good stability dur-
ing the whole measurement. Despite silicons have already been used at
n_TOF to detect charged particles also in-beam configuration, the present
measurement represented the first case they were employed to detect fis-
sion fragments. In light of the high accuracy results which will be shown
in the next chapters, this technique proved to be highly effective to per-
form cross section measurements of neutron induced fission reactions,
most importantly with small systematic uncertainty. It is currently un-
der study the opportunity to perform a campaign of fission cross section
measurements with experimental equipements having the same design
concept.

As described above, for each reaction a configuration with two sam-
ples and two silicon detectors was employed. While the emission of the
fission fragments results to be isotropic in the energy range of interest for
this measurement, for both the reference reactions the angular distribu-
tion depends on the neutron’s kinetic energy. This results into a detection
efficiency that depends on the neutron energy. The correction for this ef-
fect was estimated by means of a dedicated Monte Carlo simulation code,
and is described in detail in section 4.3. The forward/backward configu-
ration with large solid angle covered by the detectors makes up for any
forward-backward anisotropy, and to a large extent it reduces the depen-
dence of the estimated efficiency on any systematics, in particular on the
angular distribution of reaction products.

The single pad silicon detectors have an active area of 5x5 cm2, and
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Figure 2.14: Sketch of a silicon detector employed for the measurement,
these silicons are single pad 5x5 cm2 and 200 µm thickness.

like for the active samples this area was much larger than the beam size,
allowing to relax the need of a very accurate alignment. Their thickness
was 200 µm, thicker than the maximum range of the reaction products
and hence sufficient to stop all of them. The most penetrating particles
were the tritons generated in the 6Li(n,t) reaction, with a range of 50 µm
in silicon. On the other hand the α-particles produced in the 10B(n,α) re-
action, and more the fission fragments, have a shorter range. The detector
datasheet specifies the presence of a 500 nm aluminum dead layer on the
entrance window of the silicon diode, whose final effect was to slightly
modify the shape of the energy spectra, in particular for the products
emitted at very large angles. This effect is more relevant for the detectors
coupled with 10B samples, given the higher stopping power of the alphas
due to the relatively low Q-value of the 10B(n,α) reaction. Clearly the
presence of this layer has been included in the Monte Carlo simulations
code, as will be described in detail in chapter 4.

A picture of the assembled experimental apparatus is reported in fig-
ure 2.15. The setup was positioned inside the reaction chamber shown
in figure 2.16, which was kept at 10−6 mbar during the measurement, in
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Figure 2.15: The experimental setup during its installation. The detectors
and samples are in place on the aluminum support that is to be fixed on
the reaction chamber’s upper flange.

order to prevent the energy loss of the reaction products in the ≈ 1 mm
distance between each sample and the associated detector. The front-end
electronics for the detectors consisted of the MPR-16-LOG multichannel
linear-logarithmic preamplifier, produced by Mesytec [100], followed by
six ORTEC 474 timing filter amplifier modules [101]. The preamplifier has
a linear behaviour up to a deposited energy of about 10 MeV, while above
this value its response becomes logarithmic. The choice of this pream-
plifier has been motivated because this lin-log behaviour minimizes the
deleterious effects of the γ-flash, that is particularly relevant consider-
ing that the detectors were directly exposed to the neutron beam. The
full waveforms of detector signals were acquired by the standard n_TOF
Data Acquisition System[102], based on SPDevicesADQ14DC4C cards of
1 GS/s maximum sampling rate, 14 bits resolution and 256 MBytes on-
board memory and stored on the CERN’s advanced storage manager[103]
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(CASTOR).

Figure 2.16: The experimental setup installed in the first n_TOF experi-
mental area. The setup was contained in the aluminum reaction chamber,
the neutron beam came from the wall on the left and reached the chamber
traveling through the shown carbon fiber vacuum pipe.
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Chapter 3
Data Analysis

3.1 Pulse Shape Analysis

The high-performance digital data acquisition system of n_TOF operates
by sampling and recording the detectors output waveforms for each beam
pulse, throughout the overall time-of-flight range, that in EAR1 is around
100 ms. The first step of the offline data analysis is to select the useful
detector pulses in the stored waveforms and calculate their correspond-
ing time-of-flight and amplitude with the best resolution and Signal to
Noise ratio. This task is carried out by a powerful and flexible code de-
veloped specifically for n_TOF [104], named Pulse Shape Analysis (PSA).
The PSA software handles the wide variety of pulses produced by the de-
tectors employed in the experiments, with a minimal number of explicit
assumptions about their features, based on a pulse template adjustment
and a set of analysis parameters bound to each detector type.

In this paragraph the term signal refers to the 100 ms continuous
stream of data (waveform), recorded with a 1 GHz sampling rate by the
n_TOF data acquisition system (DAQ). The first aspect addressed in the
PSA is the recognition of each pulse and the evaluation of its correct am-
plitude: the whole procedure is illustrated in the example of figure 3.1.
In the top panel the signal recorded from one of the silicon detectors is
shown in black, while the red line represents the baseline that is calcu-
lated by the PSA routine. The middle panel shows the pulse tagging

61
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procedure, that is based on the check of the correct sequence of crossing
two thresholds by the signal derivative. For each i-th point the derivative
is calculated with the following expression:

di =
min[N,i,P−1−i]

∑
j=1

(si+j − si−j) (3.1)

where si is the value of the signal in the i-th point and N is a step-size
parameter to be suitably chosen. P is the total number of points and its
role in the upper index of the sum, as well as i, is to cope with the start
and end limits of the signal. In order to maximize the Signal to Noise
ratio, a reasonable value for N should be larger than the period of the
noise and shorter than the pulse width. In order to recognize the pres-
ence of a valid pulse in the recorded signal, its derivative must cross two
predefined thresholds in a given order. These thresholds must be cho-
sen to reject most of the noise and at the same time preserve the lowest
pulses, therefore it is convenient to express the thresholds in terms of
the root mean square (RMS) of the noise. When the step-size parameter
N is optimized, the distribution of the derivative values follows a quasi-
Gaussian shape. The PSA performs a preliminary Gaussian fit of the
derivative distribution, and the resulting standard deviation is adopted as
the RMS of the noise. The thresholds values are set at ±3.5 RMS, that un-
der the assumption of normally distributed noise correspond to a 99.95%
confidence level. Valid pulses are recognized by checking their correct
threshold-crossing sequence, that in our case is lower-lower-upper-upper.
The final value of the step-size parameter used for the Li and B detectors
was N = 300, while for the U detectors was N = 200. As prescribed by the
PSA, the values for the U detectors are approximately equal to the pulses
rise time (≈ 200 ns), while for Li and B detectors are slightly higher, in
order to take into account the higher noise.

Once the pulses are correctly recognized the routine calculates the
baseline, choosing one among several available methods. The baseline
calculation method used for our analysis was the weighted moving average,
which is the most appropriate whenever a clear information about the
baseline is available [105]. The baseline values are calculated by using the
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Figure 3.1: Top: raw signal with the baseline calculated thought the mov-
ing average method. Middle: derivative of the signal and thresholds for
the pulse recognition, the red dashed circles indicated the four thresholds
crossing. Bottom: signal after the baseline subtraction with a parabolic fit
done to determine the amplitude (orange) and the threshold.

following expression:

bi =
∑

min[i+N,P−1]
j=max[0,i−N]

sjwj{1 + cos[(j − i) π
N ]}

∑
min[i+N,P−1]
j=max[0,i−N]

wj{1 + cos[(j − i) π
N ]}

(3.2)

where weights wj are suitably set so that inside the recognized pulses
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their value is much lower than unity, thus excluding the pulses from the
baseline calculation. The final step for the pulse shape analysis is finalized
to extract the pulse amplitude, by choosing one among three different
methods: search for the highest point, parabolic fitting to the top of the
pulse and a predefined pulse shape adjustment. Since the silicon detector
signal was shaped by the preamplifier, the pulse shape depended on the
characteristics of the preamplifier and was pretty smooth. The chosen
method was the parabolic fit, which was performed in a small interval
around the maximum value of each pulse. Clearly it represents a better
option than simply selecting the highest point and at the same time does
not require to define a predefined pulse, whose definition contains a dose
of arbitrariness. In the example of figure 3.1 the fit of the pulse performed
after the baseline subtraction, is shown in orange.

Figure 3.2: Beginning of the signal measured in a silicon detectors (black),
the green line indicates the location of the γ-flash while the red line is the
baseline calculated with the weighted moving average method.

The final step of the PSA optimization has been the correct recognition
of the γ-flash. Indeed, the rising edge of the γ-flash represents the refer-
ence start signal to measure the time-of-flight of each pulse, making its
identification a key aspect for a correct time-to-energy conversion. Sev-
eral options are available that can be selected depending on the detector
response to the γ-flash, in particular in our case it was identified as the
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first signal that crosses a fixed high amplitude threshold. The adopted
digital threshold value was -20000 DAQ-channels, approximately an or-
der of magnitude larger than the electronic noise, corresponding to ≈ 40
mV . Figure 3.2 shows the signal in the proximity of the γ-flash (black
line), that occurred about 13 µs after the DAQ started, triggered by the
protons-on-target signal coming from the accelerator. The vertical green
line indicates the time value where the PSA identifies the γ-flash, while
the red line is the baseline, calculated with the weighted moving average
method. The baseline highlights an instability due to the preamplifier
recovery time after the huge saturated pulse. In figure 3.3 a zoom of the
γ-flash region is shown.

Figure 3.3: Zoom of figure 3.2, it can be observed that in this case the
γ-flash saturates the detector.

3.2 Time to energy conversion

The time to energy calibration profited by the high quality data measured
with the fission silicon detectors. The presence of many well-known reso-
nances in the 235U(n,f) cross section allowed to perform a reliable prelim-
inary estimation of the flight path length, in particular exploiting forty
prominent resonances between 2 and 35 eV (figure 3.4).
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Figure 3.4: Energy of the resonance in the ENDF/B-VIII evaluated
235U(n,f) cross section versus energy in the n_TOF experimental data after
the preliminary time-to-energy calibration.

Once a preliminary estimate was obtained, the flight path length was
fine-tuned through the minimization of the χ2 between experimental data
and libraries in a well-defined energy interval. The energy interval cho-
sen for its minimization was between 8.4 and 35 eV, in order to exclude
the dip at 7.8, where very few counts were expected. Figure 3.5 shows the
value of the χ2/NDF as a function of the flight path, calculated using the
evaluation of ENDF/B-VIII as a reference. The adopted value for flight
path of the U_f detector is 183.49(2) m, corresponding to the minimum
value of χ2/NDF ≈ 4.5. Such a rather large χ2/NDF value was due to
the fact that no resonance shape correction had been applied at this stage
of the analysis (Doppler effect, resolution function): several shape differ-
ences were present between the raw data and the reference library, even
though the resonance positions and amplitudes were correct. The flight
path for all the other detectors was then calculated with respect to U_f,
since the experimental apparatus geometry was known with an accuracy
smaller than 1 mm, negligible compared to the 2 cm uncertainty obtained
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with the χ2 minimization. Considering that, no additional source of un-
certainty had been introduced and the flight path was assumed to be
known with an uncertainty of 2 cm, the relatively uncertainty of tof was
calculated to be 1.1·10−4.

Figure 3.5: χ2/NDF between experimental data and ENDF/B-VIII library
in the neutron energy interval between 8.4 and 35. eV for different flight
paths. The adopted value is 183.49(2) m.

To verify the accuracy of this procedure, we profited of the aluminum
resonance at 5.9 keV, visible as a narrow absorption dip in the n_TOF
flux, due to a significant amount of aluminum along the beamline. In
figure 3.6 the neutron flux measured with the Li_f and Li_b detectors in
the energy interval of the aluminum resonance is shown. The neutron en-
ergy corresponding to this absorption dip was estimated with a Gaussian
fit, whose mean value is 5903.3±1.3 eV, compatible with the resonance
energy value provided by ENDF/B-VIII library of 5904.47 eV.

3.3 Reaction tagging

The reaction products were selected on the basis of the energy deposited
in the silicon detectors, for each detector the deposited energy versus neu-
tron energy is represented in the two-dimensional scatter plot shown in
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Figure 3.6: Neutron flux measured with Li_f and Li_b detectors in the
energy region of the aluminum resonance at 5904.47 eV and the Gaussian
fit to check the correctness of the obtained time-to-energy relation.

the figures 3.7, 3.9 and 3.11. The plots on top refer to the data measured
by the detectors placed in the forward direction with respect to the beam
direction, while the bottom plots refer to the detectors in the backward
direction. In each plot the red line represents the experimental threshold
used to discriminate the reaction products with the higher energy, that
are tritium for 6Li, alpha particles for 10B and fission fragments for the
235U samples. As clearly evident from the Li and B plots, the threshold
values depends on the incident neutron energy because of the kinematic
effects and the angular anisotropy of the products. The kinetic energy
boost starts to be significant from a few keV, showing a slight increase
of the deposited energy in the forward direction, and a decrease in the
backward. But the effect that contributes more significantly to the shape
change of the amplitude spectra, and consequently to the neutron energy
behaviour of the threshold, is due to the angular anisotropy of the reac-
tion products as a function of the neutron energy. The emission angle of
the charged particles is particularly relevant since it determines the effec-
tive thickness of the crossed samples, the dead layers included, and hence
affecting the energy lost by the particles before to reach the sensitive re-



3.3. REACTION TAGGING 69

gion of the detectors. The thickness of boron carbide samples was only
0.080 µm, thinner than the 0.5 µm of the aluminum dead layer on the
detectors, that thus provided the main contribution to the energy loss.
On the contrary, the 1.79 µm thickness of the lithium fluoride samples
was larger than the aluminum dead layer, therefore the sample played
the main role in the energy loss.

The plots in figure 3.7 are related to the detectors coupled with the
lithium fluoride samples. The thresholds (red line) indicate how the
tritons produced in the reaction 6Li(n,t)4He were selected, rejecting the
events due to alpha particles, background and electronic noise. This cut
was very effective mainly because the energy of tritons (2.73 MeV) is sig-
nificantly higher than the 2.05 MeV of the alpha particles, and in addition
the energy loss of the alphas in the dead layer was significantly larger.
The electronic noise was rather low and did not affect the measurement
results.

For the Li_b detector the threshold was set in the minimum of the val-
ley between tritons and alpha particles, identified by means of a parabolic
fit. As previously said, the amplitude (channel value) is a function of the
neutron energy, because of the reaction anisotropy in the keV neutron
energy range, therefore the position of this minimum varies and the ex-
perimental threshold follows its behaviour. Due to a not well understood
electronic mishap, the Li_f detector response was of lower quality than
expected, and the minimum of the valley between tritons and alphas was
not reliably defined at all neutron energies. In this case the threshold
was set closer to the triton peak, at a value chosen by means of a suitable
Monte Carlo simulation which is described in chapter 4. Such a solution
has allowed to overcome this difficulty at the price of a reduction of the
detection efficiency, nonetheless not significantly affecting the statistical
uncertainty because of the high reaction yield. The forward focusing of
the reaction products increases with the neutron energy and implies a
decreasing of the average energy lost in the dead layer. For such a reason
the triton and alpha peaks move to higher amplitudes in the keV region.
The two plots shown in figure 3.8 report the projection on the Y-axis of
the two-dimensional scatter plot 3.7 integrated in three energy intervals
of interest. The upper plot refers to the detector in the forward direc-
tion, for which the energy spectrum shifts to higher values of amplitude,
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(a) Li_f

(b) Li_b

Figure 3.7: Two-dimensional scatter plot of the deposited energy versus
the incident neutron energy for the detectors coupled with lithium fluo-
ride samples.

while the bottom plot shows the amplitude spectra of the backward de-
tector Li_b, which shifts toward lower values. In any case the shift results
to be relatively small for neutron energies below 10 keV, while the large
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decrease of the counts is due to the typical 1/v behavior of the 6Li(n,t)
cross section.

The case of boron carbide is slightly more problematic, since the Q-
value of 10B(n,α)7Li reaction is 2.310 MeV with a branching ratio of 94%
and 2.792 MeV with the branching ratio of 6%, when the 7Li is produced
in the ground state. Most of the alpha particles are therefore produced
with a kinetic energy of 1.47 MeV, that means a high energy lost in the
dead layers. For such reason, the boron carbide samples has been chosen
much thinner than the lithium fluoride, but with the drawback of a lower
counting rate and the consequent larger statistical uncertainty. The alpha
particles can be easily separated by the events due to 7Li, that is produced
with only 0.84 MeV kinetic energy and overlaps with the background and
the electronic noise. As in the case of lithium, the experimental thresh-
old was set in the minimum of the valley between the alpha particles
and the 7Li+noise. The two-dimensional scatter plot relative to B_f and
B_b detectors are shown in figure 3.9, with the red line representing the
experimental threshold. Because of the electronic noise background, the
threshold for the backward detector B_b increases for neutron energy
larger than ≈ 50 keV.

In analogy with the lithium case, in figure 3.10 the Y-axis projection
of the two-dimensional plots of figure 3.9 are shown, with the three neu-
tron energy intervals of interest that have been considered. As for the
lithium detector, increasing the neutron energy the amplitude spectra of
the forward detector B_f presents a shift toward higher values, while a
slight shift in the opposite direction is observed in the backward detec-
tor B_b. Respect to the lithium detectors the energy dependence is less
pronounced, mainly because of the lower anisotropy in the angular dis-
tribution of the reaction products. Moreover, it is possible to see the
increasing contribute of the background in the keV neutron energy re-
gion, caused by the proximity to the γ-flash. Indeed, in both the plots the
red curves (higher neutron energy) show a larger number of background
counts compared to the green one, even though the alpha peak contains
fewer events.

The case of the uranium samples was significantly different, first of
all because in the energy range of interest the fission fragments are emit-
ted isotropically. Moreover, the boost induced by the kinetic energy of
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(a) Li_f

(b) Li_b

Figure 3.8: Projection of the two-dimensional plots of figure 3.7 on the
vertical axis for three neutron energy intervals of interest. Top: amplitude
spectra for the detector in the forward direction, where the spectra move
to higher values as increasing the neutron energy. Bottom: same figure for
the backward detector, in this case the spectrum shifts to slightly smaller
values (see text).
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(a) B_f

(b) B_b

Figure 3.9: Two-dimensional scatter plot of the deposited energy versus
the incident neutron energy for the detectors coupled with boron carbide
samples.

the incident neutron is negligible, because of the very high Q-value of
the fission reaction, that is around 200 MeV, and of the low velocity ac-
quired by the fissioning nucleus (1/236 of the incoming neutron). The
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(a) B_f

(b) B_b

Figure 3.10: Projection of the two-dimensional plots of figure 3.9 on the
vertical axis for three neutron energy intervals of interest. Top: amplitude
spectra for the detector in the forward direction, where the spectra move
to higher values as increasing the neutron energy. Bottom: same figure for
the backward detector, in this case the spectrum shifts to smaller values
(see text).
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two-dimensional scatter plots related to the uranium samples are shown
in figure 3.11. The red line represents the experimental threshold used
to separate the signals produced by the fission fragments from the back-
ground. In addition to the electronic noise, the main source of back-
ground comes from the alpha particles emitted by the spontaneous decay
of the 235U, with kinetic energy of 4.68 MeV. Due to the large Q-value
of this reaction the fission fragments, with their kinetic energy of about
100 MeV, are well separated from the background as can be seen in the
two plots. As expected, the number of detected alpha particles decreases
with increasing neutron energy, because the time window corresponding
to the neutron energy bin gets narrower.

The response of the preamplifier employed for the measurement has
significantly conditioned the amplitude spectra, in particular for the two
fission detectors. As said, in order to reduce the effects of the γ-flash dur-
ing each beam bunch, we used the semi-logarithmic MESYTECH pream-
plifier. The high energy pulses produced in the silicon detector by the
fragments were therefore compressed by the preamplifier. By looking at
the plots one observes that starting from neutron energy of a few tens
of keV the signal amplitude gradually decreases, a behavior due to the
recovery time needed to recharge the preamplifier after the γ-flash, that
reduces the effective gain of the preamplifier. Despite this gain loss, the
separation between alpha and fission fragments was excellent over the full
neutron energy range explored. The energy dependent selection thresh-
old was defined accordingly.

Figure 3.12 shows the amplitude spectra by the U_f detector, inte-
grated over different neutron energy intervals. The spectra have been
roughly corrected for the gain loss of the preamplifier in the keV neutron
energy, by using a polynomial function that compensates it. This func-
tion has been obtained by fitting the mode of the higher energy peak of
the fission fragments. From the top panel can be observed the typical
two-bump structure of bell-shaped curves corresponding to the fission
fragments, despite the compression by the preamplifier. Moreover the
quality of the discrimination between the alpha particles and the fission
fragments results well evident. A threshold fixed at 10500 channel has
been used in this detector, just over the alpha peak, in order to maximize
the detection efficiency for the FF (Fission Fragments). To better esti-
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(a) U_f

(b) U_b

Figure 3.11: Two-dimensional scatter plot of the deposited energy versus
the incident neutron energy for the detectors coupled with the uranium
hydroxide samples.

mate the fraction of lost FF due to the applied threshold, in the bottom
panel the amplitude spectra normalized in the integral above the thresh-
old (10500) are shown. This confirms that the low energy tail is the same
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Figure 3.12: Top: Y-projection of figure 3.11a, for seven neutron energy
intervals, after straightening the plot by means of a polynomial function.
The two-bump structure of the bell-shaped curves confirms that these are
fission events. Bottom: the same plot, after normalizing the curves to
the same integral between 10500 (threshold) and 40000, in log-scale to
prove that the fraction of fission fragments lost below the threshold is
independent from the neutron energy.
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independently of the neutron energy, thus implying that the fraction of
fission events lost below the threshold is the same for all the neutron ener-
gies. Consequently the efficiency of the selection cut for fission fragments
was evaluated as 0.9680(34).

3.4 Count rates

The counts as a function of the neutron energy in each silicon detector
after applying the experimental threshold, are shown in figures 3.13, 3.14
and 3.15. In order to evaluate the different sources of background, two
additional configurations were employed during the experimental ses-
sion:

• Sample BeamOn: all the samples in place and neutron beam on.

• Dummy BeamOn: the samples were replaced with dummies, namely
aluminum backing without the converter deposition, and neutron
beam on.

• Sample BeamOff: all the samples in place and neutron beam off,
with a dedicated trigger starting the data acquisition in replacement
of the accelerator trigger.

The measurement of the background due to the neutron beam with the
Dummy BeamOn configuration was particularly relevant for the detec-
tors coupled with boron carbide samples, because of the lower S/N with
respect to the other reactions. On the other hand, the Sample BeamOff
configuration was required only for the detectors coupled to the uranium
samples, because of the alpha radioactivity of 235U of half-life 7.04 108

years. The Dummy BeamOn data shown in the following plots have been
scaled to the Sample BeamOn, using the whole number of protons sent
on the spallation target, while the Sample BeamOff data have been nor-
malized to the Sample BeamOn by the number of triggers.

In figure 3.13 the total counts for the lithium fluoride samples are
shown, where the extremely high signal to background ratio over all the
neutron energy range is clearly visible. As expected, no counts were
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(a) Li_f

(b) Li_b

Figure 3.13: Experimental counts in the detectors coupled with lithium
fluoride samples for the BeamOn (black) and Dummy (green) data acqui-
sition.

registered in the detectors when the neutron beam was off and the corre-
sponding spectra is not reported. The only source of background was due
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to the neutron beam itself and was evaluated by means of the Dummy
BeamOn configuration. In this case there were three orders of magnitude
between the Sample and Dummy data.

The same plots for the detectors coupled with boron carbide samples
are shown in figure 3.14. As expected the background induced by the
neutron beam is more relevant compared to the lithium case, as can be
seen from the comparison between the black and green points, in particu-
lar in the keV neutron energy region. The lower signal to background ra-
tio arises partially from the smaller number of signals per neutron pulse,
due to the much lower areal density of boron samples, and mainly from
the relatively low experimental threshold applied to select the alpha parti-
cles due to the small Q-value, that introduces a significant amount of elec-
tronic noise especially in the keV energy region, where this component
is large because of the proximity to the γ-flash. Comparing the Dummy
BeamOn measured with Li and B detectors, the background measured
with the B detectors resulted to be approximately a factor 3 larger as
compared to the Li detectors.

Due to the natural radioactivity of the uranium hydroxide samples,
the data measured with the BeamOff configuration were essential to eval-
uate the alpha background. The comparison of the total counts in these
detectors with the Dummy and BeamOff configurations are shown in fig-
ure 3.15. The contributions of both background sources were comparable,
two orders of magnitude lower than the Sample BeamOn data in the val-
leys between the resonances and much lower in the continuous. Moreover
it is interesting to remark that the neutron beam background, was lower
than 10 counts per bin at thermal, lower than lithium, where it was of the
order of 20 counts per bin.

3.5 Detectors stability

The radiation resistance of the detectors was verified by calculating the
ratios between the total counts in the first 10% and the last 10% of data
for the U_f and U_b detectors, which were normalized to the number of
protons on the spallation target and then shown in figure 3.16. In both
cases the ratio fluctuates around unity, proving that after 4-weeks of mea-
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(a) B_f

(b) B_b

Figure 3.14: Experimental counts in the detectors coupled with boron
carbide samples for the BeamOn (black) and Dummy (green) data acqui-
sition.

surement on the neutron beam the fission detectors did not suffer relevant
radiation damage. The clear evidence of the detectors stability was of par-
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(a) U_f

(b) U_b

Figure 3.15: Experimental counts in the detectors coupled with uranium
hydroxide samples for the BeamOn (black), Dummy (green) and BeamOff
(red) data acquisition.

ticular importance because this approach represents the first case where
silicon detectors have been employed to measure fission cross section at
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n_TOF. The demonstrated excellent performances in terms of stability
and resolution, that ensure high quality data, opens the possibility of a
more widespread use of silicon detector for other fission measurements
at n_TOF.

3.6 Ratio method

The experimental setup has been conceived to measure the 235U(n,f) cross
section by using the so-called Ratio Method, where the two standard re-
actions 6Li(n,t) and 10B(n,α) have been used as reference. The formula
used to obtain the 235U(n,f) cross section is reported in 3.3, where the
thin target approximation has been applied for the U and B detectors,
while for the lithium expression ρre f · σre f (En) has been replaced with
(1 − e−ρLi·σLi(En)). The suffix 235U refers to the physical quantities related
to the detectors coupled to the uranium hydroxide samples and re f indi-
cates the detectors measuring a reference reaction:

σ235U(En) =
C235U(En) fre f (En)ρre f εre f (En)

Cre f (En) f235U(En)ρ235Uε235U
σre f (En) (3.3)

where CX are the total counts after the background subtraction, ρX are
the samples’ areal densities, fX are the absorption correction factors and
εX are the detection efficiencies for the corresponding reactions. With the
exception of ρX and ε235U, all these quantities are function of the neutron
kinetic energy. Considering that all the detectors and the samples are
stacked along the beam axis, the neutron flux on the uranium and refer-
ence samples is almost the same, so that with the applied Ratio Method
the measurement is totally self-consistent, in the sense that no external
neutron flux measurement is required, as shown in 3.3. To be pointed out
that the detection efficiency of ε235U is constant over the energy interval of
interest, since the two fission fragments of 235U(n,f) are emitted isotropi-
cally and the boost of kinetic energy due to the incident neutrons can be
neglected. In order to reduce the systematic uncertainty, in our data anal-
ysis the physical quantities not depending on the neutron energy have
been grouped and estimated thought the normalization procedure de-
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(a) U_f

(b) U_b

Figure 3.16: Ratio between the total counts in the U_f and U_b detec-
tors registered in the first 10% and the last 10% of data, after a proper
normalization to the number of protons on the spallation target has been
applied.
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scribed in detail in section 3.8. The expression for the 235U(n,f) becomes:

σ235U = K
C235U(En) fre f (En)εre f (En)

Cre f (En) f235U(En)
(En)σre f (En) (3.4)

where:

K =
ρre f

ρ235Uε235U
(3.5)

The small differences in the neutron flux on each sample, related to the
geometrical shape of the samples and to the absorption of the neutron
beam in the various samples and detectors are taken into account with the
correction factor fre f and f235U. These corrections have been evaluated by
means of a dedicated Monte Carlo simulation, that is described in detail
in section 4.2. The Monte Carlo simulation employed for the evaluation
of the correction factor has also been used to estimate the efficiencies as a
function of the neutron energy, as described in detail in section 4.3.

3.7 Measured flux

The neutron beam in a time-of-flight facility is characterized by fluence
(FE) and flux (Φ(En)) that are defined as:

FE =
dNe

dt · da
and Φ(En) =

dNe

dt
(3.6)

where dNe indicated the density distribution of neutrons reaching the
sample with energy between En and En + dEn , dt the time element and
da the cross-sectional area of a spherical element. However at n_TOF,
given the pulsed time structure of the neutron beam, the term flux is (im-
properly but conveniently) used to indicate the time integrated fluence,
namely the total number of neutrons for a proton pulse integrated over
the whole beam spatial profile. During the measurement the two ref-
erence reactions have been used to measure independently the neutron
flux incident on the experimental setup, and have been compared to the
official n_TOF flux [1] in order to verify their mutual consistency. For
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each reference reaction the neutron flux was obtained by the following
expressions:

ΦB(En) =
CB(En)

fB(En)εB(En)ρBσB(En)

ΦLi(En) =
CLi(En)

fLi(En)εLi(En)(1 − e−ρLi·σLi(En))

(3.7)

where Cre f are the counts after the background subtraction, ρre f are the
sample areal density, fre f are the absorption correction factors, εre f are
the detection efficiency for the corresponding reaction and σre f are the
reaction cross section. In order to reduce the uncertainty arising from ρre f ,
it was estimated through the normalization of the flux measured with the
four detectors in the energy interval between 1 and 100 eV. After the
normalization the flux measured with each couple of detectors, namely
Li_f & Li_b and B_f & B_b, was combined in a weighted average using
the formula 3.8.

Φ(En) =

1
σ2

f (En)
Φ f (En) +

1
σ2

b (En)
Φb(En)

1
σ2

f (En)
+ 1

σ2
b (En)

(3.8)

The fluxes measured with the reactions 6Li(n,t) (red curve) and 10B(n,α)
(blue curve) are compared in the top panel of figure 3.17, in the same
panel the χ2 between the two curves is shown (filled green curve), with
the Y-axis reported on the right, obtained with the expression:

χ2(En) =
(ΦLi(En)− ΦB(En))2

σ2
Li(En) + σ2

B(En)
(3.9)

It is important to highlight that all the statistical indicators confirm that
the two versions of the flux are mutually consistent. As a matter of fact the
reduced χ2 value has values close to one, and the difference between the
two curves in units of standard deviation, that it is shown in the middle
panel, results below 3σ in the whole energy range. Finally, in the bottom
panel where the ratio between the boron and lithium flux is shown, it can
be noted that below 1 keV the ratio is well within 2%, while at higher
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Figure 3.17: Top panel: flux measured with the reactions 6Li(n,t) (red
curve) and 10B(n,α) (blue curve), and χ2 between the two (filled green
curve, right axis). Middle panel: deviation between the two curves in
units of standard deviation. Bottom panel: ratio between the fluxes.

energies the lower statistic implies larger fluctuations, still compatible
with unity anyway.

In figure 3.18 the comparison between the flux measured with the
two reference reactions and the official n_TOF flux published on 2011 is
shown. In the top panel the 2011 flux highlights a very good agreement
with the new experimental data, with the exception of the low energy
part. Such a difference is due to the changes during the years of the
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Figure 3.18: Top: flux measured with the two reference reactions com-
pared with the official n_TOF flux. Bottom: detail of the flux above 1
keV.

boric acid (H3BO3) concentration in the target moderator, that produce
significant differences in the low energy part of the spectra, because of
the large cross section of the 10B(n,α) reaction in this energy range. In the
bottom panel the flux for neutron energies above 1 keV shows in detail
the presence of the absorption resonances. That confirms once again the
consistency of the time to energy conversion and of the flight path evalu-
ation. However, the choice of the Ratio Method based on the two reference
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reactions prevented any possible source of systematic uncertainties aris-
ing from possible differences in the official flux.

3.8 Normalization

A crucial point of the analysis concerns the normalization of the 235U(n,f)
cross section with the standard values. The analysis method we adopted
allowed to largely reduce the systematic uncertainty due to the physi-
cal quantities not depending on the neutron energy, grouping them in
a single normalization constant that was calculated by normalizing the
experimental data to the IAEA standard with the integral of the cross
section between 7.8 and 11 eV. This was based on the recommendations
in the latter paper dedicated to the evaluation of the neutron data stan-
dard [19].

Figure 3.19: The green area represents the integral used to normalize
the experimental data. The black points are the 235U(n,f) cross section
obtained with the weighted average of Li+B flux, while the red line is the
235U(n,f) cross section provided by ENDF/B-VIII.

Moreover, this choice provides several advantages compared to the alter-
native normalization to the standard value at thermal energy. Firstly, an



90 CHAPTER 3. DATA ANALYSIS

integral value univocally defined is independent of the chosen data bin-
ning and no fitting procedure is needed; secondly, the integral limits are
located in two cross section minima around a large resonance, meaning
that any uncertainty arising from the time to energy calibration can be
neglected. In addition, the large value implies a larger number of counts
with respect to the thermal point, and therefore a much smaller statistical
error. Finally, this procedure minimizes the source of uncertainty arising
from the constant quantities, namely sample areal densities and detection
efficiency of the 235U(n,f) reaction. The integral used to normalize the ex-
perimental data is highlighted in figure 3.19 (green area), together with
the 235U(n,f) cross section obtained with the weighted average of Li+B
flux and the evaluated cross section provided by ENDF/B-VIII.

Table 3.1: Comparison of the relevant standard values between IAEA and
the present work computed using 6Li and 10B reference fluxes.

Ratio σ (0.0253 eV) / Integral (σ) [7.8,11]eV

Integral (σ) [7.8,11]eV [eV−1] [eV−1]

IAEA 2.373 ± 0.029 247.5 ± 3
6Li ref. 2.353 ± 0.013(stat) ± 0.007(syst) 249.6 ± 1.4(stat) ± 0.94(syst)
10B ref. 2.343 ± 0.019(stat) ± 0.007(syst) 250.7 ± 2.0(stat) ± 0.95(syst)

6Li + 10B 2.352 ± 0.013(stat) ± 0.007(syst) 249.7 ± 1.4(stat) ± 0.94(syst)

The alternative option was the normalization of the experimental data
at thermal neutron energy, where the 235U fission cross section is defined
as a neutron standard. In order to verify the consistency between the ther-
mal point and integral value normalization procedures, we estimated the
cross section value at thermal neutron energy by fitting the cross section
data between 0.02 and 0.03 eV using a function having a 1/

√
(Energy)

dependence. The cross section thermal value was then obtained through
a linear interpolation at 0.0253 eV. In the first column of table 3.1 the ra-
tio between the thermal value and the integral between 7.8 and 11 eV is
reported; in the second column we listed the value of the same integral
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that would be obtained in case the cross section was normalized at ther-
mal point. The comparison of the experimental values obtained for these
quantities with those provided by the IAEA [19] (first row) shows a good
agreement for both reference reactions, separately and for the combina-
tion of the two by weighted average.

Figure 3.20: Ratio between the 235U(n,f) cross section value at thermal
and the integral between 7.8 and 11 eV, the error bar reports the statistic
uncertainty for the experimental points.

In figure 3.20 the ratio σ (0.0253 eV) / Integral (σ) [7.8,11]eV [eV−1]
are shown, the black points are the experimental values obtained with
the two references and the combination of the two, the yellow square
is the value provided by the IAEA, the values obtained with the values
by ENDF/B-VIII and JEFF3.3 are reported in red triangle and blue star
respectively. The error bars report the statistical uncertainty for the ex-
perimental points, the weighted average between the two references is
much closer to the lithium value because it has a larger yield compared
to boron.
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Chapter 4
Monte Carlo simulations

The Ratio Method adopted for the data analysis and described in sec-
tion 3.6, required the evaluation of the quantities fX and εre f , respectively
the correction for the neutrons absorption by the detector components
and the efficiency of Li and B detectors. Even if these corrections can be
in principle calculated analytically, it would be rather difficult and would
require approximations affecting the global uncertainty. A more effective
and accurate evaluation of those quantities has been achieved throught
Monte Carlo simulations by using the Geant4 code [106], that allowed the
simulation and the complete characterization of the experimental setup.
Despite being developed for the field of high energy physic, the use of
the Geant4 (release 10.0.4) code has already proved to be suitable to cope
with neutron induced reactions at n_TOF [107]. The full experimental
setup of the measurement has been implemented, with particular care to
quantify correctly the attenuation effects on the neutron beam, due to all
the detector components (named volumes in the MC code) crossed by the
neutrons, namely the samples with their respective backing and the sili-
con detectors. In section 4.1 the main features of the Monte Carlo simula-
tion are described, while the analysis of the simulation results relatively
to the neutron beam absorption and detectors efficiency are discussed,
respectively in section 4.2 and 4.3.
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4.1 Simulation features

Figure 4.1 shows the experimental setup consisting of six detectors and
six samples deposited on aluminum backing of different thickness, which
has been implemented in the Geant4 simulation code. The aluminum
case made of three blocks, one bottom and two on both the sides of the
detector, is kept nearly transparent in the figure. Each of the six silicon
detectors is represented in yellow and is placed in front of the respective
sample: the LiF is in red, B4C in blue and H2O2U in green. Of course
the simulated setup is totally realistic and any detail reflects the property
of each component. Also the aluminum dead layer on the surface of
the detectors has been included, according to the description provided
by detector datasheet. Its thickness is 500 nm and provides a significant
contribution to determine the shape of the energy spectra, in particular
for the low energy alpha particles with E < 2MeV.

Figure 4.1: Simulated experimental setup. Silicon detectors are in yellow,
samples are the red (lithium), blue (boron) and green (uranium) volumes.
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Considering the three axis in the figure 4.1, the first volume encoun-
tered by the neutron beam (the backing of the first lithium sample) is
placed with its rear surface lying on the XY plane with Z = 0. All the vol-
umes of the detector are centered on the Z axis, that corresponds to the
direction of the beam. The neutron beam properties, i.e. the shape, size
and position on the samples and silicon detectors, have to be well known
in order to perform a reliable and realistic simulation. We made use of
the realistic n_TOF beam, measured during the n_TOF-Phase1 [108] and
later confirmed during n_TOF-Phase2 [109]. Depending on the collima-
tor used for the measurement, the shape is characterized by a Gaussian
profile with sigma 0.7 cm. In figure 4.2 the XY simulated neutron beam
profile centered on the first LiF sample is shown.

Figure 4.2: Beam profile of neutrons in the first lithium sample. It is
clearly visible the adopted Gaussian distribution of neutrons on the per-
pendicular plane and the sample dimensions (47x47 mm2).

Whilst the approach consisting on the use of the neutron beam in-
teracting with the detector is well suitable to calculate the absorption
correction factor, it can not be applied to calculate the detector efficiency.
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In fact the combination of the neutrons transport code, which is very
costly in terms of machine time, and the relatively small cross sections
of all the interactions, make the simulations too long in time to accumu-
late the needed statistic. This is in particular relevant for Boron samples,
which have a small reaction yield due to their small thickness, for which
it would need several weeks to register some hundred reactions in the
corresponding detectors. In order to significantly reduce the computa-
tional time to just a few minutes, but maintaining a high accuracy at the
same time, we had chosen to directly generate the reaction products in
the volumes corresponding to each sample. The beam properties, the an-
gular distribution of the products and the kinematics of each reaction,
have been implemented in the simulation code, in order to reproduce as
best as possible the neutron interactions with all the samples.

Figure 4.3: Angular distribution of tritons in the center of mass for the
reaction 6Li(n,t), obtained with the ENDF/B-VIII Legendre coefficients.

The angular distributions of the reaction products have been deduced
by the coefficients of the Legendre polynomials provided by ENDF/B-
VIII. In figure 4.3 the probability density function of the angular distri-
bution in the center of mass as a function of the Z director cosine for
the reaction 6Li(n,t) is shown, calculated at different kinetic energies of
the incident neutrons. In this case the angular distribution above a few
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keV results to be strongly asymmetric, with the forward direction clearly
predominant. Nevertheless the uncertainty arising from these distribu-
tions resulted to be relatively small, due to the large angular acceptance
of the experimental setup and to the detection efficiency of the reaction
products in the forward and backward directions.

Figure 4.4: Comparison between the angular distribution in the direction
of the neutron beam provided by ENDF/B-VIII and the simulated tritons
of the reaction 6Li(n,t), at 40 keV neutron energy.

Special care has been addressed to the validation of the simulation
while writing the Geant4 code, in particular for the angular distribution
of the reaction products. Just as an example, in figure 4.4 the simulated
distribution in the center of mass of the tritons Z-cosine at 40 keV neu-
tron energy is shown, compared to the ENDF/B-VIII distribution used as
input for the simulation. As one can expect the two curves agree within
the small statistical fluctuations, and the same check has been made for
all the reactions and at different neutron energies, thus allowing the code
to be continuously verified and validated. In addition, figure 4.5 shows
the distribution of the direction cosines along the neutron beam for the
tritons leaving the first Li sample and at different neutron energy. The
events are registered when the triton move from the sample to vacuum,
hence only in the forward direction, since in the backward the aluminum
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backing is present. As expected, for low energy neutrons the distribution
is flat, while at 40 keV the tritons are focused in the forward direction.

Figure 4.5: Simulated distribution of the direction cosines, along the neu-
tron beam direction, for the tritons moving from the first Li sample to the
vacuum, in the case of low energy neutrons and at 40 keV.

In addition to the angular distribution in the center of mass, also the
kinematic effects arising from the incident neutron energy are considered,
in order to define the initial energy of the particles and their emission di-
rection. It is interesting to compare the resulting simulated spectra of the
energy deposited in the detectors, in the case of forward and backward
detectors. In figure 4.6 the simulated spectra of the energy released in the
detectors coupled with the lithium sample are reported. At this stage the
detectors resolution has not been taken into account yet. The blue curve
is obtained at thermal neutron energy, in which the reaction products
are emitted isotropically, therefore there is no difference between forward
and backward detectors. The red curve represents the spectrum in the
forward detector for neutrons at 40 keV, with a significant shift at higher
energy due both to the neutron kinetic energy and to the larger fraction
of tritons emitted at small angles, that means in average a shorter path
into the crossed dead layer. In the backward direction, for neutrons at
40 keV the green curve shows a shift towards lower energies, where the
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energy loss in the dead layer is increased because of the wider angular
distribution of the backward emission. Due to the higher energy loss in
the dead layer of alpha particles, that are mostly emitted at wider angles,
the separation with respect to the tritons is increased, as can be seen in
the spectrum. Figure 4.7 shows the same plot referred to the 10B(n,α)
reaction.

Figure 4.6: Spectra of the deposited energy in the corresponding detector
for 6Li(n,t) reaction at thermal (blue line) and at 40 keV of neutron energy
in the forward (red) and backward (green) direction.
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Figure 4.7: Spectra of the deposited energy in the corresponding detector
for 10B(n,α) reaction at thermal (blue line) and at 40 keV of neutron energy
in the forward (red) and backward (green) direction.

4.2 Absorption correction

According to the Ratio Method described in section 3.6, the 235U(n,f) is
measured relative to the two references, assuming all the samples are
crossed by the same neutron beam. Because the experimental setup has
been placed on the beam, the neutron flux undergoes attenuation while
crossing each volume along its path, and a correction for the neutrons lost
is therefore needed. The energy distribution of the neutrons interacting
with the i-th sample is extracted starting from the entering neutron flux
and correcting it by the attenuation in all the layers before the sample it-
self. To calculate the correction factor relative to each sample, a dedicated
simulation has therefore been performed. The neutron beam has been
simulated as mentioned before, that is a Gaussian shape of σ = 0.7 cm
and coaxial to the experimental setup. Since during the analysis the log-
arithmic binning was used for the neutron energy spectra, the simulated
energy spectra of the neutron flux was chosen to be flat in logarithmic
scale in the range 0.01 eV to 1 MeV, thus to accumulate statistics evenly
over the full energy interval of interest.
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Figure 4.8: Neutron beam profiles in the plane of the first boron sample
(square 70x70mm2).

Figure 4.9: Neutron beam profiles in the plane of the first uranium sample
(circle 40 mm diameter).
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In figures 4.8 and 4.9 the beam profiles onto the boron and uranium
samples are shown. Similarly to what has been said for figure 4.2, the
shape of the boron and uranium samples, respectively a square 70x70
mm and a circle with 40 mm diameter, can clearly be distinguished. For
each of the six samples, the Monte Carlo simulation code records the
position and the kinetic energy of the impinging neutrons.

Figure 4.10: Correction factor as a function of neutron energy for the six
samples.

The correction factor is calculated as the ratio between the energy
spectra of the neutrons hitting the i-th sample and the flat energy dis-
tribution of the generated neutrons. In case of no attenuation this factor
would 1 in the whole energy range. In realistic conditions the layers
crossed before the i-th sample absorb or scatter a certain amount of neu-
trons, presenting characteristic dips at the resonance energies. The re-
sulting correction factors for all the samples are shown in figure 4.10. It
is worth observing that the main effects are present for low energy neu-
trons, mainly because of the typical 1/v trend of the 6Li(n,t), 10B(n,α)
and 235U(n,f) cross sections. Moreover the signature of aluminum cap-
ture resonances is clearly visible at higher neutron energies, starting from
the first narrow resonance located at 5.9 keV. All the sample backings are
made of aluminum and the correction is particularly significant for the
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uranium samples, since the corresponding backing thicknesses are larger
compared to those of lithium and boron (250 µm versus 50 µm and 18 µm
respectively). Moreover, the smaller size of the uranium sample deter-
mines a small but constant correction independent of the neutron energy,
due to the neutrons in the Gaussian tails that do not intercept the sam-
ple. The neutron beam profile along the horizontal axis is reported in
figure 4.11 for the first (lithium, red line) and last sample (uranium, blue
line). As expected, the Gaussian shape does not change, being the neu-
trons loss independent from the horizontal position in the samples before
the uranium.

Figure 4.11: Profile on the horizontal axis of the neutrons hitting the first
(lithium, red line) and last (uranium, blue line) sample.

4.3 Efficiency

As illustrated in the section 3.6, the number of events registered in each
detector has to be corrected for the detection efficiency. This parameter is
defined as the fraction of reaction products that reach the detectors and
overcome the experimental thresholds, described in detail in section 3.3.
For the Li and B detectors this quantity is not a constant value, since it
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depends on the kinetic energy of the incident neutron starting from a few
keV. A dedicated Monte Carlo simulation has been performed to evaluate
the detection efficiency of Li and B detectors as a function of the inci-
dent neutron energy, while it was not needed for the U detectors, since
their efficiency is constant over all the neutron energy range of interest.
For each sample of Li and B, 105 reactions have been simulated for each
neutron energy value that has been chosen. As said the coefficients of
the Legendre polynomials provided by ENDF/B-VIII have been used to
determine the angular emission of the products and a correction for the
boost provided by the incident neutron has been also implemented. For
each simulation the energy deposited into the each silicon detector has
been recorded, as well as all the particle cosine and initial position, which
were required to validate the code. In order to compare the simulated
spectra with the experimental ones the experimental thresholds and the
detectors resolution have been implemented in the MC code, the sim-
ulated spectra had to be convoluted with a Gaussian response, thus to
reproduce the detector resolution.

The simulated spectra have been calibrated from energy to channel,
since the thresholds were initially defined in units of DAQ channels in the
experimental spectra. The conversion from MeV to DAQ channels accords
to a linear calibration function, typical of silicon detectors, with two free
parameters:

channel = p1 ∗ energy(MeV) + p0 (4.1)

the convolution with a Gaussian curve, to include the detector resolution,
employed a standard deviation sigma depending on the deposited energy
as:

σ = p2/
√

Energy[MeV] (4.2)

The three parameters were optimized in order to minimize the χ2 be-
tween the experimental data and the Monte Carlo spectra for low energy
neutrons, where the experimental spectra have more statistics, thus opti-
mizing the mutual agreement.

Figure 4.12 reports the comparison between Monte Carlo and experi-
mental spectra of the Li detectors for very low energy neutrons. The black
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line represents the experimental spectra measured for neutron energy be-
low 1 eV, for which the angular emission of products can be considered
completely isotropic. The red line is the deposited energy simulated by
the Monte Carlo code for low energy neutrons with applied the Gaussian
convolution. The dashed blue vertical line represents the experimental
threshold used to select the tritons, while the yellow shaded region is the
amplitude interval where the χ2 between the experimental data and the
simulation has been minimized. The Monte Carlo spectra have been nor-
malized to the experimental data in the region above the experimental
threshold.

For the Li_b detector the curves show a nice agreement even outside
the mentioned interval, proving that the chosen calibration and experi-
mental resolution are reasonable. Small discrepancies can be ascribed to
minor differences due to a possible inhomogeneity in the thickness of the
aluminum dead layer, that unfortunately is not specified on the detec-
tor datasheet and cannot be included in the code. Anyway the achieved
agreement is more than sufficient for an accurate efficiency evaluation.
This is not true for the Li_f detector: indeed it has already been pointed
out in section 3.3 that it did not show the usual linear behaviour of sil-
icon detectors. In this case the alpha particles peak resulted closer than
expected to the tritons peak. Moreover, the shape of this alpha peak is
anomalous, probably to be ascribed to a problem in the detector bias
voltage or to an anomalous behaviour of the preamplifier. However, in
light of the good agreement with the tritons peak we decided to employ
a higher experimental threshold in order to to exclude most of the alphas
while selecting the majority of triton events.

In the case of B detectors (figure 4.13), the comparison shows an excel-
lent agreement in the region of interest between Monte Carlo simulations
and the experimental data. Unfortunately the function adopted to de-
scribe the detector resolution cannot reproduce the higher energy peak
due to alphas emitted with 7Li in the ground state: indeed such a peak is
too narrow because compressed by the set-in of the logarithmic behaviour
of the preamplifier. In any case this does not represent an issue, because
no events related to this peak are lost.

In principle, the parameters fitted at low neutron energies are valid
over the entire energy range of interest, till to 170 keV. In figure 4.14
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(a) Li_f

(b) Li_b

Figure 4.12: Comparison between Monte Carlo and experimental spectra
of the deposited energy for low energy neutrons (< 1 eV) in Lithium
detectors.

and 4.15 the comparison between experimental data and the simulated
spectra for neutrons at 40 keV are reported. In particular the experimental
spectra were obtained by selecting the events between 35 keV and 45
keV. Due to the 1/v behaviour of the cross sections, the total counts in
the experimental spectra strongly decrease at higher neutron energy and
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(a) B_f

(b) B_b

Figure 4.13: Comparison between Monte Carlo and experimental spec-
tra of the deposited energy for low energy neutrons (< 1 eV) in Boron
detectors.

therefore present significant fluctuations. This effect is more important
for the 10B(n,α) reaction, while in the case of the 6Li(n,t) reaction it is
partially mitigated by the resonance located at 250 keV. Similarly to what
showed for low neutron energy, the alpha peak shape in the Li_f detector
is not well reproduced, while a reasonable agreement is found for the
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(a) Li_f

(b) Li_b

Figure 4.14: Comparison between Monte Carlo and experimental spectra
of the deposited energy for 40 keV neutrons in Lithium detectors.

tritons. Once again, the agreement for the Li_b detector is excellent.
The comparison for the B detectors is reported in figure 4.15, where it

is evident that the adopted resolution is not again suitable to reproduce
the high energy peak. In any case the discrepancies are under control
and the agreement remains good by increasing the neutron energy, prov-
ing that the correction for the angular distribution and kinetic energy
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(a) B_f

(b) B_b

Figure 4.15: Comparison between Monte Carlo and experimental spectra
of the deposited energy for 40 keV neutrons in Boron detectors.

was quite reasonable. For each Li and B detector the point-wise value
of the efficiency has been evaluated for 11 neutron energies, in order to
study its energy dependence. The energy values are: 10−4, 5, 10, 15, 20,
40, 60, 80, 100, 120, 140, 160 keV. The first point refers to the efficiency
for low energy neutrons, for which the angular emission of the reaction
products is isotropic. The remaining energy values are those for which
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the ENDF/B-VIII library provides the Legendre coefficients within the
energy interval of interest for the measurement, i.e. below 170 keV, and
it was hence possible to determine the angular distribution of the prod-
ucts. For each simulation the resulting spectra have been converted from
MeV to DAQ channels and convoluted with the resolution previously de-
termined. Therefore the point-wise value of the efficiency is given by the
ratio between the events that overcome the threshold and the 105 reactions
that have been simulated. The obtained values were fitted with a 3-th de-
gree polynomial and the resulting efficiency is reported in figures 4.16
and 4.17.

It is clear that the neutron dependence is more relevant for the 6Li(n,t)
reaction, because of the pronounced anisotropy of the angular distribu-
tion of the reaction products in the keV region. The low efficiency for the
forward detector at low energies, compared to the backward detector, is
due to the high experimental threshold used to separate alphas and tri-
tons, that as said partially exclude the lower energy tail of the triton peak.
Nevertheless the strong forward emission of tritons in the reaction leads
to an increasing efficiency in the keV energy region, efficiency that reaches
45% at 100 keV. The backward detector presents an efficiency around 38%
at low energies, a reasonable value considering that the alpha/tritons
discrimination is quite good but its effective angular coverage in the lab-
oratory reference frame is decreased by the kinematic boost. Therefore,
the efficiency decreases and reaches a minimum value of 21% at 100 keV.

The anisotropic emission of 10B(n,α) reaction is less evident, and pro-
duces a smaller energy dependence of the efficiency. Nevertheless a small
increase for the forward detector, and a complementary decrease for the
backward one, can be observed for neutron energy larger than 1 keV. It is
interesting to notice that at low energy the detectors have a similar effi-
ciency around 33%, as expected considering the isotropic emission of the
products and the equivalent experimental thresholds. The lower value
with respect to the Li_b detector is related to the lower energy of the al-
pha particles, whose angular acceptance is significantly affected by the
dead layer of the silicon detectors.
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(a) Li_f

(b) Li_b

Figure 4.16: Detector point-wise efficiency for the Lithium detectors, and
polynomial fit.
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(a) B_f

(b) B_b

Figure 4.17: Detector point-wise efficiency for the Boron detectors, and
polynomial fit.



Chapter 5
Results

Even though the initial purpose of the experiment was to investigate the
235U fission cross section in the neutron energy range between 10 keV
and 30 keV [110], the combination of the unique features of the n_TOF
neutron beam with the highly performing experimental apparatus, has
led to high accuracy and high-resolution data in a much wider neutron
energy range compared to previous measurements, from thermal to 170
keV. The present data, encompassing the full energy range in a single
measurement, could definitively solve all the existing discrepancies with
the most recent official libraries of neutron data.

In the present chapter, the 235U(n,f) cross section calculated with the
flux obtained combining the data of the two reference reactions is taken
into account, in light of their good agreement. In addition, the 235U(n,f)
cross section respect to each reference have been calculated, since this
have been required by the standard evaluators, and are currently available
on EXFOR.

In the first section of this chapter the measured 235U(n,f) cross section
is compared to the values present in the major evaluated neutron data li-
braries, in the range between thermal and 170 keV. These libraries provide
evaluated cross sections based on several experimental datesets of neu-
tron induced reactions, which are mutually normalized. In particular the
libraries taken into account and considered the most reliable are: the most
recent ENDF/B-VIII and JEFF3.3, and the slightly older ENDF/B-VII and
JENDL-4.0, which were available when the measurement has been pro-
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posed in 2014. In section 5.2 only the last release of IAEA standard cross
section [19] is taken into account, reporting the comparison for energies
above 1 keV. The comparison in the energy region between 9 keV and 170
keV is then discussed in more detail, integrating the experimental and
evaluated cross sections over wide energy intervals and highlighting the
results concerning the statistically significant discrepancies found in the
range 10 keV to 30 keV. Finally, the measured ratio between the 10B(n,α)
and 6Li(n,t) cross sections is shown. It confirms the high quality of the
measured data and it is also of great interest for the community of the
evaluators of nuclear standard cross sections.

5.1 Comparison of 235U(n,f) cross section with
major libraries

The 235U(n,f) cross section in the neutron energy range between 0.02 eV
and 170 keV, is reported in the top panel of figure 5.1, with a logarithmic
binning in the energy axis at 200 bins per decade (later indicated as BPD).
In the same figure the comparison between experimental data and cross
sections reported by ENDF/B-VIII (in red) and the JEFF3.3 (in blue) li-
braries is shown, using three statistical indicators at 20BPD, to highlights
the possible discrepancies in terms of shape or average behaviour. In fig-
ure 5.2 the comparison is extended to the cross section values provided
by ENDF/B-VII (green) and JENDL-4.0 (purple) libraries.

For each figure the χ2 of the measured cross section with respect to
each library is reported in the bottom part of the top panel, with the
vertical axis on the right side of the panel. The χ2 has been evaluated
according to the expression:

χ2 =
1
10

10

∑
i=1

(xsexp
i − xslib

i )2

(σ
exp
i )2

(5.1)

where xsexp and xslib are the experimental and evaluated 235U(n,f) cross
section respectively and σexp is the experimental statistical uncertainty.
This quantity is a useful indicator of the shape (dis)agreement. The mid-
dle panel shows the normalized deviation Σ in units of standard devi-
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ation σ between the experimental data and the libraries calculated with
the equation:

Σ =
∑10

i=1(xsexp
i − xslib

i )√
(σ

exp
i )2

(5.2)

Finally, the ratio data/library is reported in the bottom panel. While the
ratio provides a numerical clue of the deviation in relative units, the nor-
malized deviation Σ indicated the statistical relevancy of such difference.

Figure 5.1: Top panel: the final measured 235U(n,f) cross section, relative
to the weighted average of the 6Li(n,t) and 10B(n,α) data; in the lower part
the reduced χ2 with respect to the ENDF/B-VIII (red) and the JEFF3.3
(blue) evaluations is shown. Middle panel: the normalized deviation Σ
between the current data and the two libraries; the dashed lines indicate
the ±3σ level. Bottom panel: the ratio of the data to the two libraries.

In both figures 5.1 and 5.2 we can distinguish different behaviour of
the cross section, corresponding to different energy intervals: below 1 eV,



116 CHAPTER 5. RESULTS

between 1-100 eV, between 100-1000 eV and above 1 keV. In the first the
experimental data agree with ENDF/B-VIII and JEFF3.3, indeed the ra-
tios reported in the bottom panel of figure 5.1 agree within few percent
and the χ2 value is close to the unity over the full interval. Moreover
below 1 eV |Σ| is always smaller than 3σ with the exception of the small,
but significant, difference at 0.25 eV, where the first resonance of 235U(n,f)
is located. The ratio and deviation highlight an experimental value ini-
tially lower than the libraries, followed by a higher value. The deviations
reach values around 5 σ indicating a misalignment of the resonance en-
ergy between experimental data and the libraries. Nevertheless this issue
does not affects the data quality and it will be shortly treated in a dedi-
cated resonance analysis. On the contrary, the cross sections reported by
ENDF/B-VII and the JENDL-4.0 present large discrepancies in term of
deviation and ratio (up to 5%) below 1 eV, failing to reproduce correctly
the experimental data.

Between 1 and 100 eV, where many resonances are located, large dis-
crepancies between n_TOF data and all the libraries are present. Such
discrepancies are most likely related to local mismatches in the amplitude
or shape of some resonances. A larger value of χ2 indicates a mismatch
in terms of shape, while the sharp fluctuations of Σ denote a mismatch
of the cross section integral, thus probably indicating a lower accuracy of
the evaluation in that region. A better agreement has been found with
the JEFF3.3 library, which has generally deviation |Σ|<4σ and slightly
lower than ENDF/B-VIII, which in a few bins exceeds 5σ. The systematic
differences in the ratio demonstrate that those deviations are not simply
due to shape differences (χ2»1), but a statistically systematic deviation
around ≈ 3% between 1 and 100 eV is evident. The present data reveal
the need to improve the evaluated 235U fission cross section in this energy
interval. In the next future these n_TOF data will undergo an accurate
resonance analysis, in order to extract the required high precision reso-
nance parameters. The agreement between the measured cross section
and the ENDF/B-VII and JENDL-4.0 libraries resulted to be even worse,
in particular the deviation |Σ| exceeds somewhere the value of 10σ and a
systematic deviation around ≈ 5% is observed.

Above 100 eV the resonances are not well separated, mainly because
of the Doppler broadening effect, and the statistical tools include several
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Figure 5.2: Top panel: the final measured 235U(n,f) cross section, relative
to the weighted average of the 6Li(n,t) and 10B(n,α) data; in the lower part
the reduced χ2 with respect to the ENDF/B-VII (green) and the JENDL-
4.0 (purple) evaluations is shown. Middle panel: the normalized devia-
tion Σ between the current data and the two libraries; the dashed lines
indicate the ±3σ level. Bottom panel: the ratio of the data to the two
libraries.

of them in each bin, hence being sensitive to an average behaviour. Nev-
ertheless the agreement between the experimental data and the libraries
ENDF/B-VIII and JEFF3.3 is reasonably good up to ≈ 10 keV, showing
a ratio n_TOF/Lib within ≈ 2% and deviation |Σ| lower than 3 σ almost
everywhere. On the contrary the χ2 distribution presents a large structure
between 2.2 and 4 keV, not found in the other statistical indicators, that
arises from the somewhat arbitrary definition of the boundary between
resolved (RRR) and unresolved (URR) resonance regions. Indeed above
2.2 keV whilst resonance-like structures are present in n_TOF data, in
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both libraries the cross section is reported with a smooth average shape.
In the zoom shown in figure 5.3, the correspondence between the end of
the RRR, that is the start of the smooth behaviour in the two libraries,
and the sharp rise of χ2, is even more evident. A similar structure of χ2

is present in figure 5.2 with respect to ENDF/B-VII, since the boundary
between the RRR and URR is the same of ENDF/B-VIII and JEFF3.3. The
χ2 calculated with respect to JENDL-4.0 presents a prominent structure
with a sharp edge starting from 500 eV, where this library defines the
RRR limit.

Figure 5.3: Top panel: the final measured 235U(n,f) cross section, in the
1-10 keV neutron energy range; in the lower part the reduced χ2 with
respect to the ENDF/B-VIII (red) and the JEFF3.3 (blue) evaluations is
shown. Middle panel: the normalized deviation Σ between the current
data and the two libraries; the dashed lines indicate the ±3σ level. Bottom
panel: the ratio of the data to the two libraries.

The presence of resonance-like structures above the RRR boundary
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has already been observed at n_TOF [111]. They arise from the grouping
of individual resonances mainly due to the Doppler broadening. The level
sequence of compound states distribution in 235U+n was simulated just
above the neutron separation energy S(n) = 6.544 MeV, assuming a Gaus-
sian orthogonal ensemble (GOE) known as the Wigner surmise [112] and
adopting an average level spacing D0 = 0.54 eV. The 235U(n,f) cross section,
resulting from the simulated sets of neutron resonances and including the
Doppler broadening at temperature T = 0 and at room temperature T =
300 K, has been calculated in a restricted neutron energy range, and was
reported in Figure 5.4a. As ascertained by the simulation, for neutron en-
ergy below 4 keV the Doppler is the dominant effect that determines the
resonance broadening. By reporting the experimental data in the same
energy range as comparison (Figure 5.4b), one can observe that the reso-
nance grouping resulting from the simulation is qualitatively compatible
with the structures observed in the data.

For energy higher than ≈ 4 keV the χ2 decreases rapidly, because of
the increasing level density and worsening of the experimental resolution:
no significant statement about possible structures in the measured cross
section in this range is possible, so that it is well described by the smooth
line provided by all the libraries. Nevertheless the data show systematic
deviations from the evaluations, as can be clearly observed in figure 5.5.
The trend is not unique: below 9 keV the n_TOF cross section agrees with
the evaluations, whereas between 9 and 18 keV the experimental data are
systematically lower, with Σ close to 3σ. For neutron energy above 30
keV a cross section slightly higher than evaluations has been measured.
The observed discrepancy in the 10-30 keV region seems to confirm the
previous indication of a shortcoming of major evaluated data libraries in
that energy region [1], and therefore a more in-depth analysis has been
carried out.

5.2 Comparison of 235U(n,f) cross section with
IAEA standard

The 235U(n,f) cross section is provided by the IAEA in the form of GMA
nodes[19], between 0.15 keV and 200 MeV, from which the cross section
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(a) Simulated

(b) Experimental

Figure 5.4: Top panel: simulation of the 235U(n,f) cross section in a short
energy interval where a resonance grouping, due primarily to Doppler
broadening at T=300 K is evident. Bottom panel: n_TOF and ENDF/B-
VIII cross section data in the same energy range.

can be calculated with a proper interpolation procedure between the so-
called GMA nodes reported in table 5.1. This interpolation has been
the subject of a recent Corrigendum[113], triggered by the present work,
which clarified some ambiguities in the interpretation of the GMA nodes.
Following the most recent prescriptions, the 235U(n,f) cross section has
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Figure 5.5: Top panel: the final measured 235U(n,f) cross section, in the
2-170 keV neutron energy range; in the lower part the reduced χ2 with
respect to the ENDF/B-VIII (red) and the JEFF3.3 (blue) evaluations is
shown. Middle panel: the normalized deviation Σ between the current
data and the two libraries; the dashed lines indicate the ±3σ level. Bottom
panel: the ratio of the data to the two libraries.

been obtained by a logarithmic interpolation below 30 keV and linear in-
terpolation above. The comparison between the IAEA cross section and
the n_TOF data, in the neutron energy interval between 1 and 170 keV, is
shown in figure 5.6. In the same figure the χ2, Σ and ratio between the
two cross sections are reported, in analogy with the comparison with the
major evaluated libraries of section 5.1.

The interpolation procedure used to obtain the IAEA 235U(n,f) cross
section resulted in a smooth line, since the GMA nodes are quite distant
in terms of neutron energy compared to the structures present in the
n_TOF data. Not surprisingly, the χ2 value below ≈ 4 keV is very large
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Table 5.1: GMA nodes relative to the 235U(n,f) cross section from [19].

Neutron energy (keV) Cross Section [b] Uncertainty [%]
0.950 7.50 1.3
1.50 7.30 1.3
2.50 5.39 1.3
3.50 4.78 1.3
4.50 4.26 1.3
5.50 3.84 1.3
6.50 3.30 1.3
7.50 3.24 1.3
8.50 3.01 1.3
9.50 3.12 1.3
15.0 2.49 1.3
20.0 2.34 1.8
24.0 2.16 1.3
30.0 2.07 1.3
45.0 1.85 1.3
55.0 1.81 1.3
65.0 1.75 1.3
75.0 1.67 1.3
85.0 1.60 1.3
95.0 1.57 1.3
100 1.58 1.3
120 1.49 1.3
150 1.43 1.3
170 1.39 1.4

if calculated with the formula 5.1. Furthermore below ≈ 2 keV the Σ

and the ratio highlight large fluctuations, even though they are calculated
with a small number of bins. For neutron energies larger than ≈ 2 keV
the deviation |Σ| is always within the ±σ dashed lines, although in the
interval 9-18 keV it reaches values close to 3σ and the ratio shows an
average deviation of ≈ 5-6%. Above 30 keV the n_TOF and IAEA cross
sections are substantially in good agreement and both the ratio and |Σ|
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behaviours are compatible with the statistical fluctuations.

Figure 5.6: Top panel: the final measured 235U(n,f) cross section, relative
to the weighted average of the 6Li(n,t) and 10B(n,α) data; in the lower
part the reduced χ2 respect to the IAEA is shown. Middle panel: the
normalized deviation Σ between the current data and the IAEA cross
section; the dashed lines indicate the ±3σ level. Bottom panel: the ratio
of the current data to the IAEA cross section.

5.3 Integrals in keV energy region

For a more quantitative assessment of the observed discrepancy, figure 5.7
reports the ratio between the n_TOF measured cross section and the cor-
responding evaluated data of the main libraries, integrated in a few large
intervals. The integral ranges have been chosen to investigate in detail
the 10-30 keV neutron energy interval, where the discrepancies that mo-
tivated the measurement where found [1].
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The evaluations from ENDF/B-VII, ENDF/B-VIII, JEFF3.3 and JENDL-
4.0, together with the IAEA cross section have been taken into account for
this comparison. In the 9-30 keV interval the n_TOF cross section presents
a deviation between 1.5-2.5% relative to all the evaluations, with the ex-
ception of JENDL-4.0, highlighting a slight overestimate in the libraries.
These deviations seemingly do not appear as statistically significant if
the whole interval is considered, being |Σ| lower than 3σ with respect
to all the evaluations. However, by splitting the energy interval in two
sub-ranges, a large deviation up to 4.5% and a Σ<-3 for the most recent
evaluations is observed in the 9-18 keV region. In the second interval,
18-30 keV, the agreement is instead excellent. This is a significant con-
firmation that in that neutron energy range the cross section evaluations
are overestimated and likely call for a revision of these libraries. In the
other two intervals considered, 30-60 keV and 60-100 keV, the measured
cross section is slightly larger than all the evaluations, whereas between
100 and 150 keV it agrees again within one standard deviation.

It is interesting to notice that the interpolation between GMA nodes,
implies that a single inaccurate value of the cross section in a node can
give rise to a systematic upward or downward shift of the interpolated
cross sections in two adjacent energy intervals. In our case, the GMA
node at 9.5 keV, where the IAEA reference cross section is markedly
higher than measured in this work, influences the reconstructed cross
section at higher energies, although a good agreement is observed for the
node at 15 keV. Since the cross sections in the major evaluated libraries are
based on the IAEA cross section it is not surprising that the most recent
evaluations, namely ENDF/B-VIII and JEFF3.3, show results similar to
the IAEA cross section. As a final remark, figure 5.7 also shows that the
cross section integrated between 150 and 170 keV, i.e. where the 235U(n,f)
cross section is standard, is in very good agreement with the IAEA cross
section and all the evaluations. This evidence further corroborates the
robustness of the present results and the consequent conclusions.
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Figure 5.7: Top panel: ratio between the measured cross section, inte-
grated in a few large intervals, and the corresponding values for the
five reference libraries ENDF/B-VII, ENDF/B-VIII, JEFF3.3, JENDL-4.0,
IAEA. Bottom panel: the corresponding normalized deviation |Σ| (stan-
dard deviation units).

5.4 Ratio between 10B(n,α) and 6Li(n,t) cross sec-
tions

Even though the use of two reference standard reactions was initially
motivated by redundancy issues and in order to ensure the robustness of
the results, the ratio between the two cross sections is of great interest for
the neutron standards working group of IAEA. Indeed the 10B(n,α) and
6Li(n,t) are often used as references for neutron energies from 0.0253 eV
to 1 MeV, thanks to the easy handling of such stable isotopes and their
large cross section combined with a positive reaction Q-value. In fact
these reactions are usually employed to measure the n_TOF neutron flux
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between thermal and a few hundred keV, using silicon [63, 114] and gas
detectors [64, 65].

Figure 5.8: Experimental ratio between the 10B(n,α) and 6Li(n,t) cross sec-
tions normalized in the interval between 1 and 10 eV (blue points), com-
pared with IAEA values (red line). The inset shows difference between
the n_TOF data and the standard value measured in units of standard
deviation σ.

Figure 5.8 shows the ratio between the 10B(n,α) and 6Li(n,t) cross sec-
tions, normalized to their standard values in the interval between 1 and
10 eV. The blue points represent the n_TOF data, while the red curve is
the ratio between the IAEA cross sections. The experimental data agree
with the IAEA values over the full range, even though the fluctuation
due to the poor B statistic are significant above 1 keV. In the inset the
difference between the n_TOF data and the standard value measured in
units of standard deviation σ is reported for each point of the B/Li ratio.
The Gaussian-shape of the distribution proves that the fluctuations are
purely statistic. The present results confirm the good quality of the cross
section value for the reactions 10B(n,α) and 6Li(n,t) present in the last re-
lease of IAEA standards. At the moment a dialogue with the evaluators
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is ongoing to include the present data in the next standard evaluation.

5.5 Systematic uncertainties

According to the datasheet of the samples, the systematic uncertainties on
their areal densities were 1% for U, 1.5% for Li and 6% for B. However,
these uncertainties do not play any role, since the data were normalized
during the analysis, as shown in section 3.8. Two additional sources has
been investigated, namely the sensitivity to the experimental threshold
used to select the reaction products and the dependence of the detection
efficiency from the position of the neutron beam on the sample.

The first contribution impacts the number of counts measured in each
detector and has been studied variating the selection threshold by ±1%,
±2% and ±3%. Figures 5.9 and 5.10 shows the ratio of the count rates
obtained with these threshold with respect to the default values, for a Li
and B detector respectively. Small differences are observed for neutron
energies larger than 1 keV, however these are <0.3% in the case of Li and
<1% for B. Because of the wide separation between alphas and fission
fragments, the sensitivity to the selection thresholds was negligible in the
case of U detectors.

The contribution due to the alignment of the setup has been investi-
gated by simulating the Li and B efficiency considering different positions
of the beam on the samples. The effective beam center position was mea-
sured with the Gafchromic foil at 10.0 (7) mm and 5.0 (7) mm, respectively
in the horizontal and vertical direction, with respect to the detector center.
The efficiency has been simulated considering a shift of ±2 mm (corre-
sponding to 3σ) in both the direction. Such a shift determines a slight
change of the efficiency, roughly linear with the displacement, resulting
< 1% for a shift of one standard deviation. Finally, the IAEA indicates
the presence of a unrecognized systematic uncertainty on the values we
used for normalization, which has been taken in account. Combining all
the sources in quadrature, the overall systematic uncertainty ranges from
1.2% below 1 keV to 1.5% above this neutron energy.
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Figure 5.9: Ratio between the count rates measured with different thresh-
olds and the default values for the Li_b detector.

Figure 5.10: Ratio between the count rates measured with different
thresholds and the default values for the B_f detector.



Conclusions

The present P.h.D. thesis describes the high resolution measurement of
the 235U(n,f) cross section, relative to 6Li(n,t) and 10B(n,α), performed at
the n_TOF facility in 2016. This experiment was proposed after that recent
measurements [1, 2] have drawn the attention to a possible discrepancy
in the neutron energy range between 10 keV and 30 keV interpreted as
an overestimation in the evaluations of the 235U(n,f) cross section. The
interest for this cross section derives from his role as neutron standard,
being employed as a reference in the measurement of neutron fluxes and
neutron induced reaction cross sections.

The measurement has been performed in the Experimental Area 1 of
n_TOF, where a neutron beam with excellent energy resolution and high
instantaneous flux was available. The experimental apparatus consisted
of stacks of samples and silicon detectors placed directly in the neutron
beam. It represented the first time a fission cross section has been mea-
sured with silicon detectors at n_TOF, that have proven to be extremely
stable and resistant to the radiation damages.

In order to ensure the robustness of the final results, several checks
were made during each stage of the data analysis. In particular, the con-
sistency between the fluxes measured with each reference reaction was
verified, as well as their agreement with the official n_TOF flux mea-
sured in 2011. Monte Carlo simulations were performed with a Geant4
code, to calculate the neutron absorption in the materials placed along
the beam and the detectors efficiency as a function of the neutron energy.
In particular the direct simulation of the reaction products represented

129



130 CHAPTER 5. RESULTS

an important solution to overcome the requirement of high computing
resources by neutrons but, at the same time, it required additional valida-
tion stages. A relevant phase of the analysis consisted in the experimental
data normalization, indeed the experimental 235U(n,f) cross section has
been normalized using the standard integral between 7.8 eV and 11 eV
in order to reduce the systematic uncertainties. Nevertheless, the consis-
tency with the thermal point was also verified, in fact the ratio between
thermal and the integral resulted to be 2.352 ± 0.013(stat) ± 0.007(syst)
eV−1, in agreement with the value reported by IAEA (2.373 ± 0.029 eV−1).

The 235U(n,f) n_TOF cross section was extracted relative to the weighted
average of the two reference reactions from thermal energy to 170 keV
and compared with the values provided by the major nuclear data li-
braries (ENDF/B-VIII, JEFF3.3, ENDF/B-VII, JENDL-4.0 and IAEA2018).
The data are in good agreement with the libraries up to 10 eV, while sta-
tistically significant differences are observed in the resolved resonance re-
gion. Moreover, the presence of structures in the cross section is observed
between 2.2 keV and 4 keV, arising from the grouping of individual reso-
nances, which are not reported by the libraries.

The interval from 1 keV to 100 keV has been investigated in detail,
by integrating the cross section over several energy ranges of interest. A
good agreement is generally observed between the n_TOF data and the
libraries with the exception of the 9-18 keV interval, where a statistically
significant overestimation ≈ 5% is present. Noteworthy, such difference
can justify the experimental evidences which motivated the measure-
ment. Moreover, since the IAEA cross section is provided as point-wise
values which should to be interpolated, the n_TOF results suggest that
the observed discrepancy may be due to an overestimation of the value
at 9.5 keV, which determines the cross section in its surroundings. The
robustness of the present results is further ensured by the good agree-
ment with all the libraries in the energy interval from 150 keV to 170 keV,
where the 235U(n,f) cross section is a standard. The new n_TOF datasets,
one for each reference reaction, may lead to a reduction of the uncertainty
in the 1-100 keV energy region, with the perspective to possible extend
the 235U(n,f) standard energy interval toward lower values.

This accurate measurement can have a relevant impact in several fields,
ranging from nuclear energy technology and the development of new so-
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lution for handling radioactive waste to the refinement of theoretical fis-
sion models, which recently are of particular interest for the modeling of
the heavy elements nucleosynthesis in explosive environment. Moreover,
the excellent behaviour of the silicon detectors offers the perspective to
investigate the fission chains performing systematic campaigns of fission
cross section measurements for several isotopes of the same element.

Finally, this measurement provided a new dataset of the ratio between
10B(n,α) and 6Li(n,t) cross sections, which shows a good agreement with
the IAEA values. In addition, it resulted to be a dataset of interest for the
next evaluation of the standard cross sections.
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