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Abstract

Ultra-relativistic Heavy Ion Collisions (HICs) allow to reproduce the ex-
treme conditions of temperature and energy density where the Quark-
Gluon Plasma (QGP) is formed. Based on the current cosmological pic-
ture, QGP was the state of our universe few µs after the Big Bang. More-
over, there is evidence that a degenerate state of matter with similar prop-
erties to the QGP exists in the inner core of neutron stars and other com-
pact astrophysical objects.

Heavy ion collisions produce not only hadrons (among which pions,
kaons and protons are the most abundantly produced) but also compos-
ite and even fragile objects such as light nuclei (d, t, 3He, 4He) and light
Λ-hypernuclei, along with their antiparticles. Their measured yields de-
crease strongly with increasing (anti)baryon number – the penalty factor
for each additional (anti)baryon is about 300 – hence (anti)4He production
is a very rare process. The production rate at the CERN Large Hadron
Collider (LHC) for deuterons is approximately one every one thousand
p–Pb collisions corresponding to a charged-particle density of about 20.
The production rate of heavier nuclei, such as 3He, is even lower (one
every one million events). Hence, the study of light (anti)nuclei produc-
tion is particularly challenging. At the same time, light nuclei and their
antimatter counter parts are particularly interesting since the production
mechanism of such loosely bound states is still under debate. (Anti)nuclei
have a binding energy of the order of 1 MeV per nucleon. This value is
extremely low if compared with the chemical freeze-out temperature of
a nucleus-nucleus collision (Tchem ∼ 150 MeV). Hence, it is surprising
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to see how these loosely-bound objects like light (anti)nuclei can be pro-
duced and survive in such extreme conditions. The production of light
(anti)nuclei is usually described using two classes of phenomenological
models: the Statistical Hadronisation Models (SHMs) and the Coales-
cence models. Both classes of models describe different aspects of the
production of light (anti)nuclei. The comparison between the experimen-
tal results of (anti)nuclei production and the hadronization models cur-
rently available is crucial to shed light on the production mechanism.

A Large Ion Collider Experiment (ALICE) has been designed to deal
with the harsh environment of the ultra-relativistic hadronic collisions
and to study in details the characteristics of the QGP. ALICE has excel-
lent tracking and Particle IDentification (PID) capabilities over a broad
momentum range. This makes ALICE the most suited detector at the
LHC to study light (anti)nuclei produced in such high-energy hadronic
collisions.

(Anti)nuclei with mass numbers up to A = 4, such as (anti)deuterons,
(anti)tritons, (anti)3He and (anti)4He have been successfully identified in
ALICE in the pseudorapidity region |η| < 0.9 using different experimen-
tal techniques and different detectors, namely the Inner Tracking System
(ITS), the Time Projection Chamber (TPC) and the Time Of Flight detector
(TOF).

In this work, measurements of (anti)deuteron and (anti)3He produc-
tion as a function of the transverse momentum (pT) and event multi-
plicity in p–Pb collisions at a centre-of-mass energy per nucleon–nucleon
pair

√
sNN = 8.16 TeV are presented. In order to compare the results

from different collision systems and energies with the expectations of the
models, it is useful to study the production yields of nuclei for different
multiplicity classes. Consequently, it is possible to investigate whether
the production mechanism of light (anti)nuclei is similar in small and
medium-large collision systems. In this context, the p–Pb system is par-
ticularly interesting as it links existing results in pp and Pb–Pb collisions,
corresponding to small and large system sizes, respectively. One of the
most interesting results obtained from the large variety of experimental
data analyzed from ALICE is that the dominant production mechanism
of light (anti)nuclei seems to depend solely on the event charged-particle
multiplicity. Evidence for this comes from the continuous evolution of the
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nucleus-to-proton and nucleus-to-pion yield ratios with the event multi-
plicity across different collision systems and energies. The comparison
with the predictions of the statistical hadronization and coalescence mod-
els favors the coalescence description for the deuteron-to-proton yield ra-
tio with respect to the Canonical Statistical Model (CSM), which fails to
simultaneously reproduce the deuteron-to-pion yield ratio.

Additionally, the coalescence parameters B2 and B3, which are related
to the probability to form a deuteron or a 3He via coalescence of their
nucleon constituents, are measured as a function of the transverse mo-
mentum per nucleon and of the mean charged-particle multiplicity den-
sity. Such coalescence parameters confirm a smooth evolution from low
to high multiplicity across different collision systems and energies. The
results of B2 as a function of the mean charged-particle multiplicity den-
sity show a good agreement with the coalescence model that uses the
parameterization of the source radii based on femtoscopic techniques.

The light (anti)nuclei results are also relevant for background studies
in the search for dark matter via the measurement of (anti)nuclei in space
and as input for the understanding of the formation of QCD bound states
in high energy hadron physics.
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Chapter 1
High energy nuclear physics

In the current understanding, the energy density in the early universe
was so high that the fundamental components of ordinary matter could
not bind to form hadrons. The transition from this phase to the ordinary
matter and the properties of the hot and dense nuclear matter is the main
subject of study of High Energy Nuclear Physics.

1.1 Introduction

In ordinary matter quarks and gluons are confined inside hadrons by the
strong interaction. Quantum Chromo Dynamics (QCD), the theory of
strong interaction, predicts a phase transition from hadronic phase to a
deconfined phase of quarks and gluons, called quark-gluon plasma (QGP),
at temperatures and energy densities exceeding some critical thresholds.
The interest in this particular phase of matter comes from the need to un-
derstand the structure of our universe in the early stages of its evolution.
In fact, it has been established that few µs after the Big Bang the quark-
gluon plasma was the state of our universe [1]. Moreover, the physical
conditions in the inner core of neutron stars and other compact and mas-
sive astrophysical objects are believed to be suitable for the existence of
the QGP as a stable phase of the matter. The study of the QGP properties
is thus a common interest of Astrophysics, Cosmology, as well as Particle
Physics. Since it is not possible to access the inner parts of a neutron star
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or to look back in time when our universe was opaque, a promising way
to study the quark-gluon plasma is to create it in the laboratory. Violent
collisions of heavy ions, pushed to ultra-relativistic energies by powerful
accelerators, create small drops of this matter, which have typical lifetimes
of few tens of fm/c. They rapidly expand, undergoing several thermody-
namic states before quarks and gluons recombine again to form hadrons
(hadronization).

Several experiments performed in the last two decades at the Super
Proton Synchrotron (SPS) at CERN and at the Relativistic Heavy Ion Col-
lider (RHIC) at Brookhaven National Laboratory, have provided a signif-
icant evidence of the formation of this novel state of matter. The explo-
ration of its physical properties now continues at higher energies with the
Large Hadron Collider (LHC) at CERN, within its heavy ion experimen-
tal program.

The study of the transition to a deconfined phase of quarks and gluons
is not only relevant to understand and characterize the beginning of our
universe, but it has a deep impact on the theoretical aspects of the QCD.
In physics, a phase transition is usually accompanied by a symmetry
restoration. An analogy with the ferromagnetic phase transition can be
made, where the isotropy symmetry is broken at low temperature when
all dipole magnetic moments are aligned, giving a macroscopic magneti-
zation. This symmetry is however restored at high temperatures, where
the thermal motion of the particles prevents a preferred orientation of the
magnetic dipole moments.
Chiral symmetry is an approximate symmetry of the QCD Lagrangian
which is spontaneously broken at low temperatures and it is expected to
be restored at high temperatures and energy densities. Lattice QCD cal-
culations indicate that the transition which leads to restoration of chiral
symmetry (chiral transition) and the deconfinement phase transition oc-
cur at the same critical temperature, providing strong evidence that these
two different transitions might actually coincide. The understanding of
the conditions for the restoration of chiral symmetry is crucial not only
for theoretical reasons, but also for its impact on the structure of our uni-
verse: chiral symmetry breaking is, in fact, responsible for ∼ 99% of the
proton and neutron masses, hence most of the visible mass of our uni-
verse, i.e. excluding dark matter. Many open questions which need to
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be addressed still remain, such as the order of the phase transition, the
characterization of the QCD phase diagram, the equation of state of the
QGP, its evolution and the exact mechanism of hadronization.

1.2 QCD and the strong interaction

In the ’60s a large number of different hadronic states were already dis-
covered (e.g. ∆ resonance, the kaons) and yet there was no theoretical
framework able to explain the experimental observations of such a large
zoo of particles. The first theoretical success in explaining the hadron
spectroscopy was the prediction of the existence of the Ω baryon starting
from the three flavour families classification, SU(3), of the hadrons [2].
This classification evolved later into the static Quark Model that describes
the hadron zoology in terms of constituent particles with fractional charge
[3, 4].
The quark model was introduced by Murray Gell-Mann and George Zweig
in 1964 [5] to provide a plausible explanation of the curious patterns of
the Eightfold Way, i.e. the classification of hadrons according to their hy-
percharge and strangeness. According to this model, hadrons are bound
states of quarks. More specifically, baryons are made of three quarks (an-
tibaryons are made of three antiquarks) and mesons are made of a quark
and an antiquark. Despite the success of the quark model in explaining
the hadron multiplets and predicting new particles that had indeed been
discovered (like the Ω), there was a diffuse skepticism by many physicists
due to the lack of observation of free quarks. The notion of confinement
was introduced in order to explain the failure of experiments to produce
isolated quarks. A more comprehensive understanding of the mechanism
responsible for quark confinement came a short time later when Green-
berg introduced the colour quantum number to save the quark model
from a deep inconsistency related to the Pauli exclusion principle: each
quark has an additional degree of freedom, expressed by an additive
quantum number called colour, which can assume three possible val-
ues (red, blue and green), as well as the corresponding anticolour for
antiquarks. This can be expressed using the analogy between the colour
states and 2-dimensional vectors: the three colour states correspond to
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three vectors, all starting from the point (0, 0) and forming angles of 120◦

with the neighbor (Fig. 1.1). The colour quantum number of a compos-
ite object is given by the vector sum of the colours of its constituents.
According to this geometrical analogy, a baryon is made of three quarks
with different colour states, and a meson is made of a quark with a given
colour and an antiquark with the corresponding anticolour.

Figure 1.1: Geometrical analogy between colour states and 2-dimensional
vectors. The colour of the bound state is given by the vector sum of the
colours of its constituents.

Colour however cannot be observed directly, as composite (anti)hadrons
are colour neutral and are either made up of three (anti)quarks (qqq) that
carry all three (anti)colours, or consist of a pair of one quark and an an-
tiquark (qq̄). The mediators of the strong force that couple to the colour
charges are called gluons. Unlike photons, the gluons are not neutrally
charged but also carry colour. The colour charge of the gluons consists of
a colour and a different anticolour (there is no colour neutral gluon). A
gluon exchange between two quarks therefore results in a colour change.
As gluons are coloured particles, they are bound to confinement, which
results in the short range of the strong force. Confinement arises as the
attractive force between quarks does not vanish with increasing distance,
unlike Quantum Electro-Dynamics (QED), but remains constant. The en-
ergy in the field between the quarks rises until the threshold for quark-
antiquark pair production is reached and a qq̄ pair is created. Therefore
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quarks can never be observed individually - they are confined in mesons
and baryons.
The potential between a heavy quark-antiquark pair can phenomenolog-
ically be described by the Cornell potential [6].

V(r) = −4
3

αs

r
+ κr (1.1)

For short distances (r), the potential resembles a Coulomb like poten-
tial while towards higher r the linear increasing term becomes dominant.
The latter is often referred to as the confinement term and the constant κ is
often associated with a string tension between the two quarks in analogy
with the constant force of a spring. The shape of this potential is verified
by model calculations of the QCD, such as lattice QCD [7]. The string ten-
sion is found to be in the order of κ = 1 GeV/ fm [8]. The Cornell potential
in the vacuum is modified by the presence of the coloured medium of the
deconfined phase that screens the interaction between quarks. Inside the
medium the potential becomes:

V(r) = −αs

r
e−r/rD (1.2)

The potential is modulated by an exponential, driven by the attenua-
tion length rD that is called Debye radius such that hadrons with a radius
larger than rD cannot bind in the medium.
In QCD the coupling constant αs decreases with increasing energy Q (Fig-
ure 1.2) [9].

This can be understood in a schematic picture. From the uncertainty
relation of Heisenberg, it follows that high energy partons (quarks or glu-
ons) will resolve a smaller volume around the colour charge, while low
energy partons will resolve a larger volume. The colour charge how-
ever cannot be assumed to be static. A quark for example is constantly
emitting and absorbing gluons. Thereby the gluons spread the effective
charge over a larger volume - the colour charge is diffused. A high energy
parton will resolve a smaller colour charge. The decreasing coupling in
QCD is known as asymptotic freedom. For its discovery David J. Gross, H.
David Politzer and Frank Wilczek were awarded with the Nobel Prize in
2004. The running coupling constant implies that calculations of QCD
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Figure 1.2: Strong coupling constant αS as a function of the momentum
transfer Q in the interaction [10].

can be performed using perturbation theory (pQCD) at high enough en-
ergies. Typically an energy larger than ΛQCD ∼ 200 MeV is required.
The formation of particles, however, occurs at lower energy and therefore
a process such as hadronization cannot be described perturbatively. The
concept of asymptotic freedom is expressed in a mathematical way by the
dependence of the strong coupling constant on the momentum transfer
in the interaction between two (anti)quarks [9]:

αs(|Q2|) = 12π

(11nC − 2 f ) ln(|Q2|/Λ2
QCD)

(1.3)

where nC is the number of colours, f the number of quark flavors and
ΛQCD ∼ 200 MeV is the scale parameter of the theory. In nature 11 nC > 2 f,
and as a consequence, the strength of the coupling constant decreases at
high momentum transfer, i.e. at short distances. In Fig. 1.2, αs is shown
as a function of the energy including different calculations at different
leading orders of the QCD perturbation theory [10]. The so-called anti-
screening effect1 causes the quarks inside hadrons to behave as quasi-free

1Anti-screening follows from the calculation of vacuum polarisation in QCD. The
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particles, when probed at large enough energies. As already mentioned,
this property of the strong interaction is called asymptotic freedom and
it allows us to use perturbation theory achieving quantitative predictions
for hard scattering cross sections in hadronic interactions [11].
Asymptotic freedom represents an important advantage for theoretical
calculations. In the high-energy regime (|Q2| ≥ 1 GeV2), when the strength
of the interaction is weak, QCD can be treated perturbatively, thus enor-
mously simplifying the calculations of cross sections and decay rates. The
perturbative approach, however, cannot be applied in the domain where
α ≥ 1 (|Q2| ≤ 1 GeV2), since higher order Feynman diagrams give in-
creasing contributions which cannot be neglected in the calculations.
On the other hand, at increasing distances (small Q) the coupling be-
comes so strong that is impossible to isolate quarks from hadrons. This
mechanism is called confinement and it is verified in Lattice QCD calcu-
lations [12,13] but not mathematically proven from first principles due to
its non-perturbative nature.

The previous considerations refer to what is called running coupling
constant. In summary, according to Eq. 1.3, it is possible to conclude that:

• if Q2 −→ ∞, αs(Q2) −→ 0: asymptotic freedom;

• if Q2 −→ 0, αs(Q2) −→ ∞: confinement

The difficulty in solving QCD equations in the low-energy regime has
led to the development of many effective models to obtain predictions, to
explain phenomena and hadron properties at low energy, such as hadron
masses, the hadronization mechanism and the coupling strength. Nowa-
days the application of QCD in the low-energy domain is based on lattice
QCD, where the QCD equations are solved numerically in a finite space-
time lattice, with the usage of computers.

QCD vacuum consists of virtual qq̄ pairs, and if this would be all, the charge screening
mechanism would be the same as in QED. However, due to the gluon self-coupling,
the vacuum is also filled with virtual gluon pairs. Since the gluon cloud carries colour
charge, it turns out that the effective charge becomes larger with larger distances. This
effect is known as anti-screening.
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1.3 States of the hadronic matter

One important consequence of the running of αs is the possibility of creat-
ing different states of the hadronic matter. Considering a system with fi-
nite dimensions composed by quarks and gluons, the state of the hadronic
matter of the system depends on the mean transferred momentum in
the interactions inside the medium. It is convenient to describe these
hadronic systems using variables typical of thermodynamics like temper-
ature (T) and chemical potential (µ) associated with the baryonic number.
Figure 1.3 shows the phase diagram of the QCD matters predicted by the
theory and the values of T and µ that are accessible experimentally in
high energy heavy ion collisions at colliders.

The origin of the phase diagram (T = µ = 0 GeV) corresponds to the
QCD vacuum. At T = 0 GeV, µ is the energy required to create a bary-
onic state, thus ordinary QCD matter (proton, neutrons and nuclei) sits
at almost zero temperature and µ ∼ 1 GeV. Moving further along the µ

axis there is a phase transition to the deconfined state that has been hy-
pothesised to be present in the core of neutron stars [15]. In a similar
way, when moving towards T ≫ ΛQCD and µ ∼ 0, the system becomes
similar to the primordial universe and undergoes a crossover transition to
the deconfined state called QGP. As the temperature increases, the aver-
age momentum exchange between the constituents increases as well and
the interaction becomes less and less strong. Quarks and gluons are no
longer confined in colour singlets and they constitute a plasma of free
coloured partons. The energy density ϵ and pressure p in this state of
matter can be approximated using the equations of state of an ideal gas
of massless particles confined in a bag of volume V [16]:

p =
π2

90
nDOFT4 , ϵ = 3p (1.4)

where nDOF is the number of different particle states (degrees of freedom,
DOF) populating the system.
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Figure 1.3: Schematic nuclear matter phase diagram from [14]. QGP
refers to the Quark Gluon Plasma state, CFL (Colour-Flavour Locked)
corresponds to the colour superconducting phase that is present in sys-
tems with high baryon chemical potential (e.g. core of neutron stars, from
5 to 10 times the baryon chemical potential of ordinary matter). The green
arrows represent the phase space probed by collider experiments at the
Relativistic Heavy Ion Collider (RHIC) and at the LHC.

1.4 Predictions of the QGP

Predictions of the QGP state can be achieved with different models and
theories which are listed in the following.

• Perturbative QCD (pQCD) [11],
- allows us to use a perturbative expansion in series of the strong
coupling constant αs with the requirement that αs ≪ 1. The pro-
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cesses that satisfy this condition are those with large transferred
momentum Q2 (see Sect. 1.2) such as the heavy flavor production
in hadron collisions.

• Lattice QCD [12, 13],
- is a complex non-perturbative theory of the QCD based on a dis-
crete lattice of the space-time coordinates which provides a quanti-
tative understanding of the new phase of matter. For instance the
calculations with this theory give a quite accurate estimate of the
critical temperature [17] and of the hadron masses [18]. As a draw-
back, to reach a small pitch of the lattice, very high performance
computers are needed.

• Effective models,
- based on QCD, they provide a phenomenological description of
the physical processes. For example, the MIT bag model [19] con-
siders massless quarks confined into a bag of finite dimensions. The
confinement derives from the balance between the pressure due to
the kinetic energy of the quarks and the external pressure. If the
internal pressure overcomes the external one, the bag breaks. The
pressure in the bag can increase for two main reasons: the temper-
ature becomes higher (kinetic energy associated to the quarks) or
the baryon density grows (compression). Experimentally, it is pos-
sible to induce these conditions in the nuclear matter with heavy
ion collisions.

1.5 Heavy Ion collisions

Currently, the only known way to cross the phase boundary between
ordinary hadronic matter and QGP in the laboratory is by colliding ultra-
relativistic heavy ions. The first experiments on Heavy Ion Collisions
(HICs) were performed with a fixed target configuration, at the Alter-
nate Gradient Synchrotron (AGS) at the Brookhaven National Laboratory,
and at the Super Proton Synchrotron (SPS) at CERN, with centre-of-mass
(CM) energies in the range between 2 GeV/nucleon and 18 GeV/nucleon.
The next generation of experiments was based on ion-beam collisions.
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The first experiments on HIC at energies ≥ 2 GeV/nucleon were per-
formed at the Bevalac accelerator, at the Lawrence Berkeley National Lab-
oratory. Starting from then, many HIC experiments at higher and higher
energies took place. Nowadays two of the main hadron colliders with an
active HIC program are: the Relativistic Heavy Ion Collider (RHIC) at the
Brookhaven National Laboratory (BNL) and the Large Hadron Collider
(LHC) at CERN. RHIC and LHC can provide heavy ion collisions with a
CM energy up to 200 GeV/nucleon and 5.02 TeV/nucleon respectively.

To explore the existence of QGP in the laboratory, it is important to cre-
ate a strongly interacting system which satisfies two main requirements:

• Large spatial extension: we want to use macroscopic variables and
the system dimensions must be greater than the scale of the strong
interaction (∼ 1 fm). Large extension means also a large number of
particles (≫ 1).

• Long life: we want to use the language of thermodynamic, and the
system must reach the thermal equilibrium (τ ≫1 fm/c, where τ is
the collision time).

Moreover we want to reach the correct energy density for the transition
phase. The critical energy density ϵc can be calculated in statistical me-
chanics [20] as follows:

ϵc = 37
π2

30
T4 1

(h̄c)3 (1.5)

where 37 represents a factor containing the degrees of freedom of quarks
and gluons. As a consequence ϵc/T4 will be constant for the QGP. If one
considers a critical temperature Tc = 170 MeV and h̄c = 197 MeV·fm, from
Eq. 1.5 it is possible to calculate a critical energy ϵc = 1 GeV/fm3. To
obtain such an energy, it is not sufficient to make proton-proton (pp) or
positron-electron (e+e−) collisions where a charged-particle multiplicity
of few tens of particle is produced. The high energy heavy ion collisions
carried out at the LHC can create a system with the correct requirements
in terms of energy density and temperature. In fact, the system created in
a Pb–Pb collision can reach a volume of the order of 1000 fm3, consisting
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of about 2000 charged particle in the pseudorapidity2 interval |η| < 0.5 for
central Pb–Pb collisions at 5.02 TeV/nucleon [21, 22]. An energy density
in the range 12–14 GeV/fm3 has been measured for the initial stage of
central Pb–Pb collisions at 2.76 TeV/nucleon [23,24] that is well above the
critical energy density of about 1 GeV/fm3.

1.5.1 The Bjorken model

The collision and the space-time evolution of the QGP is described in
the Bjorken model. The two relativistic nuclei, which can be seen as discs
due to Lorentz contraction, pass through each other and leave a group of
highly excited particles behind in the interaction region, in a time scale
of the order of 0.1 fm/c. The particles interact with each other and de-
excite into new quarks and gluons. A mass of hot and dense matter is
formed, which quickly thermalizes in a time of approximately 1 fm/c:
at this time the quark-gluon plasma is formed. The temperature creates
a thermal pressure, which causes the QGP to expand. This expansion
cools the QGP until it reaches the phase transition temperature of TC ∼
170 MeV. At this point the QGP has lived for approximately 10 fm/c and
will start to hadronize. When the mass reaches the chemical freeze out
temperature Tchem, the QGP has completely hadronized into a hadron gas
and the hadrons no longer undergo chemical transitions (i.e. they are
fixed from changing to another type of hadron except through decay).
The hadrons in the hadron gas continue to interact with each other while
the gas expands. This keeps the hadrons in a kinetic equilibrium. When
the gas reaches the kinetic freeze out temperature the particle interactions
no longer maintain equilibrium. The particles move away from the colli-
sion point and will have a chance to decay depending on their lifetime.
The detectors will then measure those particles or their decay products
when they interact with the detectors.

2Pseudorapidity is a parameter (denoted by η) frequently used in colliding beam
experiments to express angles with respect to the axis of the colliding beams. It has
the value 0 for particle trajectories that are perpendicular to the beam, and positive or
negative values for those at an angle to the beam. The pseudorapidity is often expressed
in terms of the polar angle θ with respect to the beam axis. These two quantities are
linked via the Eq. 1.12 that will be further discussed in Sect. 1.7
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In the following the process which lead to the formation of hadrons out
of quarks and gluons, shortly depicted above, is described in more de-
tail, discussing the geometry and the space-time evolution of heavy ion
collisions.

1.5.2 Collision geometry

Atomic nuclei are extended objects whose typical size is of the order of
few fm. A collision between composite systems with finite dimensions,
like the atomic nuclei colliding at the LHC, can be modelled starting from
the constituents of the system. Indeed, it is natural to consider a heavy ion
collision as the sum of the interactions between the constituent nucleons
of the two colliding nuclei. The relevant parameters in such a description
are the number of nucleons participating in the interaction between the
nuclei Npart and the number of binary collisions between two nucleons
Ncoll. These two parameters are correlated with the impact parameter of
the collision b. The impact parameter is defined as the distance between
the directions of motion of the two approaching nuclei (Fig. 1.4). Nucle-
ons involved in the collision are called participants, while the others are
called spectators.

Figure 1.4: Representation of a heavy ion collision. Before the colli-
sion nuclei are similar to two disks with a small thickness due to the
Lorentzian contraction of distances; after the collision there is a central
zone where the participant nucleons are, while spectators continue their
motion along the beam line.
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In the most central collisions, which correspond to small impact pa-
rameter values, the nuclei collide almost head on. The overlap region is
the largest and, thus, the largest number of Npart and Ncoll can be ob-
tained. The overlap region becomes smaller and less circular the more
peripheral the two nuclei collide, i.e. for larger b. Thus, events can
be characterized using the centrality according to the size and shape of
the overlap region. Unfortunately, neither the impact parameter nor the
number of participant nucleons or binary collisions can be measured di-
rectly. Nevertheless, these quantities can be inferred using a geometrical
model of nucleus-nucleus collisions based on the Glauber model [25]. Roy
Glauber in the 1950’s used the quantum mechanical scattering theory to
describe multiple scattering in composite systems. His work was found
extremely useful in the calculation of total cross sections in p-A and A-A
collisions and it is nowadays used to connect some microscopic geomet-
rical quantities, like the impact parameter, to macroscopic experimental
observables, thus representing the "theoretical magnifying glass" of heavy
ion and proton-ion collisions.
The collision centrality in a typical HIC that occurs at the LHC will be
further discussed in Sect. 4.8.

1.5.3 Space-time evolution of heavy ion collisions

As already mentioned, a long-lived and strongly interacting system is
created when two ultra-relativistic atomic nuclei collide. The evolution of
such a system, as well as the characterisation of its properties, is one of
the subject of investigation of HI experiments.

Figure 1.5 summarises in a space-time plot the current view on the
evolution of a HIC [26, 27]:

1. for t < 0 fm/c: the two atomic nuclei travel along the beam line.
At the relativistic energies reached at the modern accelerators, the
nuclei are strongly Lorentz contracted in the laboratory reference
frame (by a factor 100 and 2700 at the RHIC and at the LHC respec-
tively);

2. at t = 0 fm/c: collision time. The geometry of the collision can
be described using the Glauber Model, as outlined in the previous
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Figure 1.5: Schematic illustration of the space-time evolution of a collision
between two high energy nuclei [26]. On the right, the two colliding
nuclei are shown in the laboratory reference frame.

section;

3. for 0 fm/c < t < τ0 ∼ 1 fm/c: due to their nature and the funda-
mental quantum mechanics uncertainty relation between time and
energy (∆E∆t ≥ h/2), hard processes (i.e. process with high trans-
ferred momentum) between the colliding partons occur at the very
first instants of the collisions. In this phase, called pre-equilibrium,
all the particles with high energy (either high momentum or/and
high mass), are produced. The typical time scale for such processes
is 0.1 fm/c. In high energy collisions, the momentum of the nuclei is
such that, in the first instants of the collision, their constituent par-
tons undergo several interactions, losing energy in the mid-rapidity
region (y ∼ 0), and then they escape at forward rapidities (|y| ≫ 0).
The resulting system has a hot, interacting medium at mid-rapidity
with vanishing baryonic chemical potential. The baryonic potential
carried by the colliding nuclei is brought at forward rapidity by the
escaping valence quarks and by the nucleons that did not partici-
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pate in the collision (the spectators). In HICs at RHIC and at LHC,
the energy density is such that a transition to the QGP state is ex-
pected. After a short strong parton rescattering phase, the obtained
droplet of QGP matter reaches the equilibrium at the proper time
τ0;

4. for 1 fm/c < t < 10 fm/c: the equilibrated QGP droplet rapidly
expands under the push of the thermal pressure gradients gener-
ated at the system boundaries. This phase of rapid expansion of the
QGP droplet is commonly modelled using relativistic hydrodynam-
ics [28] which provides useful insights to interpret the experimental
data, as shown in the following. With its expansion the system
cools down, crossing eventually the phase boundary between QGP
and ordinary hadronic matter;

5. for 10 fm/c < t < 15 fm/c: when the critical temperature between
the two phases is reached, the hadronization starts and the system
gradually evolves into an interacting hadron resonance gas. While
expansion and contextual cooling of the system continue in this
phase, elastic and inelastic interactions among the hadrons within
the system continue to occur. The instant in which the momentum
exchange between hadrons is not sufficient for inelastic interactions
is called chemical freeze-out. Since no other inelastic processes will
take place, the relative abundances of different particle species are
fixed after the chemical freeze-out. The second landmark in the evo-
lution of the hadron gas is the kinetic freeze-out, when the hadrons
stop interacting with each other and the particle momenta are fixed;

6. for t > 15 fm/c: hadrons created in the collision escape the interac-
tion region with no further interaction. This regime is also known
as free hadron stream.

The last step, not mentioned in the list, is of course the detection by
the experimental apparata of particles produced in the collisions: the
technologies and methodologies implied in this last step will be presented
in Chapters 3–5.
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1.6 QGP probes

The short life-time of the QGP (τ ∼ 10 fm/c ∼ 3 × 10−23 s [29]), together
with the impossibility to detect free quarks, does not allow the direct
measurement of the phase transition. For this reason, the observables that
can probe the possible formation of the QGP are mainly indirect signals
which should be able to test the properties of the medium at different
stages of the collision evolution. The main types of observables are:

• Hard observables (pT ≥ 4 GeV/c):
- Processes with high transferred momentum; they are possible at
the beginning of the collision when the energy has not degraded
yet.
- They are rare processes with a small cross section, their production
rate is calculable with the pQCD (heavy flavors, jets).
- They scale with the number of collisions that occur during a HIC
(Ncoll).
- They are sensible to the successive phases of the collision.

• Direct photons:
- They are irradiated from the plasma (both real and virtual photons
that can be observed like lepton pairs of opposite sign).
- They are early probes, but, since the photon background is high
(successive phases of the collision), their detection is very difficult.

• Soft observables (pT < 1 GeV/c):
- They represent the major part of the observables (the 99.5% of the
hadrons produced is soft at RHIC).
- They are produced in the last steps of the collision when the en-
ergy is highly degraded.
- In this case the coupling constant is large, hence the non-perturbative
QCD has to be considered.
- They scale with the number of the participants in the collision
(Npart).

In the following the hard and soft probes of the QGP described above
will be further discussed.
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1.6.1 Hard probes

High momentum particles and heavy flavours

High momentum quarks, as well as heavy flavour quarks (charm and
beauty), can be created only at the very early stages of the collisions,
when the processes at high transferred momentum occur. For this reason,
the study of the hadrons with high momentum and/or containing heavy
flavour quarks allows us to inquire into the mechanisms driving the par-
ton propagation and energy loss in the QGP. The processes that create
such hard partons can be modelled with the perturbative QCD approach,
thus if the collision between two nuclei is the superposition of uncorre-
lated nucleon-nucleon collisions, the observed production cross section
for hard particles when two heavy nuclei collide should be equal to the
pp cross section scaled by the number of nucleon-nucleon collisions Ncoll.
Hence, it is expected that the pT-spectra measured in nucleus-nucleus col-
lisions can be evaluated from those in pp collisions with a simple scaling
low (binary scaling): (︃

dN
dpT

)︃
AA

= Ncoll ×
(︃

dN
dpT

)︃
pp

(1.6)

Therefore, if a HIC is the incoherent sum of nucleon-nucleon colli-
sions, then the nuclear modification factor, defined as:

RAA =
1

⟨TAA⟩
d2NAA/dpTdy

d2σINEL
pp /dpTdy

(1.7)

(where σINEL
pp is the cross-section in inelastic pp collisions and ⟨TAA⟩ is

the average value of the nuclear overlap function calculated from the
Glauber model [25]) should be equal to unity for hard processes. The
number of binary collisions between nucleons is included in the nuclear
overlap function: ⟨TAA⟩ = σINEL

pp /⟨Ncoll⟩.
Studying the pT dependence of the nuclear modification factor, other ef-
fects not related to the presence of QGP can cause deviations of the RAA
from unity, for instance the Cronin enhancement [30] and the modifica-
tion of the parton distribution functions of neutrons and protons inside
the nuclei (mainly the nuclear shadowing). Nevertheless, it is possible to
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factorise these cold nuclear matter effects from the QGP induced effects
by studying them separately in p–Pb collisions. Figure 1.6 shows the nu-
clear modification factors in p–Pb and Pb–Pb collisions measured by the
CMS and the ALICE experiments [31, 32].

It is possible to see that the RpA measured by both experiments for
hard particles (pT > 3 GeV/c) is close to one and it even overshoots one
at very high transverse momenta. On the other hand, for pT < 3 GeV/c,
the RAA shows a clear suppression of the production of hard particles
hinting for the presence of the energy loss of the partons in a hot and
dense medium. At even higher transverse momentum the RAA measured
by the CMS experiment grows again to reach 1 (pT > 100 GeV/c): this
trend is understood by the models reported in Ref. [31] and it can be
naively interpreted as due to very fast partons that manage to escape the
interaction region before the medium formation.

Jet quenching

Another interesting phenomenon related to hard processes in HICs is
called jet quenching. In pp collisions, at the leading order (LO) in the vac-
uum (i.e. without any energy loss) dijets are physical objects consisting
of two back-to-back jets of equal transverse momentum (∆ϕdijet ∼ π). If
the two partons originating the dijet are created by a hard scattering in
a HIC, they interact with the medium losing part of their energy and
changing their direction. As a consequence, depending on the length of
the path followed inside the medium by each parton, the dijet structure
is modified leaving a leading jet (the most energetic) and a subleading
jet with less energy. In addition, the direction of the two jets might also
show large deviation from the ∆ϕdijet ∼ π observed in pp collision. The
measurements by the CMS experiment [33] (Figure 1.7 shows an example
of dijet event in Pb–Pb collisions), show that the jet energy imbalance is
present and significant for 120 < pT < 210 GeV/c and that it is possible to
recover this energy imbalance by keeping into account, in a wider cone
around the subleading jet, the charged particles with transverse momen-
tum down to 2 GeV/c. This observation indicates that the fragmentation
functions for jets in the QGP favour the production of soft hadrons at
large angles with respect to the leading parton direction.
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Figure 1.6: Nuclear modification factor of charged particles measured
by the CMS experiment (top panel) [31] and by the ALICE experiment
(bottom panel) [32] in p–Pb and Pb–Pb collisions at different energies.
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Figure 1.7: Event display of the sum of the energy deposit in the CMS
electromagnetic and hadronic calorimeters as a function of the azimuthal
angle ϕ and the pseudorapidity η for Pb–Pb collisions at

√
sNN = 2.76

TeV [33]. The leading and sub-leading jet structures are highlighted in
red and labelled with their transverse momentum.

1.6.2 Soft probes

Particle spectra and radial flow

Low momentum hadrons, often called soft hadrons, represent the large
majority (∼ 99%) of the particles produced in a HIC. The study of the mo-
mentum spectra of identified particle gives important insights about the
condition of the medium at kinetic freeze-out. Assuming a Boltzmann-
Gibbs distribution for the particle emission at kinetic freeze-out, the par-
ticle spectra for the species i can be modelled as:

1
mT

d2Ni

dmTdy
∝ e−βmT (1.8)

These formulation keeps into account only the thermal component of the
spectra and predicts a common emission temperature (β) for all the par-
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ticle species. The measured spectra in HICs defy this prediction showing
a different slope (i.e. temperature) for different particle species. This
kind of behaviour can be interpreted adding a further component to the
measured emission temperature for each particle species:

Ti = Tkin +
1
2

mi⟨v⊥⟩2 (1.9)

where Tkin is the temperature at kinetic freeze-out while the additional
term keeps into account the mean kinetic energy acquired by the particles
of the species i due to the hydrodynamical collective expansion along the
transverse plane3. This phenomenon, called radial flow, modifies the pro-
duction spectra pushing the mean transverse momentum of the emission
at higher values the higher is the particle species mass. This can be also
seen qualitatively from the particle spectra in Figure 1.8, where it is pos-
sible to observe a steeper spectrum slope for pions (soft spectrum) while
for protons the slope of the spectrum is reduced (hard spectrum) [34].
Another interesting feature related to the radial flow is the evolution of
the particle spectra shape with the collision energy: the production spec-
tra measured at lower collision energy [35, 36] show a profile softer than
the ones measured at the LHC energies [34]. This trend suggests the
presence of a stronger radial flow in more energetic collisions and thus
stronger pressure gradients driving the hydrodynamical expansion at the
LHC. The radial flow interpretation of the slope modification of the pro-
duction spectra is well captured by the comparison with the hydrody-
namical calculations shown in Figure 1.8, yet either a full description of
the hadronic phase following the hydrodynamical expansion (as imple-
mented in the HKM model4 [38]) or some corrections due to the bulk
viscosity at the freeze–out (as implemented in the Krakow model [39])
are required to obtain a proper description of the measured spectra over

3⟨v⊥⟩ is the average transverse velocity acquired by the particles due to the hydrody-
namical expansion

4The hydrokinetic model (HKM) incorporates hydrodynamical expansion of the sys-
tems formed in A–A collisions and their dynamical continuous decoupling described by
the escape probabilities. The HKM is the correct basis to switch over a hydrodynamic
evolution of continuous medium to an evolution of particles within cascade model like
UrQMD [37]. The model which matches the hydrokinetic model and UrQMD is called
hybrid HKM (hHKM).
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the full momentum range.
Finally, a simplified hydrodynamical model, corresponding to a Blast-
Wave description, is usually fitted simultaneously to the measured spec-
tra of pions, kaons and protons in order to extract the temperature Tkin
and the mean radial velocity ⟨β⊥⟩ of the particles at the kinetic freeze-out.
From the results of these fits, the authors of [34] conclude that indeed
both the radial flow velocity ⟨β⊥⟩ and the kinetic freeze-out temperature
Tkin at LHC energies are larger (of about 10%) than those extracted at the
RHIC collision energies.

Anisotropic flow

Another signature of the collective motions of particles created in HICs is
the presence of azimuthal anisotropies in the particle production spectra.
In particular, when considering the geometry of a collision between two
nuclei overlapping only partially (see Fig. 1.9), a correlation between the
emission angles of the particles and the impact parameter can be found.
This kind of azimuthal anisotropies can be measured by looking at the
Fourier expansion in the azimuthal angle of the production spectra:

dN
dϕ

∝ 1 + 2
∞

∑
n=1

vn cos[n(ϕ − Ψn)] (1.10)

where the magnitude of the anisotropy with respect to the symmetry
plane at Ψn is quantified by the coefficients vn. The typical almond
shape of the overlap region between the colliding nuclei, when the im-
pact parameter is large, creates a pressure gradient parallel to the plane
defined by the beam direction and the impact parameter vector (the reac-
tion plane). The reaction plane direction cannot be measured directly, in-
stead the nth order event planes are used for the calculation of the Fourier
expansion as shown in Equation 1.10.

From the properties of the Fourier expansion we can find:

vn = ⟨cos[n(ϕ − Ψn)]⟩ (1.11)

According to the values that the vn coefficients can assume, it is possible
to distinguish the following cases:
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Figure 1.8: Pion, kaon and proton transverse momentum spectra in cen-
tral (0-5%) Au–Au collisions at

√
sNN = 200 GeV at the RHIC and in Pb–Pb

collision at
√

sNN = 2.76 TeV at the LHC (see [34] and references therein).
The data are fitted with a Blast–Wave model (lines) and compared with
three additional hydrodynamical models predictions (shaded areas).

• directed flow: if v1 ̸= 0 and v2 = 0, there is an asymmetry in the
number of particles emitted in parallel (0◦) and anti-parallel (180◦)
to the impact parameter. Moreover, there is a preferential direction
in the particle emission that is in the direction of the reaction plane
(in plane emission);

• elliptic flow: if v2 ̸= 0 and v1 = 0, there is a difference in the number
of particles emitted in parallel (0◦ and 180◦) and perpendicularly
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Figure 1.9: Non-central collision between two nuclei. The reaction plane
is indicated in gray (x − z plane). In the center, the almond-shaped inter-
action region after the collision is represented. The arrows indicates that
the initial spatial anisotropy with respect to the reaction place is converted
into a momentum anisotropy of the produced particles (anisotropic flow).

(90◦ and 270◦) to the impact parameter. This is the expected effect
of the difference between the pressure gradients being parallel and
orthogonal to the impact parameter. It represents the elliptic defor-
mation of the particle distribution in the transverse plane. If v2 < 0,
the emission is out of plane, otherwise is in plane.

The higher order Fourier coefficients are related to initial inhomo-
geneities of the colliding systems. The properties of the medium, such as
the shear viscosity over entropy η/s, the bulk viscosity over entropy ζ/s
and its lifetime, define how efficiently these initial geometric condition
and inhomogeneities are translated in the vn coefficients. For this reason,
the detailed study and comparison of the experimentally measured vn
with the models allow us to uncover the characteristics of the medium
and the dynamics of its thermalization. For instance, as discussed in [40],
the vn coefficients measured by the ALICE experiment in Pb–Pb collisions
at different collision energies (Figure 1.10) are compared with hydrody-
namical calculations that combines the initial spatial anisotropy and the
hydrodynamical response. From this comparison it is possible to inquire
into the value of η/s and it is possible to state that the current vn mea-
surements favour a medium with small shear viscosity values.
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Figure 1.10: In panel (a) the Fourier coefficients up to the fourth order
measured by the ALICE experiment at different collision energies [40] as
a function of the centrality percentile are shown. The panels (b) and (c)
show the ratio between the measurements at

√
sNN = 5.02 TeV and those

at
√

sNN = 2.76 TeV. No striking difference between the two energies is
seen, hinting that there is not a major change in the medium character-
istics and thermalization dynamics. The results are then compared with
hydrodynamical models (see the references in [40]) showing a good agree-
ment with the model using a small η/s value. Data points are shifted for
a better visibility.

1.7 Particle multiplicity

The main observables used to characterize the collision multiplicity are
the rapidity and the pseudorapidity density distributions of primary charged
particles. The pseudorapidity η is referred to the polar angle θ with re-
spect to the beam axis with which a particle is emitted from the interac-
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tion vertex. The pseudorapidity can be expressed as:

η = − ln tan(θ/2) =
1
2

ln
|p|+ pz

|p| − pz
(1.12)

where p and pz are the total momentum and longitudinal momentum of
the emitted particle, respectively. The rapidity y is defined instead as:

y =
1
2

ln
E + pz

E − pz
(1.13)

where E is the total energy of the emitted particle. Generally it is easier to
measure η than y since the pseudorapidity does not require the particle
identification. At high energy we have η ∼ y since E ∼ |p|.

The particle multiplicity dN/dy (from now on referred to as multi-
plicity), i.e. the number of particles produced per rapidity unity, is an
extremely important observable. The multiplicity can be used to esti-
mate the centrality of a p–A or a A–A collision, using the Glauber model,
as it will be discussed in Sect. 4.8. Therefore, it is possible to measure
indirectly the impact parameter from the measurement of multiplicity.
Moreover, multiplicity is defined for each collision system and hence it
allows the direct comparison of different observable across different col-
lision systems.

In Fig. 1.11, the multiplicity of the different identified hadrons is
shown as a function of the centre-of-mass energy for central collisions
(Au–Au and Pb–Pb) at midrapidity (|y| < 0.5) [41, 42]. The multiplicity
of each species depends on the energy of the collision. From the figure
it is possible to see the chemical composition of the matter created in
heavy ion collisions. At low energy (

√
sNN ≤ 5 GeV), measured at the

AGS, the matter created in the collision is dominated by the incoming
nucleons while at higher energy (

√
sNN > 5 GeV) the pions represent the

majority of the particles produced due to their lowest mass among the
particles shown in the plot. The different isospin of π+ and π− is re-
flected in their different yields at low energy. The difference between K+

and K− meson yields and Λ and Λ hyperon production is determined
by the quark content of the hadrons. In the collision, the presence of
valence u and d quarks from colliding nucleons stopped in the matter
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created in the HIC leads to a preferential production of hadrons carry-
ing those quarks. These differences vanish gradually for higher energies,
where the hadrons are mostly newly created (reflecting Einstein’s equa-
tion m = E/c2) and the production yields exhibit a clear mass ordering.
The dependence of the hadron yields on the collision energy (and also on
the collision system) disappears at LHC energies (≫ 100 GeV).
Another interesting aspect that emerges from Fig. 1.11, is that while the
yields of pions, kaons and lambdas (and of their corresponding antiparti-
cles) increase with increasing energy, the yield of protons decreases. The
production of antiprotons, instead, is largely suppressed at low energy
due to its production treshold. The yields of protons and antiprotons
become comparable starting from RHIC energies.

Figure 1.11: Energy dependence of different hadron yields at mid-
rapidity (|y| < 0.5) as a function of the collision energy for central col-
lisions (Npart = 350) [42].

From Fig. 1.12, where the yields of several particle species (pions,
kaons, protons and their antiparticles) are summed up, it is possible to
observe an increase of the yields with increasing collision energies. The
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phenomenological (
√

sNN)0.3 behaviour seen at lower energies [42], is con-
firmed at LHC energies.

Figure 1.12: Collision energy dependence of charged-particle rapidity
density dNch/dy (sum of pions, kaons and protons and their antiparti-
cles) at midrapidity, measured by various experiments in central colli-
sions corresponding to Npart = 350. The figure is taken from Ref. [42].

1.7.1 Multiplicity and system size

Multiplicity can be related to the size of the colliding system. The radius
of the collision system is usually estimated from the study of two-particle
correlations using the Hanbury Brown-Twiss (HBT) method [43]. From
femtoscopy measurements [44], it is known that the source radius (R) is
related to the average charged particle multiplicity density (⟨dNch/dηlab⟩)
through the following parametrization:

R = a⟨dNch/dηlab⟩1/3 + b, (1.14)

where a = 0.473 fm and b = 0 [45]. Some examples of parameterisa-
tion of the HBT radius as a function of multiplicity are shown in Fig.
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1.13. Therefore, the mean charged-particle multiplicity density allows
the comparison of different collision systems at similar nuclear emission
volumes.

Figure 1.13: Comparison of different source volume parameterisations.
The dotted gray line is the result of a linear fit to the ALICE HBT
data [46–48], according to Eq. 1.14. The solid black line corresponds to a
different parameterisation, obtained by fixing the parameters of Eq. 1.14
in order to reproduce the coalescence parameter B2 (further detailed dis-
cussions about the coalescence parameters BA will be given in Chapt. 2)
in the most central Pb–Pb collisions at

√
sNN = 2.76 TeV. The dashed blue

line shows the relation between the system radius and the charged par-
ticle multiplicity used in Ref. [49], which does not rely on the HBT data.
(Figure taken from Ref. [45]).
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Chapter 2
Light (anti)nuclei production in
heavy ion collisions

2.1 Nuclei production in HIC

The production of nuclei and antinuclei in ultra-relativistic heavy ion col-
lisions is interesting from many points of view. The study of matter and
antimatter production is particularly useful to better understand the QCD
phase transition from deconfined quarks and gluons to confined hadrons,
a process which took place about 1 µs after the Big Bang in the early uni-
verse. In the first few microseconds after the Big Bang, matter consisted
of fermions and bosons, the fundamental entities of the Standard Model.

The evolution of an ultra-relativistic heavy ion collision is usually con-
nected to three characteristic temperatures, the (pseudo) critical tempera-
ture Tc, the chemical freeze-out temperature Tchem and the kinetic freeze-
out temperature Tkin. When the temperature in the collision is higher
than Tc, a quark-gluon plasma is formed. After a very short time, it cools
down until again Tc is reached and the hadronisation starts. The particle
yields are then fixed at Tchem, where the inelastic collisions cease. Af-
ter further cooling down Tkin is reached, where also elastic processes stop
and the spectra of the particles are frozen (see for instance Refs. [27,50–52]
for a deeper discussion). Depending on the temperature Tchem, only par-
tons with mass much less than Tchem are copious. For Tchem < 1 GeV,
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or about 1013 K, these are the u, d and s quarks and the gluons of the
strong interaction. In addition, there are of course photons, leptons and
neutrinos.

The cosmic matter can be produced in the laboratory by collisions at
relativistic energies between very heavy atomic nuclei, such as Pb at the
Large Hadron Collider (LHC) and Au at Brookhaven’s Relativistic Heavy
Ion Collider (RHIC). Based on model comparison to data in a broad range
of collision energies, one can extract the following ranges of the QGP
characteristics, as described in the review done in Ref. [42] (values are in
the system of units where h̄ = c = 1):

• Temperature: T = 156 MeV [53], or up to a million times the temper-
ature at the center of the Sun (1 MeV ∼ 1010 K);

• Pressure: P = 100–300 MeV/fm3 (1 MeV/fm3 ∼ 1033 Pa);

• Density: ρ = (1–10) ·ρ0 (being ρ0 the saturation density of nuclear
matter, corresponding to 0.17 fm−3);

• Volume: several thousands of fm3;

• Duration: 10–20 fm (or about 3–6 · 10−23 s).

The experimental "control parameters" are the size of the colliding nuclei,
the collision energy (per nucleon pair,

√
sNN) and the centrality of the

collision. Centrality is discussed in Sect. 1.5.2 and Sect. 4.8.
Heavy ion collisions produce not only hadrons in the classical sense

but also composite and even fragile objects such as light nuclei (d, t,
3He, 4He) and light Λ-hypernuclei, along with their antiparticles. Their
measured yields decrease strongly with increasing (anti)baryon number
– the penalty factor for each additional (anti)baryon is about 300 – hence
(anti)4He production is a very rare process. Since light nuclei are pro-
duced in limited amounts with respect to lighter particles, their study is
particularly challenging. At the same time, light (anti)nuclei measure-
ments are very interesting because their study can lead to a better under-
standing of the hadronisation process.

Since the QGP created in the HI collision carries no net baryon num-
ber (at ultra-relativistic energies), the yields of the produced antipar-
ticles closely coincide with the corresponding particle yields. Several
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experiments have been carried out at the RHIC by the STAR [54] and
PHENIX [55] collaborations and at the LHC by ALICE [56]. So far, the
heaviest antinucleus which has been observed is 4He (antiα); meanwhile,
for lighter nuclei and antinuclei a detailed comparison of their properties
is possible.

Detailed measurements of the production of light (anti)nuclei, up to
4He, in the LHC energy regime have been carried out in recent years by
the ALICE Collaboration [53, 57–66]. The production of light nuclei has
been studied extensively also at lower collision energies, from the AGS
at BNL [67–70], to the SPS at CERN [71] and RHIC at BNL [72–77]. At
lower energies with respect to the LHC, light nuclei measurements have
been carried out also at the CERN Intersecting Storage Rings (ISR) [78]
and at Fermilab [79]. Additionally, also measurements carried out at the
Large Electron-Positron Collider (LEP) have been reported in Ref. [80]
and results obtained in fixed target experiments [81,82]. Finally, also from
pp [78, 83], γp [84] and ep [85] collisions light nuclei have been studied
extensively in the past years. Such published experimental results will
be further discussed in the following sections, in comparison with the
expectations of the hadronisation models.

2.2 Hadronisation models

The production mechanism of light (anti)nuclei is still under debate.
(Anti)nuclei have a binding energy of the order of 1 MeV per nucleon [86].
This value is extremely low if compared with the chemical freeze-out tem-
perature of a Pb–Pb collision (Tchem ∼ 150 MeV). Hence, it is surprising
to see how these loosely-bound objects like light (anti)nuclei can be pro-
duced and survive in such extreme conditions. The production of light
(anti)nuclei has been described using two classes of phenomenological
models: the Statistical Hadronisation Models (SHMs) and the coalescence
models, which will be described in more detail in the following Sections.
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2.3 Statistical Hadronisation Models (SHM)

The SHM was born with the aim of describing the abundances of dif-
ferent particle species produced in hadronic collisions. This model was
first pioneered by Enrico Fermi and evolved until the Hagedorn formu-
lation, which was able to describe successfully the production rate in
proton-proton collisions. The general idea behind this model is that the
final state of the interaction is composed by all the particle states com-
patible with the conservation laws imposed by the underlying theory of
interaction (in this case the Standard Model of particle physics). The rel-
ative abundance of different particle states is set by the maximisation of
the total phase space filled by the system, to which each particle species
contributes according to its partition function. This model is of partic-
ular interest in HI collisions as the presence of an expanding medium
that eventually reaches the thermal equilibrium seems appropriate for
the statistical hadronisation approach. Depending on the system size,
two different approaches are used:

• the grand canonical approach, which is typically used for systems
characterised by a large reaction volume, such as Pb–Pb collisions;

• the canonical approach, necessary in small systems such as pp, p–Pb
and e+e−, where the reaction volume is small, i.e. when the number
of particles with particular conserved charge(s) is of the order of
unity or smaller.

The two approaches will be described in the following sections.

2.3.1 Grand Canonical SHM

As described in [14], the system created in a relativistic HIC is large
enough to be modelled using the Grand Canonical ensemble. This for-
malism can be used as the experiments measure only the characteristics
of a small portion of the system, like the central rapidity region in the
case of the ALICE central detectors. This part of the phase space is in
equilibrium with a thermal reservoir (the rest of the medium created in a
HIC) and quantities like energy, baryon number, charge and isospin are
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conserved on average. Within the Grand Canonical formalism the param-
eters describing the equilibrium condition of a HIC include the temper-
ature T and the baryon chemical potential µB. The statistical properties
of the system at thermodynamic equilibrium are described by the grand
partition function Z:

Z(T, V, µ) = Tr
[︃

exp
(︃
−H + ∑i µiQi

T

)︃]︃
(2.1)

being ∑i µiQi = µ, H the Hamiltonian of the system, T the system tem-
perature, V the system volume, Qi the conserved charges and µi their
respective chemical potentials. The Hamiltonian of a Hadron Resonance
Gas (HRG) is used because it can describe the interaction of a strongly
interacting medium and it can reproduce the equation of state obtained
with lattice-QCD over a wide range of temperature values before the tran-
sition to a deconfined state. For a strongly interacting medium created
in relativistic HIC, the main conserved quantum numbers are the electric
charge Q, the strangeness content of the system S and the baryon number
B. The partition function Z of the system is given by the product of all
partition functions Zi of the particles included in the HRG:

Z(T, V, µ) = ΠiZi(T, V, µi) → log Z(T, V, µ) = ∑
i

log Zi(T, V, µi) (2.2)

The partition functions Zi are defined as:

log Zi(T, V, µi) =
Vgi

2π

∫︂ ∞

0
±p2dp log

(︂
1 ± λi(T, µi)e−ϵi/T

)︂
(2.3)

where the sign ± is determined by the nature of the state, – for bosons
and + for fermions. The factor gi takes into account the degeneracy due

to spin and isospin and ϵi =
√︂

m2
i + p2 is the energy of a particle of

the species i with momentum p and mass mi. The dependence on the
chemical potential is included in the fugacity λi, defined as:

λi(T, µi) = e(BiµB+SiµS+QiµQ)/T = eµ/T (2.4)
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where the subscript refers to the particle species i, and the µB, µS, µQ are
the chemical potentials related to the baryon number, the strangeness con-
tent and the electric charge, respectively. As illustrated in [87], through
a Taylor expansion of the logarithm and integrating over the momentum,
the partition function for the species i becomes:

log Zi(T, V, µi) =
VTgi

2π2 ∑
i

(±1)k+1

k2 λk
i m2

i K2(βkmi) (2.5)

where K2 is the second modified Bessel function and β is the inverse
temperature (β = 1/T). For a system described by the Grand Canonical
ensemble, the average number of particles for the species i, ⟨Ni⟩th, is
defined as:

⟨Ni⟩th(T, V, µi) =
1
β

∂

∂µi
log Zi(T, V, µi) =

VTgi

2π2 ∑
i

(±1)k+1

k2 λk
i m2

i K2(βkmi)

(2.6)
although it does not describe fully the particle production measured in
a HIC. For the measured yields one should consider the feed–down con-
tributions from all the other particle species (resonances) j in the thermal
system that can decay strongly in a final state containing particles of the
species i:

⟨Ni⟩(T, V, µi) = ⟨Ni⟩th(T, V, µi) + Γj→i⟨Nj⟩th(T, V, µj) (2.7)

where Γj→i is the branching ratio of the species j decaying into the species
i.

This definition of particle yields holds in the limit of a low density
system, where the repulsive interaction between the hadrons constituting
the systems is negligible. Equation 2.7 outlines the crucial dependencies
of the observed particle yields on the temperature, volume and the three
chemical potentials (µB, µQ and µS). Out of these five parameters, two
are constrained from the HI collision conditions as no net strangeness is
present in the colliding nuclei, thus µS ∼ 0, and µQ is fixed by the isospin
asymmetry in the collision. One might think that also the baryon chem-
ical potential is constrained in HI collisions, but this is not true as the
amount of baryonic number transported in the equilibrium region varies
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with the energy of the collision. The dependence on the volume of the
system can be removed looking at the ratio between the yields of different
particle species, which therefore depends only on the temperature of the
system and on the baryon chemical potential. For this reason, one of the
most powerful tool to test the hadronisation models is the ratio of inte-
grated yields of different particle species, as it will be further discussed in
Chapter 6, where the resulting ratios of the yields measured in this thesis
work will be compared with the expectations of the models.

The statistical thermal model is used to predict hadron yields in a col-
lision, going from pions to light nuclei. In principle, as we previously
outlined, one would not expect to see any light nuclei in HI collisions,
since the chemical freeze-out temperature is much higher than their bind-
ing energy. However, the thermal model is blind to the internal structure
of hadrons and the hadron yields are the result of their distribution in
the phase space. In the framework of the thermal models, light nuclei
yields arise naturally when the chemical freeze–out temperature and the
baryon chemical potential are set. A possible explanation on how the light
nuclei can survive to the high temperature of the chemical freeze–out
was pointed out in Ref. [88]: as the system expansion after the chemical
freeze–out is supposed to conserve the entropy density, such conservation
could be the steering mechanism for the nuclei production.

Figure 2.1 shows the thermal model fit to all the light-flavoured hadrons
measured in central (0–10%) Pb–Pb collisions at

√
sNN = 2.76 TeV by AL-

ICE up to hypertriton. For 3He and 4He the predictions of the yields,
computed with the parameters obtained from the fit, are reported. Three
different implementations of the thermal model are used to fit the data:
THERMUS [89], GSI-Heidelberg [90] and SHARE [91]. These models
differ in the list of resonances included in the Hamiltonian. Moreover,
while hadrons are assumed to be point-like in SHARE, the hadron vol-
ume is taken into account in THERMUS and in GSI-Heidelberg. All the
model fits to the hadron yields provide a chemical freeze-out tempera-
ture Tchem = 156 MeV [53]. It is interesting to notice that light nuclei, from
(anti)deuterons to (anti)4He, are produced at statistical equilibrium at the
same temperature as the other (lighter) hadrons.

Finally, from the fit of the particle abundances at lower energies, the
authors of Ref. [88] predicted, using the thermal model, the energy de-
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Figure 2.1: Thermal model fit to the light-flavoured hadron yields in cen-
tral Pb–Pb collisions at

√
sNN = 2.76 TeV [53], with three different SHM

implementations: THERMUS (black line), GSI-Heidelberg (yellow line)
and SHARE (blue line).

pendence of the yields of (anti)nuclei and also of multi-strange light
(anti)hypernuclei, i.e. nuclei where a neutron is replaced with a hyperon
(Fig. 2.2). Such a figure is complementary to Fig. 1.11 shown in Sect.
1.7, where the energy dependence of the particle yields is depicted. From
Fig. 2.2, it is possible to notice that the production of nuclei (solid line)
is favoured against that of antinuclei (dashed line) at low energy. This is
due to the dependence of the baryon chemical potential µB on the colli-
sion energy (see the bottom panel of Fig. 2.3) [41]. As it is clear from the
figure, at low collision energies the baryon chemical potential is larger
than zero and therefore the production of matter is favoured with re-
spect to antimatter production. With increasing collision energy (such as
at LHC energies), the baryon chemical potential decreases, approaching
zero, and the same amount of matter and antimatter is predicted.
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Figure 2.2: Particle yields as a function of the collision energy. The data
are compared with the predictions of the Statistical Hadronisation model
(shown as solid and dotted lines for particles and antiparticles, respec-
tively).

The thermal model describes a snapshot of the collision, namely the
chemical freeze-out, which is assumed to be quasi-instantaneous. The
phenomenological phase diagram is shown in Fig. 2.4. Each point corre-
sponds to a fit of hadron yields in central Au–Au or Pb–Pb collisions at
a given collision energy. The agreement between the results from several
independent analyses [92–96] is remarkable.

2.3.2 Canonical model

In small systems such as pp and p–Pb collisions, the exact conservation
of the quantum numbers across the correlation volume Vc has to be taken
into account since the abundance of hadrons with a given quantum num-
ber is small. Thus, the canonical ensemble version of the SHM has to be
used. The main difference between the two approaches is that while in
the grand-canonical ensemble all charges are conserved on average, in the
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Figure 2.3: The energy dependence of temperature and baryon chemical
potential. The figure is taken from Ref. [41], where the results of the
authors are compared to the values obtained in earlier studies [87,93, 97–
100], that show similar trends.

canonical one the charges are conserved exactly and they do not fluctuate
from one microscopic state to another. Therefore, the yields of particles
carrying the conserved charges are suppressed with respect to a grand
canonical description. This effect is the so-called canonical suppression,
and it is stronger for multi-charged particles, such as multi-strange hy-
perons or light nuclei. In particular, nuclei are a very interesting test for
canonical suppression because they are characterised by a baryon num-
ber B > 1, and therefore they are affected in larger measure by canonical
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Figure 2.4: The phase diagram of strongly interacting matter with the
points representing the thermal fits of hadron yields at various collision
energies [92–96]. For the LHC, µB = 0 is the outcome of the fit, 0.6 MeV
is used here for the sake of proper representation with the logarithmic
scale. The down-pointing triangle indicates ground state nuclear matter
(atomic nuclei).

suppression. In the following, the approach described in Ref. [101], which
considers the full canonical treatment of baryon number, electric charge
and strangeness, and includes also light (anti)nuclei, is discussed. In such
an approach, the ideal hadron resonance gas (HRG) in the Boltzmann ap-
proximation is considered, as done in the previous Section for the grand-
canonical approach, and it is considered in full chemical equilibrium. In
the canonical ensemble the three abelian charges considered (B, Q, S) are
fixed exactly to the values that are conserved exactly across the Vc. The
partition function of the HRG model, in the canonical ensemble at a given
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temperature T and correlation volume Vc, is given by:

Z(B, Q, S) =
∫︂ +π

−π

dϕB

2π

∫︂ +π

−π

dϕQ

2π

∫︂ +π

−π

dϕS

2π
e−i(BϕB+QϕQ+SϕS)

× exp

[︄
∑

j
z1

j e−i(BjϕB+QjϕQ+SjϕS)

]︄ (2.8)

where, as before, the subscript j refers to the particle species (including
both hadrons and light nuclei). The single-particle partition function z1

j is
defined as follows:

z1
j = Vc

∫︂
dmρj(m)dj

m2T
2π2 K2(βm) (2.9)

where dj is the degeneracy factor for particle species j, ρj(m) is the mass
distribution and K2 is the second modified Bessel function. Thus, the
mean multiplicities of the various particle species, calculated in the canon-
ical ensemble ⟨Nth

j ⟩ce are:

⟨Nth
j ⟩ce =

Z(B − Bj, Q − Qj, S − Sj)

Z(B, Q, S)
⟨Nth

j ⟩gce (2.10)

where ⟨Nth
j ⟩gce are the mean multiplicities calculated in the grand canon-

ical ensemble at the same temperature T and volume Vc. The factor in
between the mean multiplicities is the chemical factor, which reflects the
exact conservation of the conserved charges. As for Eq. 2.7, the final
particle yield ⟨Nth

j ⟩ce is obtained by adding the feed–down contributions
from resonances:

⟨Nj⟩ce = ⟨Nth
j ⟩ce + ∑

j
Γi→j⟨Nth

j ⟩ce (2.11)

being Γi→j the branching ratio of the species i decaying into the species j.
In Ref. [101], the CSM calculations are implemented within the Thermal-
FIST package [102]. One of the main features of this package is that the
conserved charges are fixed to the initial values Q = S = B = 0. The
baryon number at mid-rapidity at the LHC is actually consistent with
zero, as proved by the antibaryon-to-baryon ratios, which are compatible
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with unity [103]. Additionally, in this implementation of CSM, all the
particles in the HRG are considered point-like. A finite exclusion volume
for all the particles would affect the yields and for this reason further
implementations of the model that consider also exclusion volumes are
currently under study. The temperature of chemical freeze-out is fixed to
Tchem = 155 MeV, in agreement with the fits to the production yields of
hadrons in central Pb–Pb collisions performed by the ALICE experiment
[104]. Different values of Vc are tested, extending from one to three units
of rapidity.

In Fig. 2.5, the charged multiplicity dependence of the yield ratios
of different particle species in the CSM at Tchem = 155 MeV are depicted,
namely d/p, 3He/p, 3

ΛH/p and 4He/p integrated yield ratios. The solid
line refers to a Vc corresponding to a single unity of rapidity, the dashed
line refers to Vc = 3dV/dy, while the shaded area in between corresponds
to the intermediate Vc between the uppermost and lowermost limits. Ad-
ditionally, the calculations for Tchem = 170 MeV and Vc = dV/dy are shown
as dash-dotted blue lines. The CSM calculations are compared with the
experimental data of the ALICE Collaboration, measured in Pb–Pb col-
lisions at

√
sNN = 2.76 TeV [53, 105, 106] and in pp collisions at several

energies [60]. In order to make the comparison possible, the yield ra-
tios are shown as a function of the pion multiplicity dNπ/dy, which is
measured in the experiments and can also be calculated in the CSM.

The theoretical predictions grow monotonically with increasing dNπ/dy
and eventually saturate at the corresponding grand-canonical values at
high multiplicity. The few experimental points available at low multiplic-
ity seem to confirm canonical suppression. Such a behaviour is further
confirmed by the most recent results of the ALICE Collaboration, includ-
ing the results from this work, as it will be shown in Chapt. 6. It is also
interesting to notice that a better agreement is shown for Vc ∼ 3 dV/dy.

In Fig. 2.6, the p/π, K/π, ϕ/π, Λ/π, Ξ/π, and Ω/π ratios as a func-
tion of the charged pion multiplicity dNπ/dy are reported. Such exper-
imental results are compared to the so-called Vanilla-CSM (such a name
relates to the simplest version of the model) with Vc = dV/dy, 3 dV/dy
or 6 dV/dy [107]. The figure reflects the limited level of agreement of the
statistical model with the data. Indeed, the model struggles in the de-
scription of such ratios, showing severe difficulties when describing the
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Figure 2.5: Charged pion multiplicity dependence of (a) d/p, (b) 3He/p,
(c) 3

ΛH/p, and (d) 4He/p ratios calculated in the canonical ensemble HRG
model at Tchem = 155 MeV for Vc = dV/dy (solid black lines) and Vc =
3dV /dy (dashed black lines), and at Tchem = 170 MeV for Vc = dV /dy
(dash-dotted blue lines). Experimental data of the ALICE collaboration
[53, 60, 105, 106] are shown where available. The figure is taken from
Ref. [101].

data of the ϕ/π ratio. This is due to the fact that the ϕ meson yield is
unaffected by canonical suppression, as ϕ is a neutral meson. Therefore,
this leads to a predicted strong increase of the ϕ/π ratio towards smaller
multiplicities. However, the data show just the opposite: the ϕ/π ratios
are smaller at smaller multiplicities. Unless the production mechanism
for ϕ is completely different from all other hadrons, this invalidates the
vanilla CSM picture in pp and p–Pb collisions.
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Figure 2.6: The dependence of yield ratios (a) p/π, (b) K/π, (c) ϕ/π,
(d) Λ/π, (e) Ξ/π, and (f) Ω/π on the charged particle multiplicity
dNch/dη||η|<0.5, evaluated in the Vanilla-CSM with Vc = dV/dy, 3 dV/dy
and 6 dV/dy and Tchem = 155 MeV. The green circles, blue squares, and
red diamonds depict the corresponding ratios measured by the ALICE
Collaboration in pp 7 TeV, p–Pb 5.02 TeV, and Pb–Pb 2.76 TeV collisions,
respectively; the bands show the corresponding experimental uncertain-
ties.

2.3.3 Alternative implementation of CSM

Recent developments of the CSM, called γSCSM, include an incomplete
equilibration of strangeness, described by the strangeness saturation pa-
rameter γS, a multiplicity-dependent chemical freezeout temperature and
a correlation volume extending over three units of rapidity [107].

In Fig. 2.7, the p/π, K/π, ϕ/π, Λ/π, Ξ/π, and Ω/π ratios as a
function of the charged particle multiplicity dNch/dη||η|<0.5 are reported.
Such experimental results are compared to the state-of-the-art γSCSM
with Vc = 3 dV/dy. The γSCSM reproduces quite well the trends ob-
served in the data, including also the rather abrupt jump in the Ξ/π

ratio when going from peripheral Pb–Pb collisions to most central p–Pb
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collisions. With respect to the predictions of the Vanilla-CSM shown in
Fig. 2.6, there is a quite remarkable improvement in reproducing the
trend of data, especially for what concerns the ϕ/π ratio. However, as
it is clear from the figure, the model overpredicts systematically the p/π

ratio, roughly on a 2σ level. Separately, the proton yields are overpre-
dicted on a 1σ level, while the yields of pions are underpredicted on
a 1σ level. In the implementation of the model used for this compari-
son [107], energy-dependent Breit-Wigner widths are used, which reduce
the p/π ratios by about 15% relative to the common zero-width approx-
imation [108]. If the zero-width approximation would be used instead,
then the disagreement with the p/π data would be even larger. The ap-
plication of energy-dependent Breit-Wigner widths leads to a systematic
improvement of the data description at all multiplicities, although the
description of the p/π ratio is still not fully satisfactory.

No prediction is currently available for the nuclei-to-proton and nuclei-
to-pion ratios from the γSCSM model. Therefore, the comparison between
the Vanilla-CSM predictions and the most recently published experimen-
tal results from ALICE – including the results of this work – will be shown
in Chapt. 6.

2.4 Coalescence models

Another theoretical approach that aims to explain the measured light nu-
clei production in HIC is represented by the hadron coalescence model.
In this static model the nuclei are created at the kinetic freeze-out and
there is no attempt to give a detailed description of the interactions that
lead to their formation. The coalescence models provide a clear predic-
tion about the momentum distribution of the produced light nuclei given
the momentum spectra of the constituent nucleons. The fundamental
idea that enables this prediction is that if a certain number of constituent
nucleons are close enough in phase space at the kinematic freeze-out and
match the spin, they can bind to form a nucleus.
The first coalescence model was developed in the 1960s by Butler and
Pearson for proton-nucleus collisions [109]. In their study, the authors
suggested that the deuteron production mechanism was the binding of
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Figure 2.7: The dependence of yield ratios (a) p/π, (b) K/π, (c) ϕ/π,
(d) Λ/π, (e) Ξ/π, and (f) Ω/π on the charged particle multiplicity
dNch/dη||η|<0.5, evaluated in the γSCSM with Vc = 3 dV/dy for the ther-
mal parameters extracted for each multiplicity bin through the χ2 mini-
mization. The green circles, blue squares, and red diamonds depict the
corresponding ratios measured by the ALICE Collaboration in pp 7 TeV,
p–Pb 5.02 TeV, and Pb–Pb 2.76 TeV collisions, respectively; the bands de-
pict the corresponding experimental uncertainties.

cascade nucleons in the presence of the target nuclear optical potential.
The coalescence parameter BA is used to quantify the coalescence

probability to produce a nucleus of mass number A and is defined via

BA =

(︃
EA

d3NA

dp3
A

)︃/︃(︃
Ep

d3Np

dp3
p

)︃A

=

=

(︃
1

2πpA
T

d2NA

dydpA
T

)︃/︃(︃
1

2πpp
T

d2Np

dydpp
T

)︃A

,

(2.12)
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being the numerators the invariant momentum spectra of nuclei and the
denominators the invariant spectra of primary protons. These nucleon
spectra are not those measured in the experiments, but the ones produced
in the collision and not yet modified by the coalescence mechanism. Nev-
ertheless, the amount of observed nuclei is so small with respect to the
amount of protons and neutrons created that this difference is often ne-
glected in the practice. Moreover, in principle one should consider sepa-
rately the neutron and proton invariant spectra. However, neutrons and
protons belong to the same isospin multiplet and since at LHC energies
the isospin chemical potential is expected to be vanishing [103], protons
and neutrons are assumed to have the same production spectra. Protons
are used in the formula instead of neutrons because they are easier to
measure in an experiment. Moreover, in Eq. 2.12, the invariant spec-
trum of protons is evaluated at pp

T = pA
T /A, because the momentum of

the nucleus is the sum of the momenta of A nucleons.
In the following, the coalescence models will be treated in more de-

tail, distinguishing among the simple version of the model which takes
into account only momentum-space correlations and the most advanced
versions of the model that also consider the geometry of the system and
the source size.

2.4.1 Simple Coalescence

One of the first implementations of the coalescence model is that from
Kapusta [110], usually referred to as simple coalescence. This model con-
siders an emitting source of nucleons randomly distributed like a gas
of nucleons in thermal and chemical equilibrium. In such a picture, only
momentum-space correlations are considered and not space-time: for two
nucleons to have coalescence it is sufficient that they have similar mo-
menta, i.e. they are close in momentum space (∆p < p0, being p0 the
so-called coalescence momentum), regardless of their space distance. In
small systems, such as pp collisions, this assumption is plausible because
the system size is comparable with the size of the nucleus, thus nucleons
are produced close to each other. On the contrary, in large systems, such
as central Pb–Pb collisions, the system size is larger than the nucleus size
and two nucleons can be produced very far from each other and hence
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they cannot coalesce and form a nucleus even though their momenta are
similar. The system size can be determined from the charged-particle
multiplicity (see Sect. 1.7.1). Neglecting nucleon isospin, the coalescence
parameter can be expressed as:

BA =

(︃
4π

3
p3

0

)︃A−1 mA

mA
p

(2.13)

being A the nucleus mass number, mA and mp the nucleus and proton
masses respectively, and p0 the coalescence momentum, defined as the
maximum distance in momentum-space at which coalescence can hap-
pen.

According to such a simple coalescence picture, BA should not depend
neither on transverse momentum nor on the system volume, nor on the
charged particle multiplicity.

Indeed, the BA parameter has been found to be constant at low trans-
verse momentum in light-particle collisions [84, 85]. At the LHC, the
coalescence parameter BA has been measured as a function of pT/A in
different collision systems. In Fig. 2.8 the B2 parameter measured before
LHC, in pp collisions [78, 83], from the deep inelastic scattering of elec-
trons at the Hadron-Electron Ring Accelerator (HERA) at DESY [84, 85],
and from p–Cu and p–Pb collisions at the LBNL Bevalac [58], are shown
in addition to the results from ALICE measured in pp collisions at

√
s =

7 TeV [111]. The measurements at the LHC reveal a pT dependence in
B2 not seen in the previous experiments. Such a pT dependence can be
reproduced with QCD-inspired event generators, such as PYTHIA 8.2
(Monash tune) [112] and EPOS (LHC), when adding a coalescence-based
afterburner [113] that takes into account the momentum correlations be-
tween nucleons (Fig. 2.9). The afterburner looks for clusters of nucleons
among the final particles produced by the event generators and boosts
them to their center-of-mass frame. If the momentum of each individual
nucleon is less than a certain value, a nucleus is generated. With the after-
burner, a constant B2 is recovered when selecting protons from one event
and neutrons from the next event (event mixing), in agreement with the
expectation of an uncorrelated distribution of nucleons (Fig. 2.9). The pT
dependence in B2 is still present in the results from an alternate PYTHIA
8.2 (Monash tune) simulation with color reconnection turned off (Fig.
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2.9). Thus, this pT dependence can be explained as a purely hard scatter-
ing effect, in contrast to A–A collisions, where it is usually attributed to
collective flow.

Figure 2.8: B2 of antideuterons in inelastic pp collisions at
√

s = 7 TeV
(circles) compared with the values measured at lower energies in pp [78,
83], γp [84], ep [85] (squares and hollow circles), and in p–Cu and p–
Pb collisions [58] (band at pT/A = 0 GeV/c). The figure is taken from
Ref. [111].

In Fig. 2.10, the B2 parameters in pp collisions at
√

s = 13 TeV are
shown for several multiplicity classes and in the minimum bias1 (MB)
case. The B2 measured in pp collision is found to be flat with pT/A in
all multiplicity classes [61, 65], in agreement with the predictions of the
simple coalescence model discussed above. In the minimum bias case, in-
stead, an increase of the coalescence parameter with increasing transverse
momentum is observed, in both pp at several collision energies [111] and
p–Pb collisions [64], as shown in Fig. 2.11. Nevertheless, the rising trend
of BA observed in the MB case can be explained within a simple coales-
cence picture as a consequence of the hardening of the proton spectra

1In this context, minimum bias is referred to the integrated multiplicity class, corre-
sponding to the centrality interval 0–100%.
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Figure 2.9: B2 parameter of antideuterons in inelastic pp collisions at
√

s
= 7 TeV (circles) compared with EPOS (LHC), PYTHIA 8.2 (Monash tune)
with and without color reconnection (CR), and an event mixing procedure
with the afterburner (lines). The figure is taken from [111].

with increasing multiplicity in addition to hard scattering effects at high
pT [111].

As one can see from the right panel of Fig. 2.11, the coalescence
parameter B3 in p–Pb collisions is slightly increasing with pT. Further-
more, it is known from previous measurements that the BA parameters
in A–A collisions also increase as a function of transverse momentum for
each centrality class and decrease with increasing centrality of the col-
lision [58, 114–116]. The behaviour of B3 with pT/A in p–A and A–A
collisions cannot be explained by simple coalescence hypotheses, as in-
vestigated in Ref. [64].

Therefore, the observed results, in addition to what is known from
earlier measurements, suggest that more sophisticated coalescence mod-
els have to take into account the volume dependence in order to explain
the data.
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Figure 2.10: B2 as a function of pT/A in pp collisions at
√

s = 13 TeV [65],
in several multiplicity classes (coloured points) and in the minimum bias
case (black points).

Figure 2.11: B2 as a function of pT/A in pp collisions at several collision
energies (

√
s = 0.9, 2.76, 7 TeV), in the MB case (left panel) [111] and B3

in p–Pb collisions at
√

sNN = 5.02 TeV (right panel) in several multiplicity
classes and in the MB case [64].
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2.4.2 State-of-the-art coalescence models

Other extensions of the model predict a dependence on the geometry of
the system. For instance, if one assumes that neutrons and protons are
emitted in thermal and chemical equilibrium [117], in the limit of high
temperature their momentum spectra can be described by the Boltzmann-
Gibbs distribution. This formulation of the model predicts a smaller coa-
lescence parameter for central collisions (bigger volume) than in periph-
eral collisions (smaller volume).

In a more sophisticated approach, as the one described in Ref. [118],
the volume of the emitting system can be computed starting from fem-
toscopic measurements of the profile radii (as discussed in Sect. 1.7.1).
Such coalescence models take into account the source size, as the coa-
lescence probability naturally decreases for nucleons with similar mo-
menta that are produced far apart in configuration space. As coales-
cence is a quantum-mechanical process, the classical definition of phase
space is replaced by the Wigner formalism. Indeed, in such an approach,
the phase-space aspects of the coalescence process are more explicitly
stressed out, starting from a quantum mechanical approach based on the
density matrix of the source or the equivalent Wigner function formal-
ism [119–123] and its classical phase-space analogues [124, 125]. In this
approach the size of the cluster itself enters as an additional dimension-
ful quantity into the calculation of BA, and it allows to address the prob-
lem of energy-momentum conservation in the coalescence process. The
production probability of a nucleon cluster is given by the overlap of the
Wigner function with the phase-space distributions of the constituents.
If we focus on deuterons, for instance, we can follow the treatment of
Ref. [45], based on Ref. [118] formalism. The deuteron wave function
is approximated by the ground-state of an isotropic harmonic oscillator
with one single characteristic size parameter, rd:

ϕd(r) = (2πr2
d)

−3/4 exp

(︄
− r2

2r2
d

)︄
(2.14)

where rd =
√

8/3λd, being λd the RMS of the charge wave-function of
deuterons. The harmonic-oscillator approximation has the advantage that
the resulting Wigner function is Gaussian and allows for fully analytical
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solutions, although it is not the most realistic wave function for a nucleus.
The quantum-mechanical nature of the coalescence products is explicitly
accounted for by means of the average correction factor, ⟨Cd⟩, which is
approximated as:

⟨Cd⟩ ∼
1[︄

1 +
(︃

rd
2R⊥(mT)

)︃2
]︄ ⌜⃓⃓⎷1 +

(︄
rd

2R∥(mT)

)︄2
(2.15)

where R⊥ and R∥ are the lengths of homogeneity of the coalescence vol-
ume, and mT is the transverse mass of the coalescing nucleons. The nu-
cleus size enters the calculation of B2 via ⟨Cd⟩, as well as the homogeneity
volume R2

⊥R∥. ⟨Cd⟩ introduces a length scale defined by the deuteron size
relative to the source size. In Fig. 2.12 the source radius (R) dependence
of ⟨Cd⟩ and B2, calculated assuming (a) rd = 0, (b) rd = 0.3 fm, (c) the
actual value rd = 3.2 fm [126], and (d) a larger, unrealistic rd = 10 fm are
shown. ⟨Cd⟩ suppresses significantly the production of objects with a ra-
dius larger than the source. Assuming R⊥ = R∥ = R (source radius) and
following the discussion described in Ref. [118], one obtains:

BA =
2JA + 1

2A
1√
A

1
mA−1

T

(︃
2π

R2 + (rA/2)2

)︃ 3
2 (A−1)

(2.16)

being JA the spin of the nucleus.
This general formula can be used to directly compare the predicted

BA with data. For small sources, as R → 0, the coalescence probability is
antiproportional to the harmonic oscillator size parameter and, thus, pro-
portional to the depth of the attractive potential in the harmonic oscillator
picture (and, thus, to the nucleus binding energy). Quite naturally, the
allowed momentum difference between the coalescing nucleons is larger
for more attractive, i.e. deeper, potentials. For a large source where R ≫
rA, the coalescence probability is dominated by the classical phase-space
separation and, thus, decreases for large distances in configuration space.

Finally, following the discussion in Ref. [49], one can use the coa-
lescence model to study the system size or charged particle multiplicity
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Figure 2.12: Quantum-mechanical correction factor ⟨Cd⟩ (top panel) and
coalescence parameter B2 for the deuteron (bottom panel) as a function
of the radius of the source R, calculated assuming a size parameter for
the deuteron rd = 0, 0.3, 3.2, and 10 fm. The inflection point of ⟨Cd⟩
corresponds to R = rd/

√
6 and is indicated in the top panel by the dotted

vertical line for rd = 3.2 fm. The Fig. is taken from [45].

dependence of the d/p and 3He/p ratios by taking into account the fi-
nite size of deuteron and 3He through their internal wave functions. In
such a way, one can compare the results of this work and the previous
experimental results from ALICE with the expectations of the coalescence
model (see Chapt. 6), which are found in good agreement with the avail-
able experimental data.

Jumping to the conclusions drawn in Ref. [49], the yield ratio d/p can
be expressed as:

Nd
Np

∼ 3Nn

4(mTkR2)3/2

[︄
1 +

(︃
1.6 fm

R

)︃2
]︄−3/2

(2.17)
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where m is the mass of the nucleon, Np,n the number of protons or neu-
trons, R the aforementioned source radius, Tk is the kinetic freeze-out
temperature for nucleons, which is of the order of 100 MeV. The last factor
of the above equation expresses the suppression of deuteron production,
due to its finite size with respect to the nucleon emission source. Its value
is significantly lower than unity for a radius R < 1.6 fm and approaches
unity when the radius R is larger than the deuteron size. The first factor
on the right-hand side of Eq. 2.17, instead, corresponds to the d/p limit
for a source with radius R much larger than the deuteron size.

Similarly, it is possible to calculate the charged-particle multiplicity
dependence of the 3He/p ratio by extending the formalism for deuteron
production from proton and neutron coalescence to the production of
3He from the coalescence of two protons and one neutron. Thus, the
yield ratio 3He/p can be expressed as:

N3He
Np

∼
NnNp

4(mTkR2)3
1(︄

1 +
r2

3He
2R2

)︄3 (2.18)

where r3He = 1.76 fm is the matter radius of 3He [127]. In obtaining the
above equation, the statistical factor of 1/4 to form a spin 1/2 3He from
three spin 1/2 nucleons is also included.

Finally, it is possible to consider the 3He production from the coa-
lescence of a deuteron and a proton. In this case, the root-mean-square

radius of 3He can be estimated as r3He ∼ (3/8)1/2
√︂
⟨rpd⟩2 = 1.15 fm with√︂

⟨rpd⟩2 ∼ 2.6 fm being the distance between proton and the center of

mass of the deuteron inside the 3He. Using the statistical factor of 1/3
for the coalescence of a spin 1 deuteron and a spin 1/2 proton to 3He, the
3He/p ratio is then given by:

N3He
Np

∼ 7.1 × 10−6[︃
1 + (

1.15 f m
R

)2
]︃3/2 [︃

1 + (
1.16 f m

R
)2
]︃3/2 (2.19)

where the suppression factor for deuteron production has been included
as well.
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The evolution of d/p as a function of multiplicity, hence of the sys-
tem size, is reported in panel (a) of Fig. 2.13. It is possible to see that at
low multiplicities, where the system size is smaller or comparable with
the size of the deuteron, the second factor in Eq. 2.17 is dominant. For
the comparison with data, the neutron number Nn can be replaced with
the proton number Np, due to the vanishing chemical potential at the
LHC. In panel (b) of Fig. 2.13, the contribution from the coalescence of
deuteron and proton is larger than that from the coalescence of two pro-
tons and one neutron in collisions of small charged particle multiplicities,
although the two processes give similar contributions to 3He production
in collisions of large charged particle multiplicities. Possibilities to dis-
criminate between the two-body and three-body coalescence would come
from the measurement of the 3H/3He yield ratio. As shown in panel (c)
of Fig. 2.13, at low multiplicities the expectations of the model are quite
different and therefore it would be possible to test the model with such
a measurement. Nevertheless, such a ratio in that range of multiplicity
(roughly corresponding to high-multiplicity pp collisions) is quite chal-
lenging from an experimental point of view, since both the triton and the
3He nuclei are rare probes.

2.5 Do the models describe the data?

State-of-the-art SHM and coalescence model provide similar predictions
for the yields of (anti)nuclei [45, 50, 130], and both are very much suc-
cessful. In Fig. 2.14, the particle yields measured in ALICE are com-
pared with the expectations of the SHM. The particle yields of light fla-
vor hadrons are described over 9 orders of magnitude with a common
chemical freeze–out temperature of Tchem ∼ 156 MeV. This certainly is a
non-trivial accomplishment of the SHM. However, not even the state-of-
the-art γSCSM model is able to properly reproduce the measured p/π

ratio as a function of multiplicity, which is systematically overestimated
by the model approximately by 2σ. Nevertheless, it works fairly well in
reproducing the hadron-to-pion ratios.

Possibilities to discriminate between the two hadronisation models
could come from the study of the production yields of different nuclei
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Figure 2.13: Charged particle multiplicity dependence of the yield ratios
d/p (a), 3He/p (b) and 3H/3He (c). The lines denote the predictions of
coalescence model with theoretical uncertainties on the emission source
radius given by the shaded band. Experimental data from the ALICE
Collaboration are shown as symbols with error bars [58, 111, 128, 129].

that differ in size. The coalescence model, indeed, is sensitive to the size
of the nucleus relative to that of the emission source [118, 119], while
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Figure 2.14: Particle yields as a function of the mass, measured in Pb–Pb
collisions at

√
sNN = 2.76 TeV. The data are compared with the predictions

of the Statistical Hadronisation model.

the size of the nucleus does not enter in the SHM calculations. In a
simple coalescence model, in which the size of the emitting source is not
taken into account, the BA parameter is expected to be independent of
transverse momentum, multiplicity and source size. However, previous
experimental results have shown that BA at a given pT/A weakly depends
on multiplicity in pp collisions [61,65], while in Pb–Pb collisions it shows
a strong decrease with multiplicity [58, 64, 82] (as it will be shown in Fig.
6.17, in Chapt. 6). From femtoscopy measurements [44], it is known that
the source radius is related to the average charged particle multiplicity
density [45], as discussed in Sect. 1.7.1. Therefore, the mean charged-
particle multiplicity density allows the comparison of different collision
systems at similar nuclear emission volumes. The p–Pb collision system,
subject of this thesis work, covers multiplicities that are between pp and
Pb–Pb collisions and thus offers the possibility to explore intermediate
source sizes.

The production mechanism of light (anti)nuclei can be further investi-
gated by comparing the ratio of their yields to those of protons for differ-
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ent multiplicities with the SHM and coalescence models predictions. In
addition, the ratio of the yields of light (anti)nuclei and those of charged
pions should test for the first time the consistency of the models against
the simultaneous description of the nuclei-to-proton and proton-to-pion
ratios for different multiplicities.

As already anticipated, further comparisons between the model pre-
dictions and the experimental results from ALICE, including the results
from this work, will be discussed in Chapt. 6.

2.6 Astrophysical implications and dark matter
background

We understand only ∼ 5% of the energy-matter content of our Universe,
which is made of ordinary baryonic matter. The nature of the remaining
95% is still mysterious. The missing part of our Universe is made of
an invisible form of matter, called dark matter (∼ 27%) and a mysterious
form of energy which is responsible for the accelerating expansion of the
visible Universe, called dark energy (∼ 68%). Also the matter-antimatter
asymmetry is still a subject of study.

The observation of antinuclei heavier than antiprotons in cosmic rays
could indicate the existence of antimatter that has survived since the Big
Bang or could be a signature of dark matter annihilation in the galac-
tic halo [131]. Thus, the search for these particles addresses two of the
most fundamental questions in modern physics: the baryon to antibaryon
asymmetry in the universe as well as the existence and nature of dark
matter. The understanding of the (anti)nuclei production mechanism is
therefore important to provide inputs for the background determination
in dark matter searches in space [132, 133] and to better understand the
formation of QCD bound states in high energy hadron physics. For this
reason, it has been subject to a great effort of the scientific community
over the past years.

Among the experiments dedicated to the dark matter and antimat-
ter measurements, the Alpha Magnetic Spectrometer (AMS-02) [134], in-
stalled in the International Space Station (ISS), is the most sensitive par-
ticle detector ever deployed in space. The main goal of this experiment
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is to measure antimatter in cosmic rays outside the Earth atmosphere.
The role of antihelium is particularly important due to its relatively large
mass and its rare production in spallation of cosmic rays: if antihelium
is produced in dark matter annihilation, a larger signal-to-background
ratio is expected with respect to the measurements of antiproton and an-
tideuteron.

A crucial ingredient for this experiment is the precise estimation of the
production yield of light antinuclei (namely antideuteron and anti3He) in
high energy collisions between cosmic rays and the interstellar medium,
which represents the dominant physical background [135]. This is cur-
rently done with extrapolation from low energy experiments and theoret-
ical models. Indeed, considering that > 90% of cosmic rays are protons
and the interstellar gas is mostly made of hydrogen, the measurement
of antideuteron and anti3He is a fundamental baseline for the theoretical
models used to estimate the flux of secondary nuclei produced by cosmic
ray spallation.

The indirect search of dark matter in space experiments is based on
the observation of antimatter which exceeds the estimates of the ordi-
nary matter produced in cosmic ray spallation. The contributions from
cosmic rays interactions at low energy (1-2 GeV/c per nucleon) should
be small [138–141] and the sensitivity to dark matter annihilation should
be enhanced. The estimate of the cosmic ray spallation is obtained from
theoretical model calculations constrained by measurements of the coa-
lescence parameter BA. In Fig. 2.15, the predictions for the observation
probability of A ≥1, 2, 3, 4 secondary anti3He in the latest years of opera-
tion of the AMS-02 experiment as a function of the coalescence parameter
B3 [132] are shown. The green band represents the estimate for the B3 co-
alescence parameter in pp collisions, obtained using 20 anti3He and 20
3H events measured in pp collisions at

√
s = 7 TeV from ALICE [137] as a

constraint. The detection of even a single anti3He nucleus in the energy
range predicted for dark matter could constitute a very compelling hint
in favor of the existence of dark matter, or at least of a very exotic process
different from spallation of cosmic rays.

Even if in the last years the search of such a signal has been intensified
with the experiments AMS-02 and GAPS [142], no clear evidence of antin-
uclei production was found [143, 144]. However, in May 2018, professor
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Figure 2.15: Poisson probability for detecting N ≥ 1, 2, 3, 4 3He events
in a 5-years analysis of AMS-02, assuming the same exposure as in the p
analysis [136]. The green band represents the estimate for the B3 parame-
ter in pp collisions, obtained using 20 anti3He and 20 3H events measured
from ALICE [137] as a constraint.

Samuel Ting announced at a CERN seminar [145] that the AMS collab-
oration reported the possible observation of two potential candidates of
anti4He and six potential candidates of anti3He (see Ref. [146] and the ref-
erences therein for further discussions). Such an observation would be a
striking result for the search of indirect dark matter. Further dedicated ex-
periment for the search of antideuteron and antihelium from dark matter
annihilation are ongoing [133,147]. A realistic model for the production of
antideuterons and anti3He would provide an input for the determination
of background in the search for dark matter. Hence their measurement
are crucial for further development in the indirect dark matter searches.
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Chapter 3
The experimental setup

The largest and most powerful particle collider in the world, the Large
Hadron Collider (LHC), is able to produce the high energy density re-
quired to melt hadronic matter. Indeed, while most of the LHC uptime is
dedicated to the proton−proton physics that led to the discovery of the
Higgs Boson and of two charmed pentaquark states, a significant part of
the physics programme at the LHC is dedicated to heavy ion physics and
the characterisation of the Quark Gluon Plasma. Among the four major
collaborations running experiments at the LHC, ALICE is focused on the
investigation of the properties of the QGP.
In this Chapter the ALICE layout and its different subsystems are pre-
sented, in the conditions as they were during the p–Pb at 8.16 TeV cam-
paign in 2016. Particular emphasis will be given to the detectors of the
central barrel, in the mid-rapidity region, which are employed for the
measurement of the hadronic observables object of this thesis. In 2021
ALICE is completing a significant upgrade of its detectors to further en-
hance its capabilities. Sect. 3.4 will be dedicated to the ALICE upgrade,
with specific interest to the upgrade of the central barrel detectors.

3.1 The Large Hadron Collider

The Large Hadron Collider is the last component of the complex acceler-
ation setup installed at CERN (Fig. 3.1). Each machine in the chain accel-
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erates particles to increasingly higher energies. The LHC was designed to
provide proton-proton (pp) collisions with a centre-of-mass energy (

√
s)

up to 14 TeV with a maximum luminosity1 of 1034 cm−2 s−1. For ions, the
centre-of-mass energy, given per nucleon-nucleon pair (

√
sNN), is reduced

compared to protons due to the different ratio of the charge to the mass.
It can be calculated as:

√
sNN =

√︁
Zi/Ai

√︁
Zk/Ak

√
s (3.3)

where
√

s is the centre-of-mass energy in the case of pp collisions and√︁
Zi,k/Ai,k is the correction for the ions of type i and k contained in each

of the beams. Thus, the top centre-of-mass energy for lead-lead (Pb–Pb)
collisions is

√
sNN = 5.52 TeV, while it is

√
sNN = 8.79 TeV for proton-lead

(p–Pb) collisions2. The maximum energy reached until now is
√

s = 13
TeV for pp collisions,

√
sNN = 8.16 TeV and

√
sNN = 5.02 TeV for p–Pb

and Pb–Pb, respectively. To reach these high energies, the protons and
ions have to be accelerated to increasingly higher energies by a chain of
pre-accelerators before being injected into the LHC.

1In scattering theory luminosity is defined as the ratio of the number of events de-
tected (N) in a certain time (t) to the interaction cross section (σ):

L =
1
σ

dN
dt

(3.1)

Dealing with two colliding beams, both beams serve as target and incoming beam at the
same time. Thus, the luminosity of two colliding beams is

L ∝ K
∫︂ ∫︂ ∫︂ ∫︂ +∞

−∞
ρ1(x, y, s,−s0)ρ2(x, y, s, s0)dxdydsds0 (3.2)

being ρ1(x, y, s,−s0) and ρ2(x, y, s, s0) the time dependent beam density distribution
functions, while K is a kinematic factor. Assuming that the beams are two Gaussian
colliding head-on, luminosity depends on the number of particles per bunch (N1 and

N2) and on the beam sizes, according to: L =
N1N2 f Nb
4πσxσy

, being f a revolution frequency

and Nb the number of bunches. In other words, luminosity is a measure of how many
particles are sent through a given transverse area in a given time. It is thus linked to the
interaction rate R via the cross section (σ) which quantifies the probability that a given
process, here a collision, is taking place. More details about luminosity can be found
in [148].

2For lead, the charge number is Z = 82 and mass number is A = 208.
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Protons and lead ions go through different acceleration chains. Pro-
tons are extracted from a source producing ionised hydrogen and then
are accelerated up to 50 MeV by LINAC 2. The resulting beam is injected
in the Proton Synchrotron Booster (PSB), which accelerates the protons to
1.4 GeV and provides the beam, now structured in bunches, to the Proton
Synchrotron (PS). The Proton Synchrotron pushes protons at 25 GeV into
the Super Proton Synchrotron (SPS) where they are accelerated to 450
GeV before their injection to the LHC. Lead ions, instead, are produced
ionising the gas obtained heating up a small isotopically pure 208Pb sam-
ple. The obtained ions travel through the LINAC 3 that provides the
ion beam at the energy of 4.5 MeV per nucleon to the Low Energy Ion
Ring (LEIR) where the beam is split into 4 short bunches and it is fur-
ther accelerated from 4.2 MeV to 72 MeV. From the LEIR, the ion beam is
then transferred to the Proton Synchrotron and it follows the same path
previously described for the proton beams.

Figure 3.1: The accelerator complex at CERN [149].

Along with the top energy, one of the most important parameters for
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the experiments at the LHC is the luminosity delivered by the collider.
The reaction rate R for a process can be easily evaluated using the process
cross section and the luminosity:

R = Lσprocess (3.4)

The luminosity delivered by a hadron collider can be measured experi-
mentally through a special procedure called van der Meer scan. Such pro-
cedure foresees that the beams are swept transversely across each other.
Once circulating beams have been established at the LHC, the first step
towards collisions is to remove the physical separation used to avoid col-
lisions during injection and ramp. A residual separation can remain af-
ter the collapsing of the separation bumps. The so-called Van Der Meer
method allows for a minimization of this unwanted separation by trans-
versely scanning one beam through the other. The scans are performed
by moving the beams step-wise across each other in the two transverse
planes. The beam sizes at the interaction point can also be determined
by this method and used to give an absolute measurement of the lumi-
nosity. The Van Der Meer scan method for luminosity determination was
pioneered by S. Van Der Meer at the ISR [150], in 1968. Despite the hon-
ourable age, it remains the preferable tool at hadron colliders, since it
delivers the lowest calibration systematic uncertainties, which still often
dominates the overall luminosity uncertainty at LHC experiments.

3.2 The LHC experiments

Seven experiments at the Large Hadron Collider (LHC) use detectors to
analyse the myriad of particles produced by collisions in the accelerator.
These experiments are run by collaborations of scientists from institutes
all over the world. Each experiment is distinct, and characterized by its
detectors.
The biggest of these experiments, ATLAS (A Toroidal LHC ApparatuS)
[151] and CMS (Compact Muon Solenoid) [152], use general-purpose de-
tectors to investigate the largest range of physics possible. ATLAS and
CMS have a broad physics programme ranging from studying the Stan-
dard Model (including the Higgs boson) to searching for extra dimen-
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sions and particles that could make up dark matter. Although ATLAS
has the same scientific goals as the CMS experiment, they use different
technical solutions and a different magnet-system design. Having two
independently designed detectors is vital for cross-confirmation of any
new discovery made. As for the case of the Higgs boson, which was
announced at CERN on July the 4th, 2012, by the ATLAS and CMS col-
laborations, when both experiments found evidences in the LHC data for
a particle consistent with a Higgs boson, the particle linked to the mech-
anism proposed in the 1960s to give mass to the W, Z and other particles.
The other two big experiments at the LHC, ALICE (A Large Ion Collider
Experiment) [153] and LHCb (Large Hadron Collider beauty) [154], have
detectors specialized for focussing on specific phenomena. The LHCb
experiment is specialized in investigating the slight differences between
matter and antimatter by studying the beauty quark, or b quark. Instead
of surrounding the entire collision point with an enclosed detector as
ATLAS, CMS and ALICE do, the LHCb experiment uses a series of sub-
detectors to detect mainly forward particles - those thrown forwards by
the collision in one direction. The ALICE detector, used to collect the data
analyzed in this thesis, is instead extensively described in the following
Sections.

These four detectors sit underground in huge caverns along the LHC
ring, as shown in Fig. 3.2.
The smallest experiments at the LHC are TOTEM and LHCf, which focus
on "forward particles" − protons or heavy ions that brush past each other
rather than smashing head on when the beams collide. TOTEM uses
detectors positioned on either side of the CMS interaction point, while
LHCf is made up of two detectors which sit along the LHC beamline, at
140 metres either side of the ATLAS collision point. Finally, MoEDAL
uses detectors deployed near LHCb to search for a hypothetical particle
called the magnetic monopole.

3.2.1 The ALICE detector

The aim of ALICE is to study the physics of strongly interacting matter at
the highest energy densities reached so far in the laboratory. For this pur-
pose, the ALICE Collaboration is carrying out a comprehensive study of
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Figure 3.2: Layout of the LHC ring shown along with main experiments
positions.

the hadrons, electrons, muons, and photons produced in the collisions of
heavy nuclei (208Pb). ALICE is also studying proton-proton and proton-
nucleus collisions both as a comparison with nucleus-nucleus collisions
and in their own right.

Collisions in the LHC generate temperatures more than 105 times
higher than the centre of the Sun. For part of each year the LHC pro-
vides collisions between lead ions, recreating in the laboratory conditions
similar to those just after the Big Bang. Under these extreme conditions,
protons and neutrons melt, freeing the quarks from their bonds with the
gluons. This is quark-gluon plasma. The existence of such a phase and
its properties are key issues in the theory of quantum chromodynam-
ics (QCD), for understanding the phenomenon of confinement, and for a
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physics problem called chiral-symmetry restoration. The ALICE collabo-
ration studies the quark-gluon plasma as it expands and cools, observing
how it progressively gives rise to the particles that constitute the matter
of our universe today.
The ALICE collaboration uses the 10000-tonne ALICE detector − 26 m
long, 16 m high, and 16 m wide − to study quark-gluon plasma. The
detector sits in a vast cavern 56 m below ground close to the village of St
Genis-Pouilly in France, receiving beams from the LHC.
The collaboration counts more than 1800 scientists from over 170 physics
institutes in 41 countries.

3.3 Design of ALICE

Figure 3.3: The setup of ALICE detectors.

ALICE has been specifically designed and optimised to be a general
purpose heavy ion experiment. The main goal is studying the properties

79



of the QGP and for that purpose it is necessary to track and to identify
all the particles produced in heavy ion collisions. The ALICE subdetec-
tors were designed when the foreseen number of charged particles per
pseudorapidity unit was ranging between 2000 and 8000, for this rea-
son detectors with high granularity and low material budget, such as
the Time Projection Chamber (TPC) and the Inner Tracking System (ITS),
have been adopted. When using these two detectors in the data acquisi-
tion, the maximum readout rate for minimum bias events of the ALICE
experiment is 1 kHz, regardless of the colliding system. The setup of the
ALICE experiment, as it was during the 2016 p–Pb campaign at 8.16 TeV,
is shown in Fig. 3.3 while Table 3.1 lists the position and some geomet-
rical details of the ALICE detectors. In the apparatus two main parts can
be distinguished: the central barrel, consisting of all the detectors located
inside and outside the L3 magnet in the pseudorapidity region |η| < 0.9,
and the muon arm, sitting in the −4 < |η| < −2.5 region and consisting
of an absorber with small atomic number Z, a spectrometer with a dipole
magnet, five tracking stations and finally an iron absorber. The ALICE
coordinate system, used also in Table 3.1, is a right-handed Cartesian sys-
tem with the origin sitting at the nominal Interaction Point (IP). The x-axis
of the reference frame is aligned with the accelerator plane and it points
to the centre of the LHC while the y-axis is perpendicular to the acceler-
ator plan and it points upward. Finally the z-axis is parallel to the beam
line and its pointing is defined by the chirality of the coordinate system.
The central barrel tracking detectors cover the full azimuthal acceptance
and they include, going from the beam line outward: a silicon tracker
(ITS) made with three different technologies (Silicon Pixel Detector, Sili-
con Drift Detector and Silicon Strip Detector), a Time Projection Chamber
(TPC), a Transition Radiation Detector (TRD) and a Time Of Flight (TOF)
detector. In order to extend the transverse momentum3 reach of the ex-
periment down to 80 MeV/c, a mild solenoidal magnetic field − with
respect to the other LHC experiments − of 0.5 T has been adopted. AL-
ICE is the only experiment at the LHC using a warm-resistive magnet to

3The component of momentum transverse (i.e. perpendicular) to the beam line. Its
importance arises because momentum along the beamline may be left over from the
beam particles, while the transverse momentum is associated with the physics that hap-
pened at the vertex.
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measure the momentum of the charged particles, the same magnet used
for the L3 experiment at LEP. As it will be shown in the following, the
track reconstruction efficiency at low pT strongly profited from the usage
of tracking detectors with a very low material budget. The resolution
on the momentum does not depend only on the magnetic field B used,
but also on the lever arm length of the tracking detectors L and on the
resolution on the track sagitta measurement σS:

σp

p
∝ p

σS

BL2 (3.5)

Thanks to the large radial coverage (0.039 m ≤ r ≤ 3.680 m), despite the
mild solenoidal magnetic field, the ALICE apparatus is able to reconstruct
tracks up to p > 100 GeV/c. The above mentioned tracking detectors are
also among the detectors of ALICE providing PID.

In the following, the relevant detectors for the analysis of this thesis
are further described, with particular emphasis on the detectors located
in the central barrel inside the solenoidal magnetic field B = 0.5 T: the
ITS, the TPC and the TOF detector, as extensively described in [155, 156].

3.3.1 Inner Tracking System (ITS)

The Inner Tracking System (ITS) [157] is the first detector encountered by
particles produced in the collision events that travel through the exper-
imental apparatus. It consists of 6 cylindric layers of silicon detectors,
concentric and coaxial to the beam pipe, with a total pseudorapidity cov-
erage |η| ≤ 0.9. Three different technologies have been used for this
detector: the two innermost layers are made of Silicon Pixel Detectors
(SPD), the two central layers of Silicon Drift Detectors (SDD) and the two
outermost layers of double sided Silicon Strip Detectors (SSD) (Fig. 3.4).
The main parameters for each of the three detector types are summarized
in Table 3.2. The main tasks of the ITS are to localise the primary vertex
of the collision, with a resolution of 10 µm in central Pb–Pb collisions, to
find the displaced secondary vertices, with a resolution better than 100
µm, to perform tracking and identification of particles down to low mo-
menta (< 200 MeV/c) as well as to enhance the momentum resolution of
the particles reconstructed with the TPC.
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Detector Acceptance (η, ϕ) Position (m) Surface (m2) Channels

ITS layer 1,2
(SPD) ±2,±1.4 0.039 , 0.076 0.21 9.8 M

ITS layer 3,4
(SDD) ±0.9,±0.9 0.150 , 0.239 1.31 133 K

ITS layer 5,6
(SSD) ±0.97,±0.97 0.380 , 0.430 5.00 2.6 M
TPC ±0.9 at r=2.8 m 0.848 , 2.466 Readout 32.5 m2 557568

±1.5 at r=1.4 m Volume 90 m3

TRD ±0.84 2.90 , 3.68 716 1.2 M
TOF ±0.9 3.78 141 157248

HMPID ±0.6, 1.2◦ ≤ ϕ ≤ 58.8◦ 5 11 161280
PHOS ±0.12, 220◦ ≤ ϕ ≤ 320◦ 4.6 8.6 17920

EMCAL ±0.7, 80◦ ≤ ϕ ≤ 187◦ 4.36 44 12672
ACORDE ±1.3,−60◦ ≤ ϕ ≤ 60◦ 8.5 43 120

Muon tracking −2.5 ≤ η ≤ −4.0 -14.22, -5.36 95 1.08 M
Muon trigger −2.5 ≤ η ≤ −4.0 -17.12, -16.12 138 21000

PMD 2.3 ≤ η ≤ 3.7 3.64 2.59 221184
V0A 2.8 ≤ η ≤ 5.1 3.4 0.548 32
V0C −3.7 ≤ η ≤ −1.7 -0.897 0.315 32
T0A 4.61 ≤ η ≤ 4.92 3.75 0.0038 12
T0C −3.28 ≤ η ≤ −2.97 -0.727 0.0038 12

Table 3.1: Geometrical details of the configuration of ALICE detectors.
This table has been adapted from the extensive description of the ALICE
apparatus in [155]. When it is not specified, the azimuthal coverage for
the detector is 2π. The position of the detector corresponds to the radial
distance from the beam axis for the barrel detectors and to the distance
along z for the others. When more than one position values are specified
the detector is subdivided in two or more parts and those values are the
minimum and maximum distances from the interaction point.

The choice of different technologies is mainly related to the radial dis-
tance of the detector layers. The SPDs are the innermost layers and there-
fore have to deal with a very high-density of tracks (∼ 100 tracks/cm2)
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Figure 3.4: Layout of the Inner Tracking System.

and a larger radiation environment (200 krad in 10 years). The SPD is
fundamental for the quality of vertexing, both for the primary vertex re-
construction and the measurement of secondary tracks impact parameter.
The two-dimensional segmentation combines the advantages of unam-
bigous 2D readout with geometrical precision, double-hit resolution and
speed. Thus, its high segmentation leads to a low individual diode capac-
itance, resulting in an excellent signal-to-noise ratio at high speed. The
SDDs are selected to equip the two intermediate layers of the ITS, since
they couple a very good multi-track capability with dE/dx information.
The drift detectors are used as trigger, requiring at least three measured
samples per track and therefore at least four layers carrying dE/dx in-
formation. Finally, the two outer layers use strip detectors and are cru-
cial for the connection of tracks from the ITS to the TPC. SSDs provide
dE/dx information to assist particle identification for low-momentum
particles. Double-sided SSDs are also commonly used in several high-
energy physics experiments where they function reliably.
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Parameter Silicon Pixel Silicon Drift Silicon Strip

Spacial precision rϕ (µm) 12 35 20
Spacial precision z (µm) 100 25 830

Two track resolution rϕ (µm) 100 200 300
Two track resolution z (µm) 850 600 2400

Cell size (µm2) 50 × 425 202 × 294 95 × 40000
Active area per module (mm2) 12.8 × 69.6 72.5 × 75.3 73 × 40
Readout channels per module 40960 2 × 256 2 × 768

Total number of modules 240 260 1698
Total number of readout channels (k) 9835 133 2608

Total number of cells (M) 9.84 23 2.6
Max. occupancy for central Pb–Pb

(inner layer) (%) 2.1 2.5 4
Max. occupancy for central Pb–Pb

(outer layer) (%) 0.6 1.0 3.3
Power dissipation in barrel (W) 1350 1060 850
Power dissipation end-cap (W) 30 1750 1150

Table 3.2: Parameters of the various detector types of the ITS detector. A
module represents a single sensor element.

Vertex reconstruction in ALICE

The reconstruction of the primary vertex is based on the SPD of the ITS. In
order to determine the z coordinate (position) of the vertex, pairs of recon-
structed points in the two SPD layers are selected (tracklets). Given that
the two layers are very close in azimuthal angle in the transverse plane,
a linear extrapolation is used to estimate the z position of the primary
vertex. Finally, a similar procedure is also performed in the transverse
plane. This procedure does not take into account the track bending due
to the magnetic field. However, since the distances from the interaction
point are short, the x and y coordinates of the primary vertex are deter-
mined with a good precision so that they can be used to constrain the
first tracking step. This estimate of the primary vertex position is used
to correct the z coordinate of the primary vertex. If the beam position
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is stable in time, it is also possible to determine the transverse position
of the vertex by averaging the measurements performed on many events.
The resolution on the vertex position depends on the track multiplicity
(particle per units of rapidity).
In Pb–Pb collisions, a resolution of about 10 µm is reached while, in av-
erage, a ∼ 100 µm resolution is obtained for pp collisions. The measure-
ment of the vertex position is finally used as an input for the tracking.
After the track reconstruction, the vertex position is corrected using the
parameters of the track. To improve the vertex position in the transverse
plane, the nominal beam position is added in the fit as an independent
measurement [155]. The vertex resolution of tracks as a function of the
half event tracklet multiplicity is shown in Figure 3.5.

Figure 3.5: Vertex resolution in Pb–Pb collisions at
√

sNN = 2.76 TeV as a
function of half of the tracklets multiplicity of the event.

3.3.2 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) serves as a major tracking detector in
ALICE [158]. It is used to identify the charged particles and measure their
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momentum, and to help in the reconstruction of the primary vertex of
the collision. The pseudorapidity range covered by the TPC is |η| < 0.9.
The detector covers the transverse momentum from ∼ 0.1 GeV/c to ∼
100 GeV/c. The TPC has also the full coverage of the azimuthal angle
(excluding the dead zones of the detector).

The scheme of the TPC is shown in Fig. 3.6, and a summary of its
main parameters is presented in Table 3.3.

Figure 3.6: Layout of the Time Projection Chamber.

The skeleton of the TPC is built of a cylindrical field cage which is
filled with 90 m3 of the mixture Ne/CO2/N2. Both end plates are seg-
mented into 18 trapezoidal sectors where multi-wire proportional cham-
bers (MWPC) and cathode pad readout are installed. In the centre of the
field cage (see Fig. 3.7), there is a high voltage electrode and two potential
degraders creating a uniform electrostatic field along the beam axis. The
drift gas was optimised with the aim of reaching the eligible drift speed,
and to ensure low multiple scattering. The field cage of the TPC is sur-
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Lenght (active volume) 2 × 2500 mm
Segmentation in ϕ 18 sectors
Segmentation in r 2 chambers per sectors

Total number of readout chambers 2 × 2 × 18 = 72

Detector gas Ne/CO2/N2 90/10/5
Gas volume 90 m3

Drift lenght 2 × 2500 mm
Drift field 400 V/cm

Drift velocity 2.7 cm/µs
Maximum drift time 92/µs

Total HV 100 kV
Diffusion DL = DT = 220 µm/

√
cm

Material budget X/X0 = 3.5% near η = 0

Event size (for dN/dy = 8000) ∼ 90 MB
Event size (for pp) ∼ 1–4 MB
Total bandwidth ∼30 GB/s

Trigger rate limits 300 Hz Pb–Pb central events

Position resolution (σ) in rϕ 1100 to 800 µm inner/outer radii
Position resolution (σ) in z 1250 to 1100 µm

dE/dx resolution, isolated tracks 5.0%
dE/dx resolution, dN/dy = 8000 6.8%

Table 3.3: Synopsis of TPC parameters.

rounded by double-shelled containment vessels with CO2 as an insulator.
Composite materials based on carbon fiber were chosen for high mechan-
ical stability and low material budget (only 3.5 % of a radiation length for
tracks with normal incidence). The working principle of the TPC is based
on the ionisation effect induced by charged particles traversing the barrel.
Free electrons drift towards the end plates. Since they cannot induce suf-
ficiently large signal in the readout pads, it needs to be amplified by the
creation of an avalanche near the anode wires. Cathode planes are seg-
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Figure 3.7: 3D view of the TPC field cage. The high voltage electrode is
located at the center of the drift volume. The endplates with 18 sectors
and 36 readout chambers on each end are shown [158]

mented in two dimensions, therefore one can measure many space points
per track in the transverse plane. In addition, the three-dimensional re-
construction of the track is possible by the measurement of the arrival
time of the ionisation electrons to the pad with respect to the certain
reference time, e.g. the collision time from the LHC. Identification of
charged particles traversing the TPC volume is based on the calculation
of their momentum and charge in combination with the measurement of
the specific ionisation energy loss per unit path length dE/dx. The for-
mer is done using the radius and the direction of curvature of the particle
trajectory bent in the ALICE magnetic field. The trajectory of a charged-
particle is estimated measuring the gas ionization in up to 159 samples
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along a path of about 160 cm. By combining the reconstructed clusters
in the TPC and the hits in the ITS, the tracks of charged-particles are re-
constructed and finally back-propagated to the nominal collision point,
which is inside the beam pipe, in order to find the primary vertex posi-
tion, as already discussed in Sect. 3.3.1. The tracking procedure will be
further discussed in Sect. 4.7.3. Thanks to its design requirements, the
TPC provides a measurement of the charged-particle transverse momen-
tum (pT) with a resolution ranging from about 1% at 1 GeV/c to about
3% at 10 GeV/c, and a measurement of the specific energy loss with a res-
olution ranging from about 5.2% in pp collisions to about 6.5% in central
Pb–Pb collisions [155], for minimum ionizing particles crossing the full
detector.

3.3.3 Time of Flight (TOF)

The Time Of Flight detector (TOF) [159] measures the time spent by par-
ticles to travel from the collision point to the TOF radius. It covers the
full azimuth and the pseudorapidity interval |η| < 0.9, except for the re-
gion |η| < 0.12, to avoid covering the photon spectrometer with more
material. The TOF detector has a cylindrical shape, covering polar angles
between 45 degrees and 135 degrees over the full azimuth. The detector
is composed of 18 sectors in azimuthal angle (see Fig. 3.8) and 5 seg-
ments in the direction of the beam axis. Multigap Resistive-Plate Cham-
ber (MRPC) technology is used to build the TOF [156]. This is a stack of
resistive glass plates. A high voltage is applied to the external surfaces
of the stack. Further out there are pickup electrodes. A charged particle
ionizes the gas and the high electric field amplifies this ionization by an
electron avalanche. The resistive plates stop the avalanche development
in each gap. They are however transparent to the fast signal induced on
the pickup electrodes by the movement of the electrons. The total signal
is the sum of the signals from all gaps (the reason for many gaps is to
achieve high efficiency), whereas the time jitter of the signal depends on
the individual gap width (the reason for narrow gaps is to achieve good
time resolution). The detector element is a long strip with an active area
of 7.4 × 120 cm2. It has 96 readout pads of 2.5 × 3.5 cm2 arranged in
two rows. It consists of 2 stacks of glass, each with 5 gas gaps of 250 µm.
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Spacers made of nylon fishing line keep the distance between the glass
plates fixed. The time resolution of the TOF MRPC is about 50 ps and its
efficiency reaches 99.9 %.

Figure 3.8: Schematic view of the ALICE TOF.

The starting time is provided by the T0 detector [160], a fast scintillator
placed at forward rapidity. The T0 consists of two arrays of Cherenkov
counters, T0A and T0C, placed on opposite sides of the nominal interac-
tion point. A weighted average is performed when both detectors have
measured the start time [161]. If a measurement from only one part of the
T0 is available, the time has to be corrected for the primary vertex z posi-
tion obtained using the SPD. Another option to estimate the collision time
is to use a χ2-minimization procedure based on the arrival time of all the
particles at the TOF detector. Using one of three possible mass hypoth-
esis (pion, kaon or proton mass) for each track, different collision times
can be calculated as the weighted average of the differences between the
measured arrival times of all the particles and the expected times of flight
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for the chosen mass hypothesis. The final collision time is obtained as the
value which minimizes the weighted sum of the squared differences be-
tween the expected time of flight for a chosen mass hypothesis and the
arrival time in TOF corrected by the collision time corresponding to the
set of mass hypothesis chosen. In both cases, the weights are given by
the inverse of the sum of the time resolution of the TOF detector and the
uncertainty on the expected time of flight for the chosen mass hypothe-
sis. The last option is to use the bunch crossing time from the LHC. A
detailed description of the determination of the event collision time can
be found in [161]. TOF measures the time of flight of particles with an
overall resolution ranging from about 80 ps (in Pb–Pb collisions) to about
120 ps (in pp collisions) [159].

3.3.4 Other detectors

Besides the central barrel detectors, in the forward region of the ALICE
experiment there are the forward detectors and many other detectors
which give complementary information or have been specifically dedi-
cated to some particular analyses. The forward detectors are installed
at small angles to the beam and are used for timing information, trigger
and centrality estimation. These include fast scintillators, calorimeters,
Cherenkov and silicon detectors. The forward detectors (FWD) serve as
centrality estimators, and thus are particularly useful for the analysis of
this thesis.

• T0 Detector: It consists of 2 arrays of PMTs equipped with Cherenkov
radiators [160]. The arrays are installed on the opposite sides of the
interaction point, covering the pseudorapidity ranges: −3.3 < η <
−2.9 and 4.5 < η < 5. The main task of T0 is to supply fast timing
signals which will be used in the L0 trigger for ALICE, to send a sig-
nal to activate the TRD and to deliver collision time reference for the
TOF detector. The time resolution of T0 is better than 50 ps (σ). The
triggering efficiency varies from about 50% for pp collisions up to
100% for A–A collisions. T0 is also used to give a fast evaluation of
the multiplicity using a pre-programmed 3-grade scale (minimum
bias, central and semi-central).
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• FMD: It consists of 51200 silicon strip channels distributed over 5
ring counters of two types which have 20 and 40 sectors each in
azimuthal angle, respectively [160]. The main function of the For-
ward Multiplicity Detector (FMD) system is to provide (offline) pre-
cise charged particle multiplicity information in the pseudorapidity
range −3.4 < η < −1.7 and 1.7 < η < 5.0. The FMD also allows the
study of multiplicity fluctuations on an event by event basis.

• V0 Detector: The V0 detector consists of two arrays of scintillator
counters (named V0A and V0C), installed on both sides of the AL-
ICE collision vertex at small angles [160]. The V0A device is in-
stalled on the positive z-direction at a distance of about 340 cm
from the IP, while the V0C is installed on the negative z-direction
along the absorber nose at a distance of 900 mm from the IP. The
counters cover the pseudorapidity ranges 2.8 < η < 5.1 (V0A) and
−3.7 < η < −1.7 (V0C). Each array consists of 32 counters dis-
tributed in 4 rings. Each of these rings covers 0.5 − 0.6 unit of pseu-
dorapidity and is divided into 8 sectors (45 degrees) in azimuth.
This detector system has several functions. It provides minimum-
bias (MB) triggers for the central barrel detectors in pp and Pb-Pb
collisions, it serves as centrality estimator via the measurement of
charged particle multiplicity and is used to reduce the background
of beam gas interactions.

• ZDC: The Zero Degree Calorimeters (ZDCs) are hadronic calorime-
ters, made by a stack of heavy metal plates grooved to allocate a
matrix of quartz fibers (called "spaghetti calorimeters"), which de-
tect the energy of the spectator nucleons [162]. This is used to deter-
mine the overlap region of the two colliding nuclei, i.e. the central-
ity. It is composed of four calorimeters, two to detect protons (ZP)
and two to detect neutrons (ZN). These are located 115 meters away
from the interaction point on both sides, exactly along the beam
line.
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3.4 ALICE Upgrade

The ALICE experiment has planned upgrades of several subsystems and
the online/offline system for data acquisition and processing during the
Long Shutdown 2 (LS2) 2019-20 of the LHC, presently in progress at the
time of writing. This will enable the experiment to do high precision
measurements of rare probes from high to very low transverse momen-
tum. Excellent tracking efficiency and track resolution down to low pT,
gaining a factor 100 in the available data with minimum bias trigger com-
pared to the present program while preserving particle identification ca-
pabilities are the key elements of the upgrade. The large increase in the
available data will be achieved by reading out Pb–Pb interactions at max-
imum rate of 50 kHz, corresponding to an instantaneous luminosity of
6 · 1027 cm−2s−1. This will enable ALICE to accumulate ten times more
integrated luminosity (more than 10 nb−1) and hundred times larger data
sample (about 1011 collisions) than what has been obtained so far. This ne-
cessitates the upgrade of the subdetector readout electronics and the en-
tire online/offline system. A detailed description of the ALICE upgrade
plans is presented in the Letter of Intent [163]. The upgraded detector is
the outcome of a well-coordinated global collaboration effort that brought
together more than 35 institutes and research centres from 15 countries.
Following an intense 5-years R&D programme, the successful prototyp-
ing and production of the different parts of the detector took place in
2017-2019. The assembly and tests of the upgraded detectors took place
in 2019-2020 and starting from mid 2020 the final phase of installation
and commissioning started. The TPC and the ITS have undergone ma-
jor modifications to meet the requirements for the period after LS2. In
the following, the upgrade of these two subdetectors will be further de-
scribed.

3.4.1 Physics objectives of the Upgrade

The scientific goals of the upgraded ALICE detector are described in a
comprehensive Letter of Intent [163]. They are aimed at improving mea-
surements for understanding heavy-quark production at low transverse
momentum, mechanisms of quarkonium production and interaction in
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the QGP, initial temperature and partonic equation of state, possible ef-
fects of chiral symmetry restoration, parton energy loss, medium modifi-
cation and its dependence on properties of the parton and the QGP, and
exotic hadronic states. To accomplish these, the following measurements
will be undertaken in the central barrel of the ALICE detector:

• Yields and azimuthal distributions of hadrons containing heavy quarks
(c, b) to study the mechanism of heavy-quark thermalization in the
QGP.

• Production of quarkonia at low pT, in particular the study of their
possible dissociation and regeneration mechanisms in the QGP.

• Low-mass dielectron production to extract information on early tem-
perature and the partonic equation of state, and to characterize the
chiral phase transition.

• Jets and jet correlations, in particular their structure and particle
composition, to study the mechanism of partonic energy loss in
medium and its dependence on parton color-charge, mass and en-
ergy.

• The production of nuclei, antinuclei and hypernuclei as well as ex-
otic hadronic states such as the H-dibaryon.

These measurements require excellent charged-particle tracking capa-
bilities as well as a variety of PID techniques in the central barrel, down
to the lowest possible pT. Measurements at low transverse momenta typ-
ically imply small signal-to-background ratios, which limits the appli-
cability of standard low level triggering schemes. As a consequence, the
detectors and readout systems must allow to operate at very high readout
and data acquisition rates in order to collect sufficient data.

3.4.2 Upgrade of the ITS

During the long shutdown of the LHC in 2019-20 the present Inner Track-
ing System of the ALICE experiment based on silicon pixel, silicon drift
and silicon strip detectors, has been entirely replaced by a new tracker
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using novel monolithic silicon pixel chips. This new tracker will signif-
icantly enhance heavy flavour measurements, reaching precisions which
are out of reach for the present system, e.g. charmed baryons measure-
ments, such as the ΛC, and will allow studying hadrons containing a
beauty quark.
The present ITS has six layers and covers a radius from 3.9 cm up to 43
cm. At radii larger than 43 cm the tracking information is provided by
the TPC. The two innermost layers of the ITS are equipped with hybrid
silicon pixel detectors with an average material budget of 1.14% X0 per
layer. While the present detector is fully meeting the requirements for
the present run, the precision measurements of rare probes over a large
momentum range foreseen after LS2 require significant improvement in
tracking and readout speed. Therefore, the present ITS has been removed
during LS2 and replaced with a new, 7-layer pixel detector using mono-
lithic silicon pixel chips with a total surface of about 10 m2. The new
tracker will provide an improved pointing resolution in rϕ and z, de-
creasing the present values by a factor 3 and 5, respectively, to about 40
µm for a pT of 500 MeV/c. Each of the seven layers will be constructed
using 50 µm and 100 µm thin silicon chips on a very light weight carbon
fibre based support structure for the innermost and the outer layers re-
spectively. The material budget for the first three layers corresponds to
0.3% X0/layer while the four outer layers will have an average material
budget of 1% X0/layer. The innermost layer will be placed at 23 mm ra-
dius, compared to presently 39 mm. The new ITS will also enhance the
readout capabilities, allowing data readout and recording at interaction
rates in excess of 50 kHz, the expected Pb–Pb interaction rate at the LHC
after Run 2. Indeed, the readout rate of the new ITS will increase from
presently 1 kHz to 50 kHz for Pb–Pb collisions and 400 kHz for pp colli-
sions. This increase in readout speed, together with the deployment of a
new data acquisition system that will allow recording all collisions, trans-
lates to an increase by about two orders of magnitude in the collectible
minimum-bias data compared to the present ALICE setup, thus matching
the expected event rate for Pb–Pb collisions after LS2.

A schematic view of the new ITS is shown in Fig. 3.9. The new
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Figure 3.9: A schematic layout of the ITS after the Upgrade carried out
during LS2.

ITS is an all-pixel silicon detector based on CMOS4 monolithic active
pixel sensor (MAPS) covering the mid-rapidity (|η| < 1.3) region. In the
MAPS technology both the sensor for charge collection and the readout
circuit for digitization are hosted in the same piece of silicon instead of
being bump-bonded together. The chip developed by ALICE is called
ALPIDE [164], and uses a 180 nm CMOS process provided by Tower
Semiconductor. With this chip, the silicon material budget per layer is
reduced by a factor of 7 compared to the previous ITS. The ALPIDE chip
is 15 × 30 mm2 in size containing more than half a million pixels or-
ganized in 1024 columns and 512 rows. Its low power consumption (<
40 mW/cm2) and excellent spatial resolution (∼5 µm) are perfect for the
inner tracker of ALICE.

Thus, the new ITS consists of seven cylindrical layers of ALPIDE chips
summing up a total area of 10 m2 and 12.5 billion pixels. The pixel chips

4Complementary Metal-Oxide Semiconductor.
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are installed on staves with radial distances ranging from 22 mm to 405
mm from the interaction point. The beam pipe is also newly designed
with a smaller radius of 18.6 mm, allowing the first detection layer to be
placed closer to the IP at a radius of 22.4 mm compared to the presently
39 mm.

The improved performance of ITS, in momentum and pointing res-
olutions as a function of pT, as well as the efficiency as a function of
transverse momentum are shown in Fig. 3.10 in comparison with the
performance of the present ITS.

Figure 3.10: Top: Pointing resolution to the vertex (left) and momentum
resolution (right) of charged pions as a function of the transverse momen-
tum for the current ITS and the upgraded ITS (stand-alone ITS). Bottom:
Tracking efficiency of charged pions for the current and upgraded ITS for
the ITS stand-alone.
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3.4.3 Upgrade of the TPC

The main objective of the TPC upgrade is to provide sensitivity to a
minimum-bias interaction rate of 50 kHz in Pb–Pb collisions, as foreseen
for LHC operation in Run 3 and beyond. This goal requires elimina-
tion of the intrinsic trigger rate limitation of the original MWPC-based
TPC [158]. The limitation to about 3 kHz was imposed by the opera-
tion of an active ion gating grid, which is used to collect ions from the
amplification region and prevent them from drifting back into the drift
volume, where they would lead to substantial space-charge distortions
of the drift field. Further limitations in MWPC-based readout chambers
arise from space-charge effects at the amplification wires and ion tail ac-
cumulation, both resulting in substantial rate-dependent non-linearities
of the signal response. Despite the tightened operational demands, the
ambitious ALICE physics program for Run 3 and Run 4 does not allow a
degradation with respect to the excellent momentum and dE/dx resolu-
tion of the original TPC. The design considerations emerging from these
challenging requirements and their technical solutions were worked out
in an extensive R&D program [165,166] and will be briefly outlined below.

The present TPC MWPCs, 72 in total, have now been replaced by de-
tectors based on Gas Electron Multipliers (GEM) [167], a micro-pattern
structure developed at CERN. These new devices, together with new
readout electronics that features a continuous readout mode, will allow
ALICE to record the information of all tracks produced in lead–lead col-
lisions at rates of 50 kHz, producing data at a staggering rate of 3.5 TB/s.

Operation of the TPC at a collision rate of 50 kHz implies that on aver-
age five collision events pile up within the TPC readout time window of
about 100 µs, as given by the typical electron drift time over the maximal
drift length of 2.5 m. This excludes triggered operation and defines the
need for continuous readout, demanding novel gas amplification tech-
niques which provide sufficient ion blocking without an active gate. The
requirement to keep the ion-induced space-charge distortions at a toler-
able level leads to an upper limit of 2% for the fractional ion backflow,
i.e. the ion escape probability per effective electron-ion pair produced in
the gas amplification stage, at the operational gas gain of 2000 in a Ne-
CO2-N2 gas mixture. At the same time, the readout system must ensure
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that the dE/dx resolution of the TPC is preserved, which translates into
a required local energy resolution better than 14% at the 55Fe-peak [166].
GEMs provide a viable solution to this challenge. They can be easily
stacked in layers, allowing separation of several amplification stages. Af-
ter a careful optimization of the gain share among the GEMs and the
electric transfer fields between them, the drift path of back-drifting ions
that emerge from subsequent layers can be efficiently blocked.

3.5 Particle identification

Particle IDentification (PID) is vital in numerous analyses performed in
heavy ion collisions [168]. In particular, light (anti)nuclei studies with
nuclei which are not as abundantly produced in collisions as pions are
extremely sensitive to the track selection. On one hand, a high-purity
sample is essential to obtain reliable results. On the other hand, there is a
need to collect as big amount of particles of interest as possible since the
abundance of light (anti)nuclei is suppressed by roughly three orders of
magnitude for each additional unit of mass number A.
In this analysis the approach used to perform the particle identification
is the nσ method. It can be applied for the detectors with a Gaussian
response function. The nσ observable is defined as:

nσ =
S − S(Hi)

σ
(3.6)

where S is the measured signal, S(Hi) is the expected signal for a hy-
pothesis of the i-type particle (which in our case is estimated using the
Bethe-Bloch equation), and σ is the resolution of the detector. A particle
is identified to be of an i-type once the nσ value computed using eq. 3.6
is smaller than the assumed n value which defines how rigorous the PID
selection is. For instance, the notation "3σ cut" denotes that |nσ| < 3σ

for a given detector and a specific particle. The specific value of n de-
pends on the desired precision and amount of data required for a given
analysis. The larger the n value is, the more particles are selected, but
simultaneously the probability of false identification increases. For the
analysis of this thesis, (anti)deuterons are identified up to a transverse
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momentum of 1.2 GeV/c using only the specific energy loss in the TPC,
since the (anti)deuteron signal is well separated from that of other parti-
cles only in the low momentum range. For higher transverse momentum
values, due to the contamination of other particle species in the TPC sig-
nal, the velocity information from the TOF detector is in addition used
for the (anti)deuteron identification. On the contrary, (anti)3He nuclei are
very well identified using only the specific energy loss inside the active
volume of the TPC. In the following, the particle identification methods
used in the relevant detectors for the analysis of this thesis, TPC and TOF,
are further discussed.

3.5.1 PID in TPC

For the analysis of this thesis, both (anti)d and (anti)3He are identified
measuring the ionisation energy loss per unit distance (dE/dx) in the
TPC region. When a charged particle passes through the medium (in
the TPC case, a mixed gas), it ionizes the molecules and atoms of the
medium along its path. Ionization causes continuous energy loss of the
charged particle. The average energy loss dE/dx, is different for different
particles, and is described by the Bethe-Bloch formula:

dE
dx

= − 4π

mec2
nZ2

β2

(︃
e2

4πϵ0

)︃2 [︃
ln
(︃

2mec2β2

I(1 − β2)

)︃
− β2

]︃
(3.7)

in which β = v/c (v is the velocity of the particle, and c is the speed
of light in the vacuum), E is the energy of the particle, x is the distance
traveled, Z is the charge of the particle, e and me are the charge and
mass of the electron, n is the electron density of the target, and I is the
mean excitation potential of the target. Since the energy loss depends
on the charge and momentum of the incident particle, the energy loss
information can be used to distinguish or identify different particles. In
the ALICE experiment, the momentum (p) of the particle is calculated
using the applied magnetic field (B) information and the curvature of
path travelled by the charge particle in the TPC region. This calculation
assumes that the particle is of unitary charge (|Z| = 1). Thus, the expected
energy loss (dE/dx) of a certain kind of particle is given by a function
named Bichsel function, which is a modified Bethe-Bloch function with
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|Z|= 1 in Eq. 3.7. This is helpful in identifying particles like π, k, p
and also d having unitary charge. However, for (anti)nuclei with charge
|Z| > 1, as for 3He, some modification is needed. Therefore, particles
with charge |Z| > 1 are converted into the unit charge before using the
Bichsel function to make their dE/dx predictions. Figure 3.11 shows the
specific energy loss (dE/dx) as a function of rigidity (momentum/charge)
for the TPC tracks in p−Pb collisions at

√
sNN = 5.02 TeV. Thanks to its

performance, the TPC can identify light nuclei and antinuclei like d (d), t
(t) and 3He (3He) over a wide momentum range as shown in the figure.
The solid curves represent the expected values of Bethe-Bloch function
for different particles.

Figure 3.11: Specific energy loss of particles traversing the TPC volume
as a function of their rigidity p/Z in p−Pb collisions at

√
sNN = 5.02 TeV.

The solid red lines represent the expected detector response for different
particle species [169].
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3.5.2 PID in TOF

The time of flight (tTOF) measured by the TOF system, complemented
with the measurement of the track length L and momentum p, provided
by the tracking detectors, is used to calculate the particle mass:

m = p · tTOF

L

√︄
1 − L2

c2t2
TOF

(3.8)

The procedure which is actually used in ALICE is to compare the time-
of-flight measured by the TOF for a given track with the expected values
obtained using different mass hypotheses for the particle, as discussed in
Sect. 3.3.3. The difference between the measured and the expected time
of flight for a given mass hypothesis is expressed, as usual, in units of
σ. Using the time of flight and the total length of the track, the velocity
of the particle can be calculated and compared to the expected one for a
given particle species. The distribution of the particle velocities compared
to the speed of light (β) as a function of the particle momentum obtained
in p–Pb collisions at

√
sNN = 8.16 TeV is reported in Figure 3.12. Despite

the background coming from incorrect assignment of TOF clusters to a
track, this method allows us to distinguish different particle species. The
mismatch background is strongly dependent on the track density in the
event. The particle identification information provided by the TOF de-
tector complements the particle identification capability of the TPC, and
therefore it is crucial to identify light (anti)nuclei. In this analysis, the
nσTOF procedure is defined as follows:

nσTOF =
(timehit − startTime)− timeexp(p, m, L)

σPID(TOF)
(3.9)

being timehit the time of each hit recorded by the detector, startTime the
start time of the collision, given by the T0 detector (see Sect. 3.3.3 for more
details on the start time estimate) and timeexp the experimental measure-
ment of time, using the momentum, mass and track length information.
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Figure 3.12: The distribution of the velocity, expressed as a fraction β of
the speed of light, measured by the TOF detector is shown as a function
of the particle momentum measured in p–Pb collisions at

√
sNN = 8.16

TeV. The bands belonging to the different particle species are labeled with
the particle names. The background is coming from mismatched hits in
the TOF detector.

3.5.3 Bayesian approach

The particle identification methods in ALICE make use of the Bayesian
approach. The Bayesian approach is based on the probability P of a par-
ticle to belong to a certain species i (i = e,π,µ, k, p) which can be easily

calculated [168]. If
(︃

dE
dx

)︃
meas

and p are the measured TPC dE/dx signal
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and momentum, the probability for the species i is:

P(i) =
1√︁

2πσdE/dx
· exp

⎛⎜⎜⎜⎜⎜⎝−

(︄(︃
dE
dx

)︃
meas

−
(︃

dE
dx

)︃
f it

)︄2

2σ2
dE/dx

⎞⎟⎟⎟⎟⎟⎠ (3.10)

The obtained probabilities P(i) can contribute to a combined Bayesian ap-
proach of PID. In this context, the P(i)s are referred to as detector response
probabilities. In the Bayesian context, these probabilities are weighted with
the so-called priors C(i) which describe the relative concentrations of par-
ticle species. They have to be determined for each analysis individually as
they are dependent on the applied selection criteria. Then the probability
w(i) of a particle to be of type i is given by:

w(i) =
C(i) · P(i)

∑k=e,π,µ,K,p P(k) · w(k)
(3.11)

This ansatz also allows combinations of the PID information from several
detectors. The overall detector response probability Ptot(i) is – under the
assumption of independent measurements – the product of several single
detector response probabilities:

Ptot(i) = PTPC(i) · PITS(i) · ... · PTOF(i) (3.12)

Nevertheless, the Bayesian PID has the drawback that the efficiency of the
PID selection often cannot be easily determined and that the determined
probabilities are very sensitive to eventual imperfections of the calibra-
tion.
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Chapter 4
Data acquisition and event
reconstruction

Collisions between oppositely circulating particles at the LHC occur at
higher energies and rates than ever before. The amount of charged par-
ticles produced in high-energy collisions increases as a function of the
centre-of-mass energy of colliding particles, hence a large number of par-
ticles is created at LHC energies. These particles travel through the de-
tectors and produce several signals which are then used in the recon-
struction of their trajectories and in the particle identification. Due to a
large geometrical coverage, complex and sophisticated composition and
fine granularities of modern particle detectors are needed. Large num-
bers of signals are produced for each particle, thus the LHC experiments
at CERN generate colossal amounts of data, corresponding to roughly 30
petabytes every year. In order to efficiently cope with such a huge wealth
of information, the LHC experiments have developed highly advanced
data handling technologies, which include high efficiency trigger, data
acquisition (DAQ) systems and data archive, which are further described
in this Chapter. Moreover, in this Chapter the offline event selection, the
Analysis Framework and the track reconstruction are discussed.
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4.1 Trigger and data acquisition

At every bunch crossing, the Central Trigger Processor (CTP) receives
the signal from the triggering detectors and decides, within less than 1
µs from the collision, whether to collect the data from the collision event
and sends its decision to each detector Front End Electronics (FEE) via the
Detector Data Links (DDL) [156]. In the case of a positive decision, the
data collected by each subdetector are sent to a cluster of 300 computers,
called Local Data Collectors (LDC). After a check of their integrity, data
are processed and assembled into sub-events and sent over the second
layer of computers, the Global Data Collectors (GDC). This is a cluster of
40 computers which are responsible for the event construction, i.e. each
of these computers receives the event fragments by the LDC and builds
a full event, which is sent to a temporary storage site in the experimen-
tal pit called Local Data Storage (LDS). Afterwards, data are moved to
the Permanent Data Storage (PDS) at the CERN computing center, and
eventually published via the GRID infrastructure for the offline physics
analysis.

4.1.1 The ALICE Trigger System

Virtually, all collision events contain physics information that can be ex-
tracted by the offline analysis. In reality, not all events that are registered
by the data acquisition system fulfill the quality requirements for the of-
fline analysis. The trigger is a system which decides whether to collect
data from a given collision event according to some specific criteria. The
role of the trigger is to reduce the amount of data to be handled by the
DAQ system by applying online filters which reject non interesting events
before they are stored in the system. This is needed not only for a more
efficient data recording but also to fit the available storage bandwidth,
defined as the amount of data that can be transmitted in a given amount
of time.

The Central Trigger Processor (CTP) receives the trigger input from the
triggering detectors and sends the trigger signal (accept or reject) to the
readout system of the detectors via the Local Trigger Unit (LTU), which is
the interface between the CTP and the readout system.
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The ALICE trigger system is a three-level system: the CTP can receive
up to three consecutive trigger inputs (called L0, L1 and L2) and to each
of them it can respond by sending trigger signals to the readout system.
The first decision is made at 1.2 µs after the event (L0), L1 decision comes
after 6.5 µs and L2 trigger is issued after 88 µs.

4.1.2 The High Level Trigger

The data flow that passes the L2 trigger can easily reach up to 25 GB/s.
This can be further reduced by the High Level Trigger (HLT) [170] to about
1.25 GB/s. The HLT receives a copy of the data that are sent to the DAQ
by the CTP (after passing the L2 trigger) and does a full online event
reconstruction using a large farm of computers made up of 1000 multi-
processor nodes. The data are sent to several processing layers and ana-
lyzed online using automatic algorithms for specific pattern recognition
(track finding, jet reconstruction, etc.). The results are eventually for-
warded to the final stage for the trigger decision. The size of selected
events is reduced by using advanced data compression techniques, based
on Huffman encoding [171], without losing the physics information con-
tained in the event.

4.2 Offline Event Selection

The role of the offline event selection is to select the hadronic compo-
nent of nucleus-nucleus interactions, excluding diffraction, by rejecting
the machine-induced and physical background. The main components of
the machine-induced background are represented by beam-gas inelastic
interactions, where ions in the beam collide with residual molecules of
gas inside the beam pipe, and interactions between the beam halo1 with
mechanical structures in the machine. This background component rep-
resents almost 25% of all selected events. The physical background is
essentially represented by electromagnetic processes, where the electro-
magnetic field of one nucleus interacts with charged particles inside the
other nucleus.

1Peripheral low-density region of the bunch of particles in the beam.
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4.2.1 Machine Induced Background (MIB)

Beam-gas collisions can be rejected using the timing information from the
V0 detectors [160]. These are two arrays of scintillators placed at different
distances on either side of the interaction point along the beam axis (see
Section 3.3.4). The bunch spacing (25 ns) is tuned such that two ion
bunches cross at the geometric center of the ALICE experiment. During
the crossing of two bunches, the following bunches are approaching the
collision point from either side of the beam. Inelastic collisions can occur
between these bunches and residual molecules of gas inside the beam
pipe away from the nominal position of the interaction point. Such a
collision produces a signal on the same side of V0, that is too early in time
with respect to the signal coming from a beam-beam collision happening
at z = 0. The timing information from V0 is used to set its time gate to
trigger on beam-beam collisions.

Another source of machine-induced background are parasitic collisions
involving debunched ions. The frequency of the radio-frequency (RF)
accelerating cavities has to be an integer multiple of the revolution fre-
quency for the particle to always see an accelerating electric field:

νRF = N · νrev (4.1)

The number N defines the number of RF buckets which can contain
clumps of particles. Not all RF buckets are filled with ions: usually sev-
eral buckets are not loaded with particles to form a gap in the circumfer-
ence. The purpose of this gap is that in the dump process it takes a short
but significant time to switch on the magnets which divert the beam from
the LHC into the beam dump. During the circulation of the beams inside
the LHC, ions can jump from a full bucket to a supposedly empty bucket.
In the bunch crossing region collisions can happen between ions in the
full bucket and ions in an empty bucket, that is displaced by one or more
RF cycles. These collisions are displaced along the z-axis and only part of
the event would be visible to the detector. These parasitic collisions can
be rejected exploiting the correlation between the sum and the difference
between the times measured in the neutron ZDCs (see Section 3.3.4).

These satellite collisions can also be rejected applying a cut on the
reconstructed vertex z-coordinate since they happen outside the fiducial
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region |zvtx| < 10 cm. This cut is normally used in most of the analyses
in order to guarantee uniformity in the detector response and avoid edge
effects.

4.2.2 Physical Background

The cross section for electromagnetic (EM) processes at the LHC is very
large (of the order of kbarn [155]), since it scales as the atomic number
squared (Z2). EM processes consist of photon-photon interactions, rel-
evant only in ultra-peripheral collisions (see below Section 4.8 for the
definition of collision centrality) and photon-nucleus interactions, which
produce low multiplicity events of soft particles. This second class of
processes is also relevant only in peripheral collisions.

4.3 Pile up

In high-luminosity colliders, such as at the LHC, there is a non-negligible
probability that one single bunch crossing may produce several separate
events, so-called pile-up events.
The first selection criterion applied to remove the pile-up is on the num-
ber of primary vertices reconstructed with SPD with more than n con-
tributors, where n is a parameter of the selection [155]. From previous
analyses, looking at the multiplicity dependence of the false positive pile-
up tagging, the n parameter was set to 5 for events with more than 50
tracklets, to 3 for events with less than 20 tracklets and it was set to 4 for
the remaining events. This method removes only the pile-up of collisions
occurring either during the same bunch crossing or out of bunch pile-up
within the SPD readout time (300 ns). The pile-up tagging method based
on the SPD vertex finding is not able to resolve collisions spaced along
the beam axis coordinate by less than 8 mm. In this case the pile-up is
not detected and the two collisions are merged. Other selections that help
reducing the effect of the pile-up background are based on the correlation
of different centrality estimators. For instance, the outliers in the corre-
lation between the centrality estimator V0M, based on the V0 detector
(whose readout window is 25 ns), and CL0, based on the SPD clusters,
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are interpreted as events with residual pile-up. Some outliers can be
spotted also in the correlation between the V0M centrality estimator and
the SPD tracklets. In order to suppress such outliers, a 5σ selection has
been applied on the aforementioned correlations. Another visible effect
due to the very high multiplicity events, for instance those containing
two piled up central collisions, is in the distribution of the z-coordinate
of the primary vertices. In such conditions the vertex finding algorithm
using the reconstructed tracks fails to find the correct primary vertex. As
a consequence, the distribution of the primary vertex position along the
z-axis shows some spikes before the event selection and a large difference
is seen between the reconstructed vertex position obtained with the SPD
based method and the track based vertex finding algorithm ∆Vz. These
discrepancies are filtered at the level of the event selection, picking only
events where ∆Vz is less than 20σtrack and 10σSPD, where σtrack and σSPD
are the resolutions of the primary vertex computed with the track based
and the SPD only vertex finding algorithms respectively.

In 2016 p–Pb collisions at
√

sNN = 8.16 TeV, analysed in this work, the
interaction rate of the data taking was of the order of 100 kHz. There-
fore, the fraction of pile-up events amounts to 2% of the total number of
triggered events.

4.4 Data reconstruction

The data collected by the experiment contain all the necessary informa-
tion for the reconstruction of the collision events in the format of digits
(ADC counts) structured in ROOT trees [172]. Such a data format, called
raw data, cannot be directly used in the analysis and needs to be processed
in a first reconstruction pass. As a preliminary step, a local reconstruction
takes place in each subdetector independently, i.e. without exchanging
information with other subdetectors. During this stage, called clusteriza-
tion, the digits are converted into clusters, which are sets of adjacent digits
coming from the same active element of a detector presumably produced
by the same particle. Clusters are then used for the track and vertex re-
constructions. The output of the reconstruction framework is the Event
Summary Data (ESD) which contains all information for the physics anal-
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ysis. This is also structured in ROOT trees. ESDs contain all reconstructed
tracks including their kinematic variables, secondary vertices, calibrated
particle identification signals and global event properties. ESDs usually
contain a lot more information than really needed, and running on these
files makes the analysis more time consuming and more demanding in
terms of computing resources. To make the data analysis faster and more
efficient the information contained in the ESDs is filtered, retaining only
the necessary variables and rejecting the redundant information. The
files resulting from refiltering of the ESDs are called Analysis Object Data
(AOD) and are approximately five times smaller in size than the original
ESDs. Most of the analyses, including the work for this thesis, use AODs
as input files, which is the recommended data format for any official anal-
ysis within the ALICE Collaboration. The detector responses, and partic-
ularly the signals used for particle identification, usually need to be recal-
ibrated after the first reconstruction pass. This is due to non-uniformity
of the experimental apparatus, space charge effects in the TPC, distor-
tions, etc. Parametrized corrections of detector response are obtained,
run by run, by a careful and detailed offline analysis. The reconstruction
of raw data is repeated by implementing these corrections to get a new
version of ESDs (and AODs by refiltering), which will contain correctly
recalibrated detector responses. This second reconstruction of raw data
is called reconstruction pass 2. Sometimes additional recalibration or cor-
rection of detector responses are needed after the reconstruction pass 2,
which lead to pass 3, pass 4, etc.
The results of this thesis are based on reconstruction pass 2 of the p–Pb
datasets of periods LHC16r and LHC16s.

4.5 Analysis framework

The software used for data reconstruction, simulation and off-line anal-
ysis is an Object-Oriented ROOT-based framework, written in the C++
programming language. The software is divided into two main substruc-
tures:

• AliROOT: This is the core of the software which contains the ROOT
fundamental libraries and the ALICE specific libraries and tools
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used for data reconstruction, simulation and analysis [173].

• AliPhysics: This is the analysis-oriented part of the framework,
which contains specific user analysis tasks and more complex and
structured packages used by the analysis groups.

ALICE data and the output of simulations are published and made avail-
able for the analyzers by ALIEN (ALICE ENvironment) via the GRID in-
frastructure. This is a network of thousands of computers and computer
clusters, connected via the internet, holding a limited amount of data
and used to run the analysis tasks producing small output files, which
are eventually merged together by the virtual analysis manager. This in-
frastructure has been created in order to efficiently handle huge amounts
of data which would be impossible to store and analyze using one sin-
gle computer. The data analysis proceeds in parallel on the computers
connected to the GRID. These are placed at different locations in research
institutes and universities, making the process much faster and less de-
manding in terms of computer resources and memory consumption since
each computer handles only a fraction of the total amount of data.

4.6 Monte Carlo Simulations

In high energy physics experiments, Monte-Carlo (MC) simulations are
extremely useful in order to predict the behaviour of the systems which
cannot be calculated analytically. To each experimental data set corre-
sponds a MC-simulated data set, which allows to correct the data taking
into account as many variables as possible.
Simulations are produced using event generators, which generate parti-
cles by simulating elementary processes or by using phenomenological
hadronization models according to parametrized input distributions and
particle ratios. Event generators simulate also particle decays based on
real measurements of their branching ratios. The event generator widely
used to simulate nucleus-nucleus collisions is HIJING (Heavy Ion Jet IN-
teraction Generator) [174]. This combines a QCD-based model of jet pro-
duction with the Lund string fragmentation model. A nucleus-nucleus
collision is regarded as a superposition of multiple nucleon-nucleon col-
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lisions, with no collective effects, in which parton shadowing effects are
also taken into account. Stable particles or long-lived decay products of
the generated particles are "transported" through the detector, simulat-
ing all processes which characterize the interaction between particles and
the detector material, including ionization, excitation, bremsstrahlung or
other physical processes such as photon conversion in the material or ab-
sorption. The propagation of particles through the detector, in the ALICE
magnetic field, is simulated by GEANT3 or GEANT4 [175], depending on
the MC production. The energy deposited by the simulated particles in
the active elements of the detector is converted into digits, which are ADC
counts, produced considering the real energy thresholds measured in the
calibration and testing phase of the detectors during their construction
and assembling. The signals produced by simulated particles traversing
the experimental apparatus are treated on the same footing as real raw
data, which are then reconstructed by the offline framework. Dead or
noisy channels and blind areas of the detectors are also taken into ac-
count during the reconstruction phase, in order to reproduce the detector
status in the simulation on a run-by-run basis. The output of the simu-
lation contains reconstructed tracks and their measured properties, such
as momentum and PID signals, together with the information on the real
kinematics of the particles that have produced them.
In the MC production used for the analysis of this thesis, (anti)nuclei gen-
erated by HIJING are injected on top of the underlying event. For particle
propagation and simulation of the detector response, the GEANT4 pack-
age is used.

4.7 Track reconstruction

The track finding in a very high track density environment is one of the
most challenging tasks of the ALICE experiment [176]. Tracking in the
ALICE central barrel is based on an inward-outward-inward propagation
scheme which starts with the preliminary determination of the collision
vertex using the ITS (see Sect. 3.3.1). Tracks are first reconstructed in the
outer regions of the TPC, which is the main tracking detector, and are
propagated inward to the ITS. Then tracks are propagated back from the
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ITS to the outer layers of the TPC and extended further to match the outer
detectors. Eventually, tracks are refitted inward down to the point of
closest approach to the interaction vertex. Once tracks are reconstructed,
the position of the primary vertex is determined with higher precision
using fully reconstructed tracks. The determination of secondary tracks
(originating from displaced vertices) and cascades concludes the tracking
procedure in the central barrel. The steps of track reconstruction are
described in further details in this Section.

4.7.1 Preliminary Vertex Determination

The primary vertex is the point where the collision occurs and from which
the particles produced in the collision emerge. A preliminary determi-
nation of the primary vertex position can be done, already with quite
high precision, using the SPD tracklets. These are defined as straight
lines connecting pairs of clusters in the SPD layers, one cluster in each
layer. The primary vertex is the space point where the maximum num-
ber of tracklets converge. This measurement is based on the straight line
approximation of the particles trajectories. It is justified by the proxim-
ity of the two innermost layers of the ITS which makes the deviation
between a curved and a straight trajectory negligible also for low mo-
mentum particles. Particles produced in the collision, together with their
decay products due to strong and electromagnetic interactions, are re-
ferred to as "primary particles", while those produced by weak decays
of primary particles or created in the interaction between particles and
the detector material are called "secondary particles". These definitions
strictly depend on the tracking capabilities of the ALICE detector, includ-
ing the resolution in the measurement of the primary vertex. The vertex
resolutions are reported in Chapt. 3.

4.7.2 TPC seed finding

Track reconstruction begins in the outer regions of the TPC where the
track density is the lowest. The first step in the tracking procedure and
the most time-consuming is the seed finding. Track seeds are sets of a few
neighbor clusters, located in the outer layers of the TPC, roughly compat-
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ible with a track, i.e. lying on a helix pointing roughly to the primary
vertex. One of the most common algorithms used for seed finding is the
combinatorial seeding [177]. This method searches for all pairs of clusters
in the outer regions of the TPC, separated by few pad rows (usually no
more than 20), compatible with a helix which can be projected down to
the primary vertex. The main steps of the algorithm are the following:

• Loop over all clusters in the ith pad row of the TPC.

• Loop over all clusters in the jth pad row, with a number of rows
n ≤ 20 closer to the inner wall of the TPC, within a given win-
dow defined by the curvature of a track with minimum momen-
tum above a certain threshold pointing down to the main vertex.
Track parameters and their corresponding covariance matrix terms
are calculated using the errors on the points and the uncertainty on
the position of the primary vertex. This is the only step where a
vertex constraint (not too strong) is applied. In the following track-
ing procedure, tracks are allowed to have any impact parameter at
the primary vertex, both along the z direction and in the transverse
plane.

• Using the calculated helix parameters and their covariance matrix
the Kalman filter is applied starting from the outer cluster in the
TPC to the inner one to find the clusters to be associated with the
track. The Kalman filter is a simultaneous track recognition and
reconstruction algorithm, which offers a natural way to take into
account multiple scattering, the magnetic field non-homogeneities
and energy loss. It allows the reconstruction of complicated decay
topologies (such as cascades) and it provides an efficient way to
match tracks between different detectors.

• If at least 50% of the potential clusters are correctly associated with
a track candidate, the track is saved as seed.

The procedure is schematically sketched in Figure 4.1.
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Figure 4.1: Schematic view of the combinatorial seeding algorithm.

4.7.3 Track Reconstruction in the TPC

Track seeds are propagated inward following the helical trajectory de-
fined by the initial track parameters. Whenever a cluster, which satisfies
a proximity cut, is associated with the existing track, the track parame-
ters and their corresponding covariance matrix terms are updated. The
cluster association criterion takes into account the energy loss and the
Coulomb multiple scattering suffered by the particle for every track seg-
ment. These effects produce small variations in the track curvature. The
particle mass, needed to calculate these corrections, is assigned based on
the specific energy loss measured by the TPC and the track momentum.
In case the information is not conclusive (especially at high momentum)
the pion mass is assigned. Once the tracking in the TPC is complete, the
algorithm does a preselection of the tracks checking some quality criteria.
Tracks with less than 20 clusters and those missing more than 50% of the
clusters expected for that track are rejected. If two tracks share a signif-
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icant amount of clusters in the TPC (between 25% and 50%, depending
on their momentum) the worse track, in terms of some quality parame-
ters, is discarded. Tracks fulfilling these criteria are propagated further
down for matching with the ITS. Track extrapolation to the ITS is a deli-
cate task because the distance between the inner wall of the TPC and the
outer layer of the ITS is rather large (∼ 0.5 m) and the track density in
the ITS is usually so high that there are always several clusters within the
prolongation window defined by the multiple scattering. This is also the
case between two ITS layers. This leads to a non-negligible probability of
wrong cluster-track matching if just the criterion of minimal χ2 is applied.
For this reason, several prolongation hypotheses are built starting from
clusters lying on the outermost layer of the ITS which give a χ2 below a
given threshold, and not just the one with minimal χ2. Tracking in the
ITS is performed in two passes, with and without the vertex constraint.
Each track candidate is propagated down and, at each ITS layer, several
further prolongation hypotheses are built considering all clusters within
the window defined by multiple scattering. In summary, for each track
entering the ITS from the TPC there is a tree of possible extensions, and
the most probable candidate is eventually selected based on the quality
of the whole track. When the ITS tracking is completed, all tracks are
extrapolated to their point of closest approach to the primary vertex, and
the back-propagation starts. Tracks are refitted by the Kalman filter in
the outward direction using the points already associated at the previous
stage. During the outward propagation, the track length integral and the
time-of-flight for 5 particle hypotheses (electrons, muons, pions, kaons
and protons) are updated at each step. When the back propagation in the
TPC is complete, the track is extended outward to match a tracklet in the
TRD and a cluster in the TOF. At this stage, the track length integration
and the computation of the time-of-flight stops. The track is then propa-
gated further out to match (possible) clusters in the EMCAL, HMPID and
PHOS. The detectors located at radii larger than the TPC are not used to
update the track parameters but only for particle identification purposes.
The final stage of track reconstruction is the inward propagation and re-
fit of the data points already found, starting from the outer layers of the
TPC to the point of closest approach to the primary vertex. At this stage
the track parameters, their covariance matrix terms and the curvature are

117



determined.

4.7.4 Final Vertex Determination

Global tracks, reconstructed in ITS and TPC, are used to find the position
of the interaction vertex with higher precision compared to the procedure
based on the SPD tracklets. Tracks are extrapolated to the point of closest
approach to the nominal position of the beam line and the far outliers
are removed. The distributions of the coordinates of the points of closest
approach are then fitted using proper weights for the tracks to further
reduce the contribution from tracks with large DCA. In low multiplicity
events, to improve the precision in the determination of the transverse
vertex position, the nominal beam position is also added as an indepen-
dent fit parameter with errors corresponding to the transverse spread of
the beam.

4.7.5 Tracking Performances

The tracking efficiency as a function of transverse momentum is defined
as the ratio between the reconstructed tracks and the generated primary
particles in the simulation. The track reconstruction efficiency at low mo-
menta is limited by absorption in the material (the energy loss in the de-
tector material causes the particles to spiral down because of their small
curvature radius in the magnetic field), track bending in the magnetic
field and particle decays. It rises from about 45% at 0.15 GeV/c to about
75% around pT = 1 GeV/c [172]. These low momentum particles do not
leave enough clusters in the TPC for the reconstruction. At higher mo-
menta, the efficiency saturates at about 90% which is determined by the
cluster loss in the dead zones between active sectors in the TPC. The
tracking efficiency is almost independent on the occupancy, showing no
substantial difference between different colliding systems and centrali-
ties. Indeed, Fig. 4.2 shows that the TPC tracking efficiency as a function
of pT has the same shape both for Pb–Pb collisions and for pp ones; thus
the same behaviour can be taken into account for p–Pb collisions.
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Figure 4.2: Tracking efficiency as a function of pT for pp and Pb–Pb colli-
sions (simulation). The tracking efficiency does not depend on the detec-
tor occupancy.

4.7.6 Secondary Tracks

The search for secondary tracks, i.e. those originating from particle weak
decays or photon conversion in the material, is done among those tracks
with a distance of closest approach to the primary vertex exceeding a
given limit. Pairs of unlike-sign secondary tracks are then combined to
search for V0 topologies. The position of the secondary vertex is de-
termined by the point of closest approach (PCA) of the two unlike-sign
tracks. The criteria used by the V0 finder algorithm to select the V0 can-
didates are:

• The distance of closest approach (DCA) between two tracks is re-
quested to be less than 1.5 cm;

• The PCA is requested to be closer to the interaction vertex than the
innermost hit in the ITS of both tracks;

119



• The cosine of the pointing angle, defined as the angle between the
total V0 momentum and the vector connecting the primary to the
secondary vertex, is requested to be larger than 0.9 (this cut is re-
laxed for V0 candidates with pT below 1.5 GeV/c).

Two main algorithms for V0 finding are used by the ALICE reconstruc-
tion framework: the "offline" and the "on-the-fly" V0 finders. In the offline
algorithm, secondary tracks are searched among global ITS-TPC tracks,
propagated down to the primary vertex, and the track momentum is esti-
mated at the PCA to the vertex. The energy loss corrections are therefore
overestimated for these tracks since they are applied also for layers of the
detector which were actually never crossed. Moreover, the track momen-
tum is not estimated at the secondary vertex, which is the true production
point. This causes a small bias in the measurement of the particle direc-
tion (Fig. 4.3). The on-the-fly algorithm works as part of the ITS tracker,
having access to the track parameters at each tracking step in the ITS. In
this algorithm, the pairing between unlike-sign particles to search for V0
topologies is done on-the-fly during the inward propagation. For each
of these pairs, the track momenta are estimated at the point of closest
approach between the two tracks, which is the closest point to the true
secondary vertex.

4.8 Collision centrality

As already discussed in Sect. 1.5.2, it is natural to consider a heavy ion
collision as the sum of the interactions between the constituent nucleons
of the two colliding nuclei in a HIC. The relevant parameters in such a
description are the number of nucleons participating in the interaction
between the nuclei Npart and the number of binary collisions between
two nucleons Ncoll. These two parameters are correlated with the impact
parameter of the collision b, defined as the distance between the directions
of motion of the two approaching nuclei.

Two observables directly related to the centrality are the average charged-
particle multiplicity and the energy deposited in the forward calorimeters
by the spectators, called zero degree energy (EZDC). While the charged-
particle multiplicity decreases monotonously with increasing impact pa-
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Figure 4.3: Sketch of the working principle of the offline V0 finder. If
momentum is estimated at the point of closest approach to the primary
vertex its direction is different from the one estimated at the true produc-
tion point (in the 4th ITS layer in this picture).

rameter, the zero degree energy does not always show a monotonous
behaviour with the impact parameter: nuclear fragments with the same
magnetic rigidity as the beam particles could be formed in the collision.
These particles move inside the beam pipe curved by the magnetic field
together with the beam particles and therefore are not detected by the
forward calorimeters. The monotonic relationship between b and EZDC
holds only for the most central collisions. For this reason, the zero de-
gree energy is used as a reliable centrality estimator only when combined
with another observable that is monotonically correlated with the impact
parameter.

Based on this, the centrality is commonly expressed in centrality classes
by fitting the distribution of the charged-particle multiplicity with a theo-
retical description obtained from a Glauber Monte Carlo simulation con-
voluted with a particle-production model which is based on a negative
binomial distribution (NBD) [178]. The production model uses a two-
component approach. One component for particles produced in hard
initial scattering processes, which scale with Ncoll. The rest of the parti-
cles are assumed to be produced in soft interactions and, thus, the num-
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ber is proportional to Npart. The NBD-based model was chosen because
it succeeds in describing the charged-particle multiplicity measured in
high-energy proton-proton collisions over a wide range of rapidity [179].
This allows to define centrality classes as percentiles of the total integral
of the charged-particle multiplicity distribution in Monte Carlo and data.
Hereby, the most central collisions are identified with values close to 0%
while the most peripheral ones belong to the percentile range close to
100%. This is indicated in Figure 4.4 where the amplitude measured in
the ALICE V0 detector is used as a proxy for the charged-particle mul-
tiplicity. A more detailed discussion of the determination of the event
centrality can be found in [180].

Figure 4.4: Distribution of amplitudes measured by the V0 scintillators
fitted by NBD-Glauber. The centrality classes are indicated in the figure.
The inset shows a zoom of the most peripheral region.

For the analysis subject of this thesis work, several centrality classes
have been investigated for the measurement of (anti)deuterons, while the
(anti)3He analysis was performed in the multiplicity-integrated class, due
to the limited amount of available data, as it will be further discussed in
Chapt. 5.
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Chapter 5
Analysis procedure

5.1 Event and track selection

The p–Pb data sample used for the analysis presented in this thesis con-
sists in about 40 million events collected during the LHC running cam-
paign at

√
sNN = 8.16 TeV in 2016.

Two configurations of colliding beams were exploited, one correspond-
ing to the proton beam travelling in the direction from V0A to V0C while
208Pb ions circulated in the opposite direction (denoted by p–Pb), the
other corresponding to a reversed direction of both beams (denoted by
Pb–p).
To obtain a symmetric acceptance, all the events characterised by a pri-
mary vertex outside a fiducial region of ± 10 cm along the beam direction
from the nominal collision point are rejected ( |Vz| < 10 cm). Collisions
with multiple primary vertices are tagged as pile-up events and rejected
as well.
For the study of d and d, the sample is divided into four multiplicity
classes, defined as percentiles of the V0A signal: 0-10%, 10-20%, 20-40%
and finally 40-100%. For the 3He analysis, instead, the integrated multi-
plicity class is used, due to the limited available data.
In order to select primary tracks of suitable quality, several track selection
criteria are applied. (Anti)d and (anti)3He candidates are selected in the
pseudorapidity range |η| < 0.8. Tracks are required to have a minimum
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number of clusters in the TPC, NTPC
cls , of at least 70 out of a maximum of

159, and in the ITS, NITS
cls , of at least 2 with one cluster located in any of the

two innermost ITS layers. The number of TPC clusters used in the dE/dx
calculation, NTPC

cls (dE/dx) is required to be larger than 50. Good quality
of the track fit is also required, expressed by χ2/NTPC

cls < 4 and a ratio
of the number of TPC clusters attached to the track over the number of
findable TPC clusters (accounting for track length, location, and momen-
tum) larger than 80%. The contribution from secondary tracks is reduced
by requiring an upper limit on the Distance of Closest Approach (DCA)
to the primary vertex in the transverse plane (DCAxy < 0.1 cm) and in
the longitudinal direction (DCAz < 0.1 cm). In this analysis, the produc-
tion of primary (anti)deuterons and (anti)3He nuclei are measured in the
rapidity window −1 < ycms < 0 in the centre-of-mass system (cms). For
asymmetric systems, such as p–Pb collisions, the cms and the lab system
do not coincide. Indeed, since the energy per nucleon of the proton beam
is higher than that of the Pb beam, the nucleon-nucleon system moves in
the laboratory frame with a rapidity of –0.465. Therefore, a rapidity shift
∆y=0.465 of cms with respect to the lab system is expected, so that the
rapidity of each track in the lab system needs to be transformed into the
cms system by the following relation:

ycms = ylab − 0.465 (5.1)

For this analysis only tracks within −1 < ycms < 0 were selected.
The selection criteria are summarized in Table 5.1.

5.2 Raw spectra construction

5.2.1 Particle identification

(Anti)3He nuclei are well identified using the specific energy loss inside
the active volume of the TPC, over the entire momentum range 1.5 GeV/c
< pT < 6.0 GeV/c. In order to perform the identification, the expected
average dE/dx for (anti)nuclei, ⟨dE/dx⟩, is given by the Bethe-Bloch for-
mula and the standard deviation of the distribution of dE/dx − ⟨dE/dx⟩,
denoted σdE/dx, is the TPC dE/dx resolution measured for (anti)nuclei.
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Variable Selection cut

|η| < 0.8
ycms (-1, 0)
nITSclusters >1
nTPCclusters >70
nTPCdE/dxClusters > 50
nTPCCrossedRows > 70
nTPCCrossedRows/nTPCFindableCls > 0.8
χ2/NTPC

cls < 4
|DCAxy| < 0.1
|DCAz| < 0.1
|nσTPC| < 3.0

Table 5.1: Track selection criteria applied for the present analysis.

In the following, this procedure will be addressed as nσTPC signal extrac-
tion, defined as follows:

nσTPC =
dE
dx− < dE

dx >nucleus

σdE
dx

(5.2)

For the (anti)3He identification, the dE/dx measured in the TPC is re-
quired to be within 3σ

3He
dE/dxfrom the expected average for 3He.

For the (anti)deuteron identification, two methods are used depending on
the transverse momentum region, as discussed in Section 3.5. In the low
pT region the identification is performed using only the specific energy
loss in the TPC, as for (anti)3He, whereas for higher values of momen-
tum, the combined information of TPC and TOF is used. For transverse
momenta up to 1.2 GeV/c the specific energy loss in the TPC gives a clean
sample of (anti)deuterons by requiring a maximum deviation of 3σd

dE/dx
with respect to the expected signal of (anti)d. In order to reduce the
number of tracks with a wrongly assigned TOF cluster, in the kinematic
region of pT > 1.2 GeV/c only the candidates with a dE/dx measured in
the TPC compatible within 3σd

dE/dx with the expected value of (anti)d are
selected. Hence, the (anti)d signal is extracted by integrating the signal
function in an asymmetric range centered at µ0 (mean of the Gaussian
signal), which is slightly different from zero because of small miscalibra-
tion effects of the TOF detector: [−3σTOF + µ0,+3.5σTOF + µ0], being σTOF
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the resolution of the time-of-flight measurement. A similar shift in the
peak position of the TOF signal was also observed in [57]. In this case,
such procedure will be addressed as nσTOF signal extraction, defined as
follows:

nσTOF =
(∆t − ∆td)

σTOF
(5.3)

being ∆t is the measured time-of-flight, ∆td its expected value for deuterons
and σTOF the TOF resolution.

5.2.2 Recentering procedure

Because of a miscalibration of the TPC detector, the nσ signal of both
(anti)d and (anti)3He is not peaked around zero as expected, instead it
is shifted to negative values at low transverse momenta, as usually ob-
served in similar analyses. The limited number of 3He candidate tracks
makes the task of recentering the signal using only primary nuclei not
trivial. We assume that the miscalibration of the detector affects both 3He
and 3He nuclei, regardless of the fact they are produced in the primary
vertex or not. Therefore, in order to recenter the nσTPC, we released the
DCA selection criteria (|DCAxy| < 1 cm and |DCAz| < 1 cm), allowing
secondary nuclei to affect the data and extracted the nσ distributions as
a function of momentum p, summing the counts of nuclei and antinuclei
(see Fig. 5.1). For the recentering procedure the momentum intervals for
(anti)3He have been slightly changed, according to the amount of avail-
able tracks.
Similarly to (anti)3He, also (anti)d nσTPC distributions are not well cen-
tered around zero and therefore a recentering procedure is applied. The
assumption that the miscalibration of the detector affects both nuclei and
antinuclei remains valid and therefore the two distributions of d and d
are summed (see Fig. 5.2). Moreover, an additional cut on |nσTOF| < 3 is
applied, in order to obtain a clean sample of (anti)deuterons.
In each momentum interval, the nσTPC distributions are fitted with a
Gaussian function and the centroids of the fit functions are reported as a
function of the weighted average value of momentum inside each bin, as
shown in Fig. 5.3 for both particle species. These points are fitted with
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Figure 5.1: Distributions of nσTPC of 3He + 3He nuclei as a function of
momentum, in 4 momentum ranges, after releasing the DCA selection
criteria for the purpose of the recentering procedure. The nσ distributions
are fitted with a Gaussian function.

the function reported below, where a, b and c are fit parameters:

⟨nσTPC⟩ = a + b(1 − exp(−c · p)) (5.4)

The resulting fit parameters of d and 3He are reported in Table 5.2. Using
the results of the fit, the nσTPC signal is recentered, as shown in Fig. 5.4,
where the centroids of the nσTPC distributions of d + d are shown as a
function of the transverse momentum.
The signal extraction after the recentering procedure is discussed and
illustrated in the next Section.
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Figure 5.2: Distributions of nσTPC of d+d nuclei as a function of momen-
tum, in 8 momentum ranges. The nσTPC distributions are fitted with a
Gaussian function.
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Figure 5.3: Distributions of the centroids of the Gaussian fit of 3He + 3He
(left) and d+d (right) nσTPC, as a function of the mean value of track
momentum inside each bin. The solid line represents the fit by equation
5.4.

particle species a b c
3He + 3He –11.09 ± 7.28 11.68 ± 6.82 1.22 ± 0.61

d+d –1.37 ± 0.16 1.49 ± 0.11 1.27 ± 0.25

Table 5.2: Results of the fit with the recentering function, both for
deuterons and 3He.

5.2.3 Signal extraction

The distribution of (dE/dx − ⟨dE/dx⟩3He)/ σ
3He
dE/dxin the transverse re-

gion 1.5 GeV/c < pT < 2.0 GeV/c is shown in the left panel of Fig. 5.5.
On the left side of the 3He signal a contamination due to other particle
species is visible. As one can see by looking at the specific energy loss
in the TPC detector (see Fig. 3.11), the curve of 3He is affected by the
contamination of triton nuclei at low pT. The contamination from 3H is
estimated by means of a fit using a Gaussian function. Hence, it is sub-
tracted from the 3He signal. Moreover, in order to address any systematic
uncertainty in the estimate of such contamination, also the exponential
function is used to fit the triton contamination, as it will be discussed in
Sect. 5.4.
For the (anti)deuteron signal extraction, as described above, two methods
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Figure 5.4: Centroids of the Gaussian fit of d+d nσTPC spectra as a func-
tion of the transverse momentum, after the recentering procedure.

are used depending on the pT region. For low transverse momenta, only
the specific energy loss in the TPC is used. As an example, in the right
panel of Fig. 5.5 the signal extraction of (anti)d in the transverse momen-
tum region (0.8, 1.0) GeV/c is shown. In the kinematic region pT > 1.2
GeV/c, the (anti)d signal is extracted using the measured time of flight,
and specifically looking at the nσTOF distribution. The signal extracted
using TOF is fitted with a Gaussian function with an exponential tail. A
significant background, originating from mismatched tracks, is present
for pT ≥ 1.6 GeV/c and modelled with two exponential functions. The
functional form of the signal function is given below:

fsignal(nσTOF) =

{︄ A exp
(︃
−1

2

(︃
nσTOF − µ

σ

)︃2)︃
nσTOF < µ + τσ

B exp
(︃
−
(︃

nσTOF − µ

σ
+

τ

2

)︃
τ

)︃
nσTOF ≥ µ + τσ

(5.5)
where A and B are normalization factors, µ and σ are respectively the
centroid and the width of the Gaussian and τ is the number of σs from µ

at which the function becomes an exponential.
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The functional form of the background is given by:

fbkg(nσTOF) = fsignal(nσTOF) +C exp(D · nσTOF) + E exp(F · nσTOF) (5.6)

where C, D E and F are the fit parameters of the exponential functions
which represent the background on the left and on the right side of the
signal. In the range where the background is negligible, the raw yield is
extracted by directly counting the candidates. Otherwise, the background
function is subtracted by the signal. The raw yield is obtained counting
the candidates in the asymmetric region [−3σTOF + µ0,+3.5σTOF + µ0],
centered at µ0 (mean of the Gaussian signal), which is slightly different
from zero because of small miscalibration effects of the TOF detector, as
discussed above. Such an asymmetric window of integration allows us to
take into account the exponential tail on the right-hand side of the signal.
In Fig. 5.6, an example of the signal extraction of deuterons (left panel)
and antideuterons (right panel), in the kinematic region 2.4 GeV/c < pT <
2.8 GeV/c is shown.
Finally, the raw pT spectra are extracted and the resulting distributions
for the integrated multiplicity class for both particle species are shown in
Fig. 5.7.
The same procedure is carried out to extract the signal in all the multiplic-
ity classes as well. As an example, the signal extraction in the kinematic
region (2.8, 3.4) GeV/c in several multiplicity classes are shown in Fig.
5.8 and Fig. 5.9 for d and d, respectively.

5.3 Corrections to raw spectra

5.3.1 Transverse momentum correction

Low-momentum particles lose a considerable amount of energy while
traversing the detector material. The track reconstruction algorithm takes
into account the Coulomb scattering and energy loss, assuming the pion
mass for each particle [58]. Therefore, a track-by-track correction for the
energy loss of heavier particles (i.e. (anti)3He) can be needed. This cor-
rection is obtained from MC simulations, in which the difference of the
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Figure 5.5: (anti)3He (left panel) and (anti)deuteron (right panel) signal
extraction using the TPC specific energy loss.
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Figure 5.6: Deuteron (left panel) and antideuteron (right panel) signal
extraction using the velocity information given by the TOF detector.

reconstructed and the generated transverse momentum is studied on a
track-by-track basis. Figure 5.10 shows the average pT difference as a
function of the reconstructed track momentum (pT,rec) for 3He and 3He.
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Figure 5.7: Raw spectra of (anti)3He (top plot) and (anti)d (bottom plot),
in the integrated multiplicity class.
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Figure 5.8: Deuteron signal extraction using the velocity information
given by the TOF detector in the pT interval (2.8, 3.4) GeV/c in several
multiplicity classes.

The distribution can be fitted using the following empirical function:

f (prec
T ) = A + B · exp(C · (prec

T )3) (5.7)

where the free parameters A, B and C are extracted from the fit. The
results are reported in Table 5.3. It can be seen that the correction is
larger at low momenta. This reflects the typical 1/β2 behaviour of the
energy loss.

5.3.2 Acceptance and efficiency correction

The reconstruction efficiencies of (anti)d and (anti)3He are obtained from
Monte Carlo simulations, in which the propagation of particles through
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Figure 5.9: Antideuteron signal extraction using the velocity information
given by the TOF detector in the pT interval (2.8, 3.4) GeV/c in several
multiplicity classes.

A B C
(1.71 ± 0.09) · 10−3 (-3.80 ± 0.03) · 10−1 (-2.53 ± 0.01) · 10−1

Table 5.3: Fit parameters of the pT difference distribution in Fig. 5.10 by
means of Eq. 5.7.

the detector is simulated using the GEANT4 package. The reconstructed
Acceptance × Efficiency (A × ϵ) is defined as the ratio of reconstructed
over generated primary tracks, in the rapidity and pseudorapidity regions
of interest for our analysis, as given below:

A × ϵ =
Nrec,|y|<0.5,|η|<0.8

Ngen,|y|<0.5
(5.8)
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Figure 5.10: The difference between the reconstructed and the generated
transverse momentum as a function of the reconstructed one, as extracted
from MC simulations. The red line represents the fit by Eq. 5.7.

The same track selection criteria as those used for the data are applied
to the reconstructed tracks in MC. The Acceptance × Efficiency distribu-
tions used to correct the raw (anti)d and (anti)3He spectra are shown in
Fig. 5.11 as a function of transverse momentum, using squares and circles
respectively. The efficiency for antinuclei is reduced compared to that of
nuclei due to annihilation processes with the beam pipe and the detector
material. The efficiency for (anti)d is lower compared to that of (anti)3He
due to the additional requirement of a hit in the TOF detector for (anti)d
tracks with a pT > 1.2 GeV/c. The latter implies the crossing of addi-
tional material between the TPC and the TOF detector, leading to a lower
efficiency for (anti)d. The abrupt change in the (anti)deuteron efficiency
occurring at pT = 1.2 GeV/c is due to the different strategy used for the
signal extraction: at low pT only the TPC information is used, resulting
in an increasing efficiency as a function of transverse momentum, while
for pT > 1.2 GeV/c the TOF information is used for the PID in addition to
the TPC requirement, resulting in a lower efficiency due to the additional
material traversed by nuclei. Despite the efficiency reduction, the use of
the TOF detector in addition to the TPC information for pT > 1.2 GeV/c
is fundamental in order to properly identify (anti)deuterons. Indeed, as
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shown in Fig. 3.11, the PID of deuterons using the TPC is well performed
at low pT only, while for pT > 1.2 GeV/c, the TOF information has to be
used as well.
In the case of (anti)deuterons, the procedure to estimate the A × ϵ is car-
ried out differentially for each multiplicity class as well. In Fig. 5.12 the
efficiencies of d (left panel) and d (right panel) in each multiplicity class
are shown and compared to the efficiency of the integrated multiplicity
class (black markers). As it is clear from the Figure, the efficiencies calcu-
lated in each multiplicity class are consistent with those calculated for the
integrated distributions. Hence, in order to avoid differences due to statis-
tical fluctuations, the efficiencies estimated in the integrated multiplicity
class (as shown in Fig. 5.11) are used to correct each (anti)d multiplicity
class spectrum.
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Figure 5.11: Acceptance × Efficiency as a function of pT for
(anti)deuterons (squares) as well as for (anti)3He (dots), for the integrated
multiplicity class.

5.3.3 Secondary nuclei contamination

The interaction of primary particles and nuclei in the detector material
and in the beam pipe produces nuclear fragments, called spallation prod-
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Figure 5.12: Efficiency x Acceptance based on G4 for each multiplicity
class used to correct the transverse momentum spectra.

ucts. The DCA distributions of primary and secondary nuclei are differ-
ent. The tracks of primary nuclei point to the primary vertex and there-
fore have a narrow distribution peaked at zero, similar to that of antin-
uclei, which can only be primary. Spallation fragments, instead, show a
broader and flatter distribution. Therefore, secondary nuclei produced
by spallation can be discriminated using the DCA of their reconstructed
tracks to the primary vertex [58]. The preselection on the DCAz reduces
the background, without affecting primary nuclei. As an example, in the
left panel of Fig. 5.13, the DCAxy distributions of deuterons (red circles)
and antideuterons (blue circles) are shown: the former is rather flat for
|DCAxy| > 0.2 cm with a peak well centered around zero, whereas the
latter shows only the peak around zero, with a negligible background for
|DCAxy| larger than 0.2 cm. This implies that the secondary contamina-
tion affects only the nuclei and not the antinuclei. Therefore, to remove
the residual contribution of secondary nuclei, a data-driven approach as
in similar previous analyses [64, 169] is used. The distribution of the
DCAxy is fitted with two distributions (called templates in the following)
obtained from Monte Carlo (MC) simulations describing primary and sec-
ondary from material deuterons, respectively, as shown in the right panel
of Fig. 5.13. The fit is performed in the range |DCAxy| < 0.9 cm which
allows the contribution from material to be constrained by the plateau of

138



the distribution at larger distances (|DCAxy| > 0.2 cm). The contamination
of secondary deuterons amounts to about 15% in the lowest pT interval
and decreases exponentially towards higher pT until it becomes negligi-
ble above 1.6 GeV/c. In Fig. 5.14 the primary fraction of deuterons, given
by the difference between the secondary fraction and the unity, is shown.
The limited number of 3He candidate tracks, instead, does not allow a
background subtraction based on templates. Therefore, such contamina-
tion is inherited from a similar analysis in p–Pb at

√
sNN = 5.02 TeV [64],

where the template method was used thanks to the larger amount of 3He
candidates available in such dataset. Such contribution is estimated as a
9% secondary nuclei contribution in the kinematic region 1.0 < pT < 1.5
GeV/c due to spallation processes.
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Figure 5.13: Left. DCAxy distribution of deuterons (red dots) and an-
tideuterons (blue triangles) in the pT interval (0.8, 1.0) GeV/c. Right.
Secondary contamination estimate for deuterons using the MC template
method.

Another contribution to the secondary nuclei contamination is related
to the feed-down from hypertriton decay. The dominant feed-down con-
tribution for (anti)3He is the π− mesonic decay of (anti)hypertritons [181]:

3
ΛH →3 He + π− (5.9)

The contribution of secondary (anti)3He produced by the decay of
(anti)3

ΛH is estimated using MC simulations and then subtracted from
the inclusive pT distribution, as described in Ref. [64]. The fraction of
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Figure 5.14: Primary fraction of deuterons estimated using the MC tem-
plate method.

secondary (anti)3He from (anti)hypertriton decays is given by:

ffeed-down(pT) =
ϵfeed-down(pT)

ϵ3He(pT)
· BR ·

3
ΛH
3He

(5.10)

The (anti)3
ΛH-to-(anti)3He ratio is extrapolated for the integrated multi-

plicity class of p–Pb collisions at 8.16 TeV, using the measured ratio as a
function of dNch/dηlab in Pb–Pb collisions at

√
sNN=2.76 TeV [106], as-

suming a linear trend. Such ratio resulted to be also consistent with the
expectations of the Vanilla Canonical Statistical Model [101]. The BR rep-
resents the Branching Ratio of the mesonic decay of 3

ΛH, which amounts
to about 25%, as reported in [106]. The fraction of hypertritons which
passes the track selection in the 3He (anti)nucleus channel is estimated
with the Monte Carlo simulation, as the ratio between the efficiency of
the reconstruction of (anti)3He from weak decay and the efficiency of the
reconstruction of primary (anti)3He. The former is estimated as a function
of the transverse momentum and shown in Fig. 5.15 using the three pT in-
tervals of the analysis. The latter is the efficiency described in Sect. 5.3.2.
The ratio between the ϵ f eed−down and the efficiency of primary (anti)nuclei
ϵprimary is shown in Fig. 5.16.
Finally, the fraction of secondary nuclei from (anti)3

ΛH weak decay is es-
timated, resulting to be about 4 % with a weak dependence on transverse
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Figure 5.15: Efficiency × Acceptance of (anti)3He from weak decay, esti-
mated using the Monte Carlo simulations, as a function of the transverse
momentum.

Figure 5.16: Ratio between the reconstruction efficiency of nuclei from
weak decay and the reconstruction efficiency of primary nuclei, estimated
as a function of pT.
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Figure 5.17: Fraction of primary nuclei after the subtraction of feed-down
nuclei, estimated using Eq. 5.10, as a function of transverse momentum.

momentum. This amount is subtracted from the overall number of ob-
served (anti)3He, correcting the raw spectra by the fraction reported in
Fig. 5.17.
The relative contribution of secondary (anti)deuterons from the three-
body channel decay of (anti)3

ΛH is estimated with the same method and
is found to be negligible, due to the much larger abundance of pri-
mary deuterons with respect to 3

ΛH. Hence no correction is applied to
account for secondary deuterons due to feed-down from the weak decay
of (anti)hypertriton.

5.3.4 Signal and event loss

An additional correction is related to the trigger efficiency. The selected
events are those in which the colliding ions interact via inelastic collisions
and at least one charged-particle could be measured in the pseudorapid-
ity region |η| < 1 (INEL > 0). In order to account for the INEL > 0 events
that are wrongly rejected (event loss) and for all the (anti)deuterons lost
because produced in the wrongly rejected events (signal loss), MC simu-
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lations are used to correct the raw spectra.
Specifically, in order to obtain the total integrated yield, the raw spec-

tra are corrected as follows:

d2N
dpTdy

=
1

Nev

Nobs

∆y∆pT

ϵevent

ϵsignal
ϵmult (5.11)

being Nobs the raw counts observed corrected by the A × ϵ and the pri-
mary fraction, as discussed above, Nev the number of total selected events
available in the data set (∼ 40 M), ∆y and ∆pT the intervals of rapidity and
transverse momentum respectively to normalize the raw spectra, ϵevent
the event selection efficiency, ϵsignal the signal loss efficiency and finally
ϵmult the efficiency related to the multiplicity dependence of the event ef-
ficiency. In the following the latter efficiencies are further discussed.
In MC both the number of rejected events and the number of (anti)d pro-
duced in those same events are known. The event loss is calculated by
dividing the number of events selected with the minimum-bias trigger by
those found in all INEL > 0 events. In Fig. 5.18, such efficiency (ϵevent) is
shown in very narrow multiplicity bins (black squares) and in the multi-
plicity bins of the analysis (red stars). A linear fit is also executed in order
to evaluate the average event selection efficiency.
The event efficiency in MC is rather flat with multiplicity, whereas the
event distribution in data has a multiplicity dependence, as shown in Fig.
5.19. Therefore, a correction for the multiplicity event efficiency (ϵmult)
is calculated and applied to the raw spectra. For this purpose, the con-
stant fit value of the event efficiency from MC (p0=0.92) is assigned to
the efficiency of the highest multiplicity class 0-10% of data. For other
multiplicity classes, the efficiency ϵmult is calculated by dividing the bin
content in each multiplicity interval by that in the highest multiplicity
interval. The dotted line is the average centrality for the integrated mul-
tiplicity class. The resulting ϵmult are summarized in Table 5.4.
Moreover, the MC productions used for this purpose are heavily injected
with light (anti)nuclei, thus it is not possible to count the number of lost
(anti)deuterons directly. Instead, the primary protons in the pseudorapid-
ity region |η| < 0.8 are used to estimate the signal loss of (anti)deuterons,
assuming a particle-independence of such behaviour. The resulting sig-
nal efficiencies (ϵsignal) as a function of transverse momentum in the four
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Figure 5.18: Event selection efficiency as a function of the multiplicity
percentile.

multiplicity classes of the analysis are summarized in Figure 5.20.

0-10 % 10-20 % 20-40 % 40-100 % 0-100 %

ϵmult 1. 0.995 0.993 0.977 0.983

Table 5.4: Summary of the ϵmult calculated for each multiplicity class.

Finally, the raw pT spectra are corrected by means of the event-to-signal
loss efficiency ratio, depending on the multiplicity class, as it is shown in
Fig. 5.21: it is a 2% correction for the most central collisions and < 1% for
the most peripheral ones.

5.4 Systematic uncertainties

In this Section the effect of systematic uncertainties on the results of this
work is discussed. The evaluated contributions to systematic uncertain-
ties can be divided into the following groups:

• Tracking (reconstruction)
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Figure 5.19: Centrality distribution of events in data. The solid red lines
are the average values of centrality in the analysis bins, whereas the dot-
ted red line is the value for the multiplicity integrated distribution.

• ITS-TPC matching efficiency

• TPC-TOF matching efficiency

• Signal extraction

• 3H contamination

• Secondary from material

• Secondary from feed-down

• Hadronic interaction

• Material Budget

• Signal loss efficiency

Each contribution to the systematic uncertainty is described in more detail
in the following Subsections. In Tables 5.5-5.6 and in Figures 5.22-5.23
the various contributions to the systematic uncertainties of (anti)d and
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(anti)3He, respectively, are summarized. The total systematic uncertainty
is calculated as the sum in quadrature of each contribution.

Tracking (reconstruction)

For the tracking-related systematic uncertainty, each track selection cut
discussed in Sect. 5.1 has been varied using a random uniform distribu-
tion around the nominal value (see Table 5.7). Specifically, the selection on
nTPC Clusters, nTPC Crossed Rows and nTPC dE/dx Clusters have been
applied simultaneously since they are highly correlated. Such procedure
has been repeated 50 times in the case of (anti)3He and 100 times in the
case of (anti)d. The same set of selection criteria used for data is also ap-
plied to reconstructed MC in order to obtain the corresponding efficiency.
After correcting the raw spectra of data obtained with the different selec-

Figure 5.20: Signal loss efficiency calculated using the primary protons in
the pseudorapidity interval |η| < 0.8.
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particle d (d)

pT range 0.6 -0.8 GeV/c 3.4 - 4.2 GeV/c

Source of uncertainty

Tracking 1.6 % (2.3 % ) 1.1 % (2.5 %)
ITS-TPC matching 1.0 % (1.0 % ) 1.0 % (1.0 %)
TPC-TOF matching negl. 4.2 % (5.2 %)

Signal extraction 1.4 % (1.3 % ) 3.3 % (3.0 %)
Secondary material 0.2 % negl.

Hadronic interaction 0.6 % (1.0 %) 1.5 % (6.0 %)
Material Budget 1.0 % (1.0 %) 1.0 % (1.0 %)

Signal loss efficiency 1.0 % (1.0 %) 1.0 % (1.0 %)

Total 3.6 % (3.4 %) 5.9 % (6.8 %)

Table 5.5: Summary of the systematic uncertainties, in the uppermost and
the lowermost investigated pT intervals for (anti)d.

particle 3He (3He)

pT range 1.5 - 2.0 GeV/c 3.0 - 6.0 GeV/c

Source of uncertainty

Tracking 2.8 % (4.5 % ) 2.8 % (4.5 % )
ITS-TPC matching 1.0 % (1.0 % ) 1.0 % (1.0 %)
3H Contamination 2.7 % negl.
Secondary material 9.0 % negl.

Secondary feed-down 3.4 % (3.5 % ) 2.6 % (2.8 % )
Hadronic interaction 1.0 % (3.0 %) 1.0 % (3.0 % )

Material Budget 0.2 % (0.3 % ) 0.2 % (0.3 % )

Total 10.3 % (6.4 %) 3.8 % (6.0 % )

Table 5.6: Summary of the systematic uncertainties, in the uppermost and
the lowermost investigated pT intervals for (anti)3He.
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Figure 5.21: Signal-to-event efficiency ratio calculated in each multiplicity
class. The blue line shows the linear fit performed in each multiplicity
class. The result of the fit is reported as text in the Figure.

tion criteria by the primary fraction and the corresponding efficiency, an
histogram for each pT bin is filled with the corresponding yield. The
systematic uncertainty is estimated using the root mean square (RMS) of
the number of (anti)nuclei candidates evaluated as the integral of the nσ

distribution used to extract the signal, within 3σ, divided by the mean
value of such distribution, as shown in the left panel of Fig. 5.24 for the
case of 3He. Due to the limited amount of available 3He tracks, and also
considering the current knowledge based on other analyses in different
collision systems, such uncertainty is considered pT independent. Such
assumption overestimates the systematic uncertainty but it allows us to
safely take into account the uncertainty in the whole pT range explored
(1.5, 6.0) GeV/c. For deuterons, instead, the calculation is pT–differential
and the resulting systematic uncertainty is shown in the right panel of
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Figure 5.22: Different contributions to the sytematic uncertainty, for
deuterons on the top panel and antideuterons on the bottom panel.

Fig. 5.24. Finally, the same procedure is repeated for each multiplicity
class separately as well and the resulting systematic uncertainty is shown
in Fig. 5.25.
In order to verify that this systematic uncertainty was not affected by sta-
tistical issues, the Barlow test is applied, as discussed in the following
Section.
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Figure 5.23: Different contributions to the systematic uncertainty, for 3He
on the top panel and 3He on the bottom panel.

Barlow Test

In order to verify whether the systematic uncertainties are dominated by
statistical effects or not, the Barlow test is performed [182]. The Barlow
test allows us to understand if the variation is consistent with a statistical
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Selection Default value Range for random variation

nITSclusters 1 (1 - 3)
nTPCclusters 70 (50, 60, 70, 80, 90, 100)

nTPCdE/dxClusters 50 (30, 40, 50, 60, 70, 80)
nTPCCrossedRows 70 (50, 60, 70, 80, 90, 100)

nTPCCrossedRows
nTPCFindableCls

0.8 (0.6 - 1.0)
χ2/NDF 4 (3.0, 3.5, 4.0, 4.5)
|DCAxy| 0.1 (0.08 - 0.15)
|DCAz| 0.1 (0.08 - 0.15)

Table 5.7: Summary of the track selection variations applied for the evalu-
ation of the systematic uncertainties related to the Track selection criteria.
Within the range reported in the Table, each quantity is varied using a
random uniform distribution.

fluctuation, and consequently if that variation should not be considered
as a systematic effect.
For each set of selection criteria the difference between the number of
selected candidates with varied criteria (xVar) and the number of those
extracted applying the default criteria (xDe f ault) is compared to the statis-
tical error of this difference. If this quantity is less than one, it is rejected:

xDe f ault − xVar√︂
σ2

De f ault − σ2
Var

< 1 → rejected (5.12)

Therefore, the small variations are rejected since dominated by statisti-
cal effects, whereas the systematic uncertainty is dominated by variations
greater than the statistical ones. The result of this test for the 100 cut
variations is reported in Fig.5.26 as a function of the number of variations
over the statistical error. For 3He, it is reported as a pT–integrated study,
while for deuteron it is shown for the lowermost and uppermost pT in-
tervals. As it is clear from the figure, the Barlow test is verified for most
of the variations.
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Figure 5.24: Left. Distribution of the number of 3He candidates evaluated
as the integral of the TPC nσ distribution, within 3σ. The systematic
uncertainty due to the track selection contamination is taken from the
RMS/Mean of the shown distributions for 3He. Right. Contribution to the
pT–differential systematic uncertainty due to tracking selection variation
for (anti)d.

ITS-TPC matching efficiency

The contribution to the Tracking systematic uncertainty is also related to
ITS-TPC matching efficiency. Such contribution is taken from the report
of the ALICE Data Preparation Group [183] and it amounts to about 1%
for all the particle species studied in this work.

Signal extraction

For (anti)deuterons, the signal extraction procedure introduces an uncer-
tainty that increases at high pT and is estimated based on the variation
of the nσ-selection in the TPC dE/dx and in the TOF and also on a vari-
ation in the nσ TPC and TOF signal extraction using the fit function or
the bin counting integral. The first contribution to the systematic uncer-
tainty is estimated using the root mean square (RMS) of the distributions
of the corrected yields for each pT bin, divided by the mean value of such
distributions. This contribution is added in quadrature to the systematic
uncertainty estimated as half the difference between the integral of the
fit function which describes the signal and the integral of the histogram
after the subtraction of the background, both within the interval (-3σ, 3σ).
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The resulting uncertainty is shown in Fig. 5.27. The same procedure is re-
peated to calculate the systematic uncertainties in each multiplicity class
as well and the corresponding results are shown in Fig. 5.28.

3H contamination

In the case of 3He, the contribution to the systematic uncertainty on the
estimate of the triton contamination at low pT (1.5 - 2.0 GeV/c) is cal-
culated. This contribution is given by the semidifference between the
integrals after the contamination subtraction using an exponential or a
Gaussian fit function. The fit executed on the triton contamination are
shown in the left panel of Fig. 5.5. The systematic uncertainty is esti-
mated as the full difference between the integrals within a 3σ window
after the subtraction with the two fit functions.

Figure 5.25: Contribution to systematic uncertainty due to tracking cuts
variation for several multiplicity classes.
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Secondary nuclei from material

The contribution to the systematic uncertainty due to the estimate of sec-
ondary nuclei from spallation processes is already partially taken into
account in the tracking-related systematic uncertainties, since the DCAxy
and DCAz windows are randomly varied in the interval (0.08, 0.15) cm.
For deuterons, an additional contribution to this systematic uncertainty
is calculated varying the binning and the fit range used for the template
method. After applying the variations, the primary fraction is recalcu-
lated and shown in Fig. 5.29, along with the comparison to the default
primary fraction used to correct the raw spectra. As it is clear from the fig-
ure, the fit in the fourth pT bin is unstable because of the limited amount

Figure 5.26: Barlow test applied to systematic uncertainties due to the
track selection variation criteria for (anti)3He (top panel) and for the low-
ermost and uppermost pT intervals of (anti)d (bottom panels).
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Figure 5.27: Contribution to systematic uncertainty due to the signal ex-
traction procedure.

of available tracks in the MC secondary template. The systematic uncer-
tainty is calculated as half the difference between the maximum spread
of all primary fractions. In the critical pT bin 1.2-1.4 GeV/c, the sys-
tematic uncertainty is calculated as the difference between the systematic
uncertainty in the previous (1.0-1.2 GeV/c) and in the following (1.4-1.6
GeV/c) pT bin, divided by

√
12. This contribution to the final systematic

decreases exponentially becoming negligible for pT > 1.4 GeV/c.
For 3He, the contribution is inherited from [64] for the first pT bin and an
additional 3% contribution is added to the second pT interval to take into
account the presence of a contamination hidden by the lack of available
data, taking into account the current knowledge of similar analyses.

Secondary nuclei from feed-down

For 3He, the systematic uncertainty due to the estimate of secondary nu-
clei from weak decay of hypertriton is also estimated. The corresponding
contribution is estimated as half the difference between the maximum and
the minimum values obtained by repeating the linear extrapolation of the
3
ΛH-to-3He ratio moving upwards and downwards the average values by
their uncertainties.
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Figure 5.28: Contribution to systematic uncertainty due to the signal ex-
traction procedure calculated in several multiplicity classes.

Material budget

Another source of systematic uncertainty is related to the incomplete
knowledge of the material budget of the detector in the Monte Carlo sim-
ulations. The relative uncertainty on the determination of the material
budget is given by photon conversion measurements and it is 4.5 %. The
effect is evaluated by comparing different MC simulations with a material
budget varied by ± 4.5%. Anchored to our dataset of p–Pb collisions at
8.16 TeV there are no MC productions with a different material budget,
thus the MC productions for peripheral Pb–Pb collisions are used to esti-
mate the systematic uncertainty. The efficiencies for (anti)3He are shown
in Fig. 5.30. The systematic uncertainty is then evaluated as half the dif-
ference between the maximum and the minimum values of the efficiency
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Figure 5.29: Primary fraction of deuterons recalculated applying several
variations of the binning and the fit range used for the template method,
compared to the default one.

obtained in a given pT interval, using the following equation:

σmaterial budget(pT) =
|ϵ+4.5%(pT)− ϵ−4.5%(pT)|

2
(5.13)

This particular systematic uncertainty is below 1% for (anti)3He. For
(anti)d, this systematic uncertainty is taken from [169], and it amounts
to 1 %.

Hadronic interaction

The imperfect knowledge of the hadronic interaction cross section of
(anti)d and (anti)3He with the material contributes to the systematic un-
certainty as well. Such uncertainty reflects the constraints on the an-
tideuteron and 3He inelastic cross sections and on previous experimen-
tal measurements of (anti)deuteron and (anti)3He absorption on different
targets [184, 185].
Concerning the systematic uncertainty of 3He, using full MC simulations
anchored to p–Pb at 5.02 TeV dataset, the ALICE data of σinel(3He) are
fitted using the momentum dependence from GEANT4. The best-fit to
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Figure 5.30: Reconstruction efficiency for the peripheral Pb − Pb samples
at 5.02 TeV with normal material budget, normal material budget plus 4.5
% and normal material budget minus 4.5 % for (anti)3He.

ALICE data results to be 0.77 ± 0.21, as shown in Fig 5.31. Hence, the
cross section is scaled by 0.77 and varied by ± 0.21 in full MC simula-
tions and therefore a rescaling factor using the best-agreement method
between data and the fit is calculated. The subsequent variation on the
transverse momentum spectra is estimated, resulting in a change of about
7% in the reconstructed 3He spectrum (see Fig. 5.32). The resulting un-
certainty on the spectrum is finally calculated as the semidifference of the
variations upwards and downwards with respect to the default value: it
amounts to 3% uncertainty for 3He, flat in pT. Similar calculations for the
3He uncertainty lead to a 1% contribution, also in this case flat in trans-
verse momentum.
For what concerns the (anti)d calculations, the techniques to obtain the
systematic uncertainty are discussed separately for d and d in the follow-
ing, depending on the different measurements available for each particle
species.
Several measurements of the inelastic cross section of deuterons are avail-
able [185], especially in the low pT range. The overview of such measure-
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Figure 5.31: Inelastic cross section of 3He as a function of momentum.
The best-fit to the data points using the σinel(p) taken from GEANT4 is
reported as a text in the figure.

Figure 5.32: Resulting change in the 3He spectrum after a variation of ±
50 % in the default GEANT4 inelastic cross section.
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ments is shown in Fig. 5.33, together with the GEANT4 parametrizations.
However, considering the scarceness of experimental data in the relevant
momentum range (between 0.5 and 5.0 GeV/c), a conservative variation
of ± 10% has been used to check the impact on the deuteron spectrum.
The corresponding uncertainty is estimated by fitting the change in the
reconstructed pT spectrum with a constant function.
Recent antideuteron inelastic cross section measurements by ALICE are
the only available information on σinel(d) in the relevant momentum range.
These results have been parametrized by fitting the data with a func-
tion inspired by the Glauber model which is implemented in GEANT4:
data and parametrizations are shown in Fig. 5.34. The upper and lower
edges of the uncertainty band are parametrized by shifting the measured
data points up and down by their uncertainties and fitting the data using
the same functions. In this conservative approach, the statistical uncer-
tainties are considered to be negligible and the systematic uncertainties
are assumed to be fully correlated from one momentum interval to an-
other. Therefore, the corresponding correction factor for the GEANT4
parametrizations amounts to 0.86 ± 0.14 for the TOF analysis (pT > 1.0
GeV/c) and is momentum–dependent for the ITS+TPC analysis below
pT < 1.0 GeV/c. In order to see the corresponding impact on the re-
constructed antideuteron spectrum, full ALICE Monte Carlo simulations
have been used: a GEANT4-based MC production with default inelastic
cross sections and another one with σinel(d) set to 0.2 and to 2.0. In each
momentum interval the agreement between GEANT4 and experimental
data has been converted into a correction factor and an uncertainty for
antideuteron spectrum.
Finally, the resulting contribution to the systematic uncertainty is 0.6 (1.0)
% for the ITS+TPC analysis and 1.5 (6.0) % for the ITS+TPC+TOF analysis
of deuterons (antideuterons).

TPC-TOF matching efficiency

The uncertainty related to the TPC-TOF matching efficiency should reflect
several contributions: the multiple scattering effects, which are negligible
because of a large (∼ 10 cm) search window in TOF; the absorption of
antideuterons, which is accounted for in the hadronic interaction related
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Figure 5.33: Inelastic cross section of deuterons as a function of momen-
tum. The parametrization of the data points using GEANT4 is shown as
well.
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Figure 5.34: Inelastic cross section of antideuterons as a function of mo-
mentum. The best-fit to the data points using the σinel(d) taken from
GEANT4 is reported as a text in the figure.

systematic uncertainty; the TRD material budget. The latter is estimated
for pT > 1.2 GeV/c, where the TOF information is used to extract the sig-
nal of (anti)deuterons. A sketch of deuterons crossing through the TRD
material is shown in Fig. 5.35. The efficiency when nuclei pass through
a width ∆x of TRD is given by ϵ = e−∆x/λI , where λI is the hadronic
interaction length of the nucleus. The uncertainty on the efficiency, con-
sidering only the losses due to inelastic interactions is given, using the
error propagation, by:

∆ϵ = | − 1
λI
| · ∆x · e−∆x/λI → ∆ϵ

ϵ
=

∆x
λI

(5.14)

The ratio between ∆x and the interaction length, as a function of momen-
tum, is measured for protons and shown in the left panel of Fig. 5.36.
The interaction length of protons is proportional to 1/σproton, as well as
the interaction length of deuterons is proportional to 1/σdeuteron, being σ

the inelastic cross section of nuclei, thus leading to a ratio given by:

∆x
λd

=
∆x
λp

σd

σp
(5.15)

Since the ratio σd/σp is measured (see right panel of Fig. 5.36), such
uncertainty can be estimated, resulting to be 4.2 (5.2) % at high pT for
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Figure 5.35: Sketch of deuteron nuclei passing through a width x of TRD.

deuterons (antideuterons), as summarized in Fig. 5.37.

Signal loss efficiency

Finally, to take into account the uncertainty in the estimate of the trigger
efficiency correction, an additional 1 % contribution is added to the to-
tal systematic uncertainty of (anti)deuterons, considering the maximum
spread between the corrections applied in each multiplicity class and the
unity.

5.4.1 Multiplicity–differential study

In the previous Section, some of the multiplicity–differential calculations
of (anti)d systematic uncertainties has been discussed and shown. In par-
ticular, those related to the signal extraction and the tracking cuts have
been recalculated following the same procedure explained for the mul-
tiplicity integrated spectra for each of the four investigated multiplicity
classes. From this differential study, a weak dependence on centrality has
been found. Indeed, the systematic uncertainties calculated in each mul-
tiplicity class are summarized in Fig. 5.38 and 5.39. The results show that
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Figure 5.36: On the left the measured ratio between TRD ∆x and the
interaction length for protons is shown as a function of momentum. On
the right the ratio of inelastic cross sections of deuterons and protons is
shown, as well as the fit performed using a pol4 fuction.

Figure 5.37: Contribution to systematic uncertainty due to the TRD ma-
terial budget for (anti)d.
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Figure 5.38: Systematic uncertainties for deuterons in each multiplicity
class.

the systematic uncertainties are quite comparable with the multiplicity
integrated results, hence the latter are used for all multiplicity classes, in
order to avoid variations due to the limited amount of available data.
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Figure 5.39: Systematic uncertainties for antideuterons in each multiplic-
ity class.
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Chapter 6
Results and discussion

6.1 Final results

In this Section the final results of the light (anti)nuclei analysis in p–Pb
collisions at

√
sNN = 8.16 TeV are illustrated and discussed. In the pre-

vious Chapter, the analysis techniques to obtain the raw spectra and all
the applicable corrections to obtain the integrated yields have been dis-
cussed.
The transverse momentum spectra of (anti)nuclei are obtained applying
the corresponding corrections to the raw spectra, as described in the fol-
lowing equations respectively for (anti)3He and (anti)d:

(anti)3He :
d2N

dydpT
=

1
Nevents

fprimary(pT)Nobs(pT)

∆y∆pTϵ(pT)
(1 − ffeed−down) (6.1)

(anti)d :
d2N

dpTdy
=

1
Nevents

fprimary(pT)Nobs(pT)

∆y∆pTϵ(pT)

ϵevent

ϵsignal
ϵmult (6.2)

being Nobs the raw counts of each pT spectrum, Nevents the number of
events of the analyzed dataset (i.e. 37.85 million events), fprimary and
ffeed−down the primary fractions with respect to secondary nuclei con-
tamination from material and from hypertriton weak-decay, respectively,
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ϵevent, ϵsignal, ϵmult the efficiencies discussed in the previous Section, and
finally ∆y∆pT the width of the rapidity and transverse momentum inter-
vals.

The transverse momentum spectra and the resulting ⟨ pT ⟩ for both
deuteron and 3He analyses are calculated using the average spectra (A+A

2 ),
being A and A the nucleus and the antinucleus, respectively, as illustrated
in the following. In addition, the antiparticle-to-particle ratios are shown
and compared to the expectations at the LHC. Finally, the comparison to
hadronization models expectations are illustrated by means of the coales-
cence parameters and the nucleus-to-proton yield ratios as a function of
the charged-particle multiplicity density.

6.1.1 Transverse momentum spectra

The transverse momentum spectra of deuterons and antideuterons are
presented separately in Fig. 6.1 for several multiplicity classes. At low pT
(below 0.8 GeV/c), only antideuterons are shown and used to obtain the
integrated yield, because of a residual contamination of secondary nuclei
from spallation processes. The pT spectra are fitted using a Lévy-Tsallis
functional form [186], given by:

d2N
dpTdy

=
dN
dy

pT

nC
(n − 1)(n − 2)
(nC + m(n − 2))

(︃
1 +

mT − m
nC

)︃−n
(6.3)

where mT is the transverse mass (defined as
√︂

m2 + p2
T), m is the mass of

the nucleus fixed at 1.87 GeV/c2, n and C are fit parameters.
Because of the rare production of nuclei with mass number A > 2, the
transverse momentum spectra of (anti)3He are measured only in the in-
tegrated multiplicity interval and shown in the top panel of Fig. 6.2.
In order to obtain the integrated yield of nuclei, the average spectra
((d+d)/2) are used, to minimize statistical effects in the resulting yields.
The transverse momentum spectra of the average deuterons are presented
in Fig. 6.3 for several multiplicity classes, and the average (anti)3He spec-
trum is shown in Fig. 6.4. The average (anti)3He spectrum is fitted using
a Lévy-Tsallis function (Eq. 6.3), fixing the mass of the nucleus to the
value m = 2.81 GeV/c. The deuteron pT–distributions become harder

168



)c (GeV/
T

p

0 1 2 3 4

]
-1 )c

) 
[(

G
eV

/
T

pd
y

/(
d

N2
 d

ev
t

N
1/

5−10

4−10

3−10

2−10

1−10

<0
cms

d, INEL > 0, -1<y

ALICE - This work

 = 8.16 TeVNNsPb, −p

5 2• 0-100 % 
2 2• 0-10 % 
 2• 10-20 % 

 20-40 % 
 40-100 % 

vy-TsalliseL

)c (GeV/
T

p

0 1 2 3 4

]
-1 )c

) 
[(

G
eV

/
T

pd
y

/(
d

N2
 d

ev
t

N
1/

5−10

4−10

3−10

2−10

1−10

<0
cms

, INEL > 0, -1<yd

ALICE - This work

 = 8.16 TeVNNsPb, −p

5 2• 0-100 % 
2 2• 0-10 % 
 2• 10-20 % 

 20-40 % 
 40-100 % 

vy-TsalliseL

Figure 6.1: Transverse momentum spectra of deuterons (left) and an-
tideuterons (right), in several multiplicity classes. The pT distributions
are fitted by means of a Lévy-Tsallis function [186] in order to extrapolate
to the unmeasured regions. Boxes represent the systematic uncertainties.

as the multiplicity increases and the mean transverse momentum moves
towards higher values. Such behaviour was already observed in p–Pb
collisions at lower energies [169] and in Pb–Pb collisions [187].
In order to extract the integrated yields (dN/dy) for both particle species,
extrapolation to the unmeasured regions has been performed by fitting
the transverse momentum spectra with the Lévy-Tsallis functional form,
and adding the integral over such region to the measured pT–differential
yield; the resulting values of dN/dy are reported in Table 6.1. In the case
of deuterons, the resulting yield in each multiplicity class is reported as
well. Each pT–integrated yield is normalized to the number of events,
which is different in each multiplicity class. The minimum bias spectra
are normalized to the overall number of anayzed events in our dataset,
which is 37.85 millions. The most central multiplicity classes 0–10% and
10–20% represent the 10% each of the total number of events, the semipe-
ripheral multiplicity class 20–40% the 21% of the total, and finally the
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Figure 6.2: Transverse momentum spectra of (anti)3He. In the bottom
panel the antinuclei-to-nuclei ratio is shown. The statistical uncertainties
are represented by vertical bars whereas boxes represent the systematic
ones.

most peripheral class 40–100% covers the remaining 59% of the overall
number of analyzed events.

In addition, the average spectra are fitted using different functional
forms, obtaining similar results in the computation of the integrated yield
and the mean transverse momentum, as discussed in the following. The
fit of the average spectra are shown in Figs. 6.5 and 6.6, for average 3He
and average deuteron respectively. The used fit functions, in addition to
the already mentioned Lévy-Tsallis one, are:
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• Boltzmann:

d2N
dpTdy

= pT · AB · mT · exp
(︃
−mT

TB

)︃
(6.4)

• Boltzmann-Gibbs Blast Wave:

d2N
dpTdy

= ABW · mT · I0

(︃
pT

sinhρ0

TBW

)︃
K1

(︃
mT

coshρ0

TBW

)︃
(6.5)
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Figure 6.3: Transverse momentum spectra of the average deuterons and
antideuterons, in different multiplicity classes. The pT distributions are
fitted by means of a Lévy-Tsallis function [186] in order to extrapolate to
the unmeasured regions. Boxes represent the systematic uncertainties.
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Figure 6.4: Transverse momentum spectrum of the average 3He and 3He,
in the integrated–multiplicity class. The pT distribution is fitted by means
of a Lévy-Tsallis function [186] in order to extrapolate to the unmeasured
regions. Lines represent statistical uncertainties while boxes represent the
systematic ones.

• Bose-Einstein:

d2N
dpTdy

= ABE · pT

exp
(︃
−mT

TBE

)︃
− 1

(6.6)
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Multiplicity class ⟨dNch/dηlab⟩
⃓⃓
|ηlab|<0.5 dN/dy [(d+d)/2]

min. bias 20.3 ± 0.6 (1.27 ± 0.01 ± 0.04) · 10−3

0-10% 47.8 ± 1.2 (3.11 ± 0.03 ± 0.10) · 10−3

10-20% 35.5 ± 0.9 (2.31 ± 0.02 ± 0.07) · 10−3

20-40% 26.9 ± 0.7 (1.72 ± 0.02 ± 0.05) · 10−3

40-100% 13.0 ± 0.4 (6.43 ± 0.07 ± 0.20) · 10−4

Multiplicity class ⟨dNch/dηlab⟩
⃓⃓
|ηlab|<0.5 dN/dy [(3He+3He)/2]

min. bias 20.3 ± 0.6 (1.15 ± 0.16 ± 0.13 )·10−6

Table 6.1: Integrated yields (dN/dy) of the average deuterons for each
multiplicity class and the integrated–multiplicity class, and of the average
3He in the integrated–multiplicity class calculated summing up the mea-
sured pT–differential yield and the integral of the Lévy-Tsallis fit function
in the unmeasured region. The statistical and the systematic uncertain-
ties are reported as well. The mean charged-particle multiplicity density
corresponding to each multiplicity class is also reported.

• Fermi-Dirac:

d2N
dpTdy

= pT · AFD · 1

exp
(︃

mT

TFD

)︃
+ 1

(6.7)

• mT exponential:

d2N
dpTdy

= pT · AmT · exp
(︃
−−mT

TmT

)︃
(6.8)

• Power law
d2N

dpTdy
= APL

(︃
1 +

pT

pT0

)︃−n
(6.9)

where AB, ABW , ABE, AFD, AmT and APL are normalization factors, mT
is the transverse mass, m is the mass of the nucleus, TB, TBW , TBE, TFD
and TmT are temperatures, I0 and K1 are the modified Bessel functions of
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the first and second kinds respectively, and finally ρ0 is the boost angle
defined as ρ0 = tanh−1(β(r)), being β(r) given by the surface velocity
times the radius of the nucleus raised to the power of the velocity profile.
More details on the modified Blast-Wave function can be found in [188].
For all the fits the mass was fixed at 2.81 GeV/c2 in the case of 3He and
at 1.87 GeV/c in the case of deuterons. For the Blast-Wave fit also the
temperature was fixed at 160 MeV and the velocity profile at 1.3, so that
the free parameters were just two.
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Figure 6.5: Transverse momentum spectra of the average 3He and 3He, in
the integrated multiplicity class. The pT distribution is fitted by means of
several functions, as described in the text, in order to extrapolate to the
unmeasured regions. Boxes represent the systematic uncertainties, while
lines represent the statistical ones.

To estimate the statistical uncertainty in the yield, for both particle
species, the Gaussian sampling method is used, consisting in the shift of
the average (anti)nuclei data points using a random Gaussian distribution
centered at the measured value of each pT interval, with a standard de-
viation given by the statistical uncertainty of each point. Also the value
of the extrapolated yield calculated as the integral of the fit function is
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Figure 6.6: Transverse momentum spectra of the average d and d, in
the integrated multiplicity class. The pT distribution is fitted by means
of several functions, as described in the text, in order to estimate the
statistical and systematic uncertainties related to the extrapolation to the
unmeasured regions. Boxes represent the systematic uncertainties, while
lines represent the statistical ones.

Fit function Mean RMS Statistical uncertainty

Blast-Wave 1.13 · 10−6 1.51 · 10−7 13 %
Boltzmann 1.15 · 10−6 1.69 · 10−7 15 %

Bose-Einstein 1.17 · 10−6 1.71 · 10−7 15 %
mT–exponential 1.16 · 10−6 1.71 · 10−7 15 %

Fermi-Dirac 1.16 · 10−6 1.71 · 10−7 15 %
Lévy-Tsallis 1.17 · 10−6 1.30 · 10−7 11 %

Table 6.2: Results of the statistical uncertainties in the 3He yield calculated
using several functional forms.

varied, refitting the varied pT spectra using all the functions mentioned
above (using the power law in the case of deuterons only). This procedure

175



Fit function Mean RMS Statistical uncertainty

Blast-Wave 1.25 · 10−3 7.45 · 10−6 1 %
Boltzmann 1.25 · 10−3 7.50 · 10−6 1 %

Bose-Einstein 1.26 · 10−3 7.51 · 10−6 1 %
mT–exponential 1.26 · 10−3 7.51 · 10−6 1 %

Lévy-Tsallis 1.28 · 10−3 7.60 · 10−6 1 %
Power law 1.38 · 10−3 8.00 · 10−6 1 %

Fermi-Dirac 1.26 · 10−3 7.51 · 10−6 1 %

Table 6.3: Results of the statistical uncertainties in the d yield calculated
using several functional forms.

has been repeated 1000 times for each functional form and the statistical
uncertainty is estimated as the mean value of the ratio between the RMS
and the mean value of each varied yield distribution (as shown in Fig.
6.7 for the Bose Einstein and the Lévy-Tsallis examples for both particle
species). The results are summarized in Table 6.2 for 3He and in Table 6.3
for d.
For the systematic uncertainty in the yields of both particle species, pT–
correlated and uncorrelated uncertainties have been treated differently
in the error propagation. This approach, based on a better knowledge
of detector effects, allowed us to reduce by a factor ∼ 3 the uncertain-
ties with respect to previous similar results [169]. The uncertainties due
to secondary nuclei estimate, material budget, signal extraction, hadronic
interaction - and TPC-TOF matching efficiency for (anti)d - are considered
pT–correlated, whereas the uncertainties due to track selection, signal loss
efficiency and ITS-TPC matching efficiency - and to triton contamination
subtraction for (anti)3He - are considered uncorrelated in transverse mo-
mentum. Data points in the spectra are shifted upwards and downwards
by the correlated part of the systematic uncertainties and refitted to pro-
vide extrapolated values. The semidifference between the two shifted
values represents the pT–correlated part of the systematic uncertainty. To
evaluate the pT–uncorrelated contribution to the total systematic uncer-
tainty of the yield, the data points are shifted using the Gaussian sam-
pling method. This contribution to the total systematic uncertainty in the
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Figure 6.7: The upper plots show the varied yield to calculate the statisti-
cal uncertainty on the deuteron total yield, using the Bose Einstein (left)
and the Lévy-Tsallis (right) functional forms; similar distributions for 3He
are shown in the bottom panels.

yield amounts to 3.0 % for d and to 11.0 % for 3He. Additionally, the con-
tribution given by the spread between the values obtained by different fit
functions is also considered to estimate the systematic uncertainty in the
yield. The spectra are refitted using the functions already used to esti-
mate the statistical uncertainty. In this case, half the difference between
the maximum and the minimum yield is taken as systematic uncertainty,
resulting to be less than 1.0 % for d and 3.0 % for 3He. All the discussed
contributions have been finally summed in quadrature. The statistical and
systematic uncertainties calculated for the multiplicity–integrated yields
are applied for all multiplicity class results as well.

Finally, in Fig. 6.8 the yield divided by the spin degeneracy factor
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Fit function Systematic uncertainty
(3He+3He)/2 (d+d)/2

Blast-Wave 10 % 3.1 %
Boltzmann 12 % 3.0 %

Bose-Einstein 12 % 3.2 %
mT–exponential 12 % 3.1 %

Fermi-Dirac 12 % 2.9 %
Lévy-Tsallis 8 % 2.9 %

Table 6.4: Results of the systematic uncertainty in the yield, for the aver-
age (anti)3He and (anti)d spectra.

(2J+1) as a function of the mass number is reported. While protons
and 3He nuclei are fermions, having half–integer spin 1/2, deuterons
are bosons and have integer spin, J = 1. The results of protons (taken
from [189]), together with those of deuterons and 3He presented in this
thesis are compared to protons, deuterons and 3He results from p–Pb
collisions at 5.02 TeV [64]. From the exponential fit of such results, for
each collision system, the freeze-out temperature can be estimated, test-
ing the thermal-statistical hadronization model. The temperatures esti-
mated with the fit function described in the following, are reported in
Table 6.5:

dN/dy
(2J + 1)

= C · exp(−m/T) (6.10)

being C a normalization factor, m the mass of particles and T the freeze-
out temperature. The results are in agreement with the expectations of
the model [90].

Collision system T (MeV)
p–Pb 5.02 TeV 154.19 ± 0.13
p–Pb 8.16 TeV 154.91 ± 0.19

Table 6.5: Results of the exponential fit to the yields of protons, deuterons
and 3He measured in p–Pb collisions at

√
sNN = 5.02 and

√
sNN = 8.16 TeV.
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Figure 6.8: Yields of protons, deuterons and 3He obtained in p–Pb colli-
sions at 5.02 and 8.16 TeV, as a function of the mass number A.

6.1.2 Average transverse momentum

Based on the extrapolation with the fit functions, also the mean transverse
momentum ⟨pT⟩ of average (anti)3He and average (anti)d are calculated,
in the latter case for several multiplicity classes. The ⟨pT⟩ is calculated as
the mean value of the Lévy-Tsallis fit for each spectrum. The statistical
uncertainty of ⟨pT⟩ is estimated through the Gaussian sampling method,
as already illustrated for the statistical uncertainty of the yield. The spec-
tra are fitted with all the functions used in the previous Section, and the
statistical uncertainty is taken as the mean value of each uncertainty, re-
sulting to be about 1% for deuterons and about 10 % for 3He. For the
systematic uncertainty of ⟨pT⟩, the Gaussian sampling method is used as
well, since the systematic uncertainties are considered fully uncorrelated.
This uncertainty results to be about 1.5 % for deuterons and about 3 %
for 3He. The results are reported in Table 6.6.
Finally, in Fig. 6.9 the deuteron ⟨pT⟩ as a function of the mean charged-
particle multiplicity is shown and compared to similar results from the
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(d+d)/2 centrality class ⟨ pT ⟩ (GeV/c)

min. bias 1.45 ± 0.02 ± 0.02
0-10 % 1.70 ± 0.02 ± 0.03

10-20 % 1.59 ± 0.02 ± 0.03
20-40 % 1.46 ± 0.02 ± 0.02

40-100 % 1.36 ± 0.02 ± 0.02

(3He+3He)/2 2.08 ± 0.20 ± 0.06

Table 6.6: Mean transverse momentum of the average (anti)d for each
multiplicity class and of the average (anti)3He spectrum. The statistical
and the systematic uncertainties are reported as well. The average pT is
obtained from the Lévy-Tsallis fit for the average (anti)deuteron spectrum,
whereas for the (anti)3He the average of all used functional forms is taken.
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Figure 6.9: Mean pT of the average deuterons as a function of
⟨dNch/dηlab⟩, in comparison with other results obtained in different col-
lision systems and energies.

ALICE Collaboration in different collision systems and at different ener-
gies [59, 62, 65, 111]. Such a comparison is very interesting because the
average transverse momentum seems to have a common behaviour as
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a function of multiplicity, for pp and p–Pb collisions, independent of
the collision energy. The mean pT seems to increase smoothly, in the
low and intermediate multiplicity interval covered by pp and p–Pb colli-
sions. The high multiplicity region covered by Pb–Pb collisions, instead,
seems to have a different increasing trend, although maintaining a similar
slope for increasing multiplicity. A smooth increasing trend of the aver-
age transverse momentum as a function of multiplicity is also observed
for 3He nuclei, as shown in Fig. 6.10, together with previous results
from ALICE [64, 105, 111]. In this case, the same trend is observed for
all collision systems and energies, spanning the whole multiplicity inter-
val, although the available data for such a comparison are fewer than for
deuterons.
These results can be compared to the experimental results on the average
transverse momentum of non-identified charged particles, extensively de-
scribed in [190]. According to such results, we expected a weak depen-
dence on the collision energy for each collision system, and a different
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Figure 6.10: Mean pT of the average 3He as a function of the mean
charged-particle multiplicity density ⟨dNch/dηlab⟩, together with similar
results obtained in different collision systems and energies.

181



behaviour depending on the collision system.
In the left panel of Fig. 6.11, the results from pp collisions at several

energies are shown. The trend is increasing as a function of multiplicity
for all energies, although the slope is slightly different. Nevertheless, the
energy dependence on ⟨pT⟩ is rather weak, as observed in our comparison
plots both for pp and p–Pb collisions at different energies (Figs. 6.9-6.10).

Figure 6.11: Left. Average transverse momentum of charged particles in
the range 0.15 < pT < 10.0 GeV/c as a function of charged-particle mul-
tiplicity in pp collisions at different energies (

√
s = 0.9, 2.76, and 7 TeV),

for |η| < 0.3. The boxes represent the systematic uncertainties on ⟨pT⟩.
The statistical errors are negligible. Right. Average transverse momen-
tum of charged particles versus charged-particle multiplicity in different
collision systems (pp, p–Pb, Pb–Pb), for |η| < 0.3. The boxes represent the
systematic uncertainties on ⟨pT⟩, whereas the statistical errors are negli-
gible. Both figures are taken from [190].

On the other hand, looking at the right panel of Fig. 6.11, the ⟨pT⟩
shows a different behaviour depending on the collision system. In p–Pb
collisions, an increase of ⟨pT⟩ with charged-particle multiplicity Nch is
observed, with ⟨pT⟩ values similar to the values in pp collisions up to
Nch ∼ 14. At multiplicities above Nch ∼ 14, the measured ⟨pT⟩ is lower in
p–Pb collisions than in pp collisions; the difference is more pronounced
with increasing Nch. This difference cannot be attributed to the differ-
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ence in collision energy, as discussed above, and this behaviour is not
reproduced in our comparison plots of light nuclei. In contrast, in Pb–
Pb collisions, with increasing Nch, there is only a moderate increase in
⟨pT⟩ up to high charged-particle multiplicity with a maximum value of
⟨pT⟩ = 0.685 ± 0.016 (syst) GeV/c, which is substantially lower than the
maximum value in pp. Such plateau-like trend is not reproduced in our
results either.
The p–Pb data exhibit features of both pp and Pb–Pb collisions, at low
and high multiplicities, respectively. However, the saturation trend of
⟨pT⟩ versus Nch is less pronounced in p–Pb than in Pb–Pb collisions and
leads to a much higher value of ⟨pT⟩ at high multiplicities than in Pb–Pb.
In conclusion, the behaviour of non-identified charged-particle ⟨pT⟩ is
quite similar to that of d and 3He, in the low and intermediate multi-
plicity intervals. The high multiplicity region, instead, shows an increas-
ing trend for the light nuclei ⟨pT⟩, whereas the charged-particle average
transverse momentum reaches a plateau at lower values.

6.1.3 Antiparticle-to-particle ratios

The antinucleus-to-nucleus ratio is measured in several multiplicity classes
for deuterons and in the integrated–multiplicity class for 3He, as pre-
sented in Fig. 6.12.

A weigthed mean is calculated in order to obtain the antinucleus-to-
nucleus ratio and the uncertainty of the weigthed mean is taken as sta-
tistical uncertainty on such ratio. For the systematic uncertainty, the cor-
related and uncorrelated between particles and antiparticles parts of the
systematic uncertainties are treated differently in the error propagation.
The uncertainties due to track selection, material budget and feed-down
fraction are considered correlated between particles and antiparticles,
whereas the uncertainties due to hadronic cross section, primary frac-
tion and the triton contamination are considered uncorrelated between
(anti)nuclei. Therefore, the uncertainty of the antiparticle-to-particle ratio
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Figure 6.12: Antinuclei-to-nuclei ratios in different multiplicity classes.
The statistical uncertainties are represented by vertical bars whereas
boxes represent the systematic uncertainties. The dotted grey line is fixed
at 1, in order to guide the eye towards the expected value of the ratio.

is calculated using the following equation:

∆R
R

=

⌜⃓⃓⎷(︄∆A
A

)︄2

uncorr

+

(︃
∆A
A

)︃2

uncorr
+

(︄
∆A
A

− ∆A
A

)︄2

corr

(6.11)

being ∆A/A the systematic uncertainty of the nucleus in each pT interval
and ∆A/A that of the antinucleus.
In order to calculate such ratio with the proper uncertainty, the points
of the antinucleus-over-nucleus have been shifted upwards and down-
wards by their systematic uncertainty, as shown in Fig. 6.13. Therefore, a
weighted mean of such values is calculated, using as weight the statistical
uncertainty of the ratio. The final uncertainty is given by the semidiffer-
ence of the shifted weighted mean values. The results of the weighted
mean for the three configurations are summarized in Table 6.7.
The resulting ratios of both d/d and 3He/3He for all multiplicity classes
in p–Pb collisions at 8.16 TeV are consistent with unity within uncertain-
ties, as already observed in other collision systems and center-of-mass
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Figure 6.13: In red the weighted mean of the antinucleus-over-nucleus ra-
tio is represented. The weight is given by the statistical uncertainty. The
data are shifted upwards and downwards by their systematic uncertain-
ties (green and violet symbols respectively).

energies by ALICE [60, 62, 64, 65, 105] and expected in case of vanishing
baryochemical potential at the LHC [103].

3He-to-3He ratio

Central values 0.72 ± 0.24 (stat.)
Central values + systematic 0.77 ± 0.24 (stat.)
Central values - systematic 0.67 ± 0.24 (stat.)

d-to-d ratio
Central values 1.03 ± 0.01 (stat.)

Central values + systematic 1.14 ± 0.01 (stat.)
Central values - systematic 0.94 ± 0.01 (stat.)

Table 6.7: Results of the weighted mean of antinucleus-over-nucleus ratio
in the three configurations described in the text.
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6.2 Comparison to models

6.2.1 Coalescence parameters

The production of light (anti)nuclei can be explained via the coalescence
of protons and neutrons which are close in phase space at the freeze-out
and match the spin, thus forming a nucleus [109]. As already discussed in
Chapt. 2, the key parameter of the coalescence models is the coalescence
parameter, which is given by the ratio between the invariant yield of the
nucleus with mass number A and that of protons to the power of A, being
pp

T = pA
T /A, calculated as follows:

BA =

(︃
1

2πpA
T

(︃
d2N

dydpT

)︃
A

)︃/︃(︃
1

2πpp
T

(︃
d2N

dydpT

)︃
p

)︃A

(6.12)

The coalescence parameter is related to the production probability of the
nucleus via this process and can be calculated from the overlap of the nu-
cleus wave function and the phase space distribution of the constituents
via the Wigner formalism [118].

The coalescence model can be tested through the calculation of the
BA coalescence parameter, which relates the production of light nuclei
to that of its constituents. For this purpose, B2 and B3 parameters have
been calculated using deuterons and 3He, respectively. For this calcu-
lation, neutrons and protons are assumed to have the same transverse
momentum spectra, since the former cannot be measured. For the proton
yield, results taken from [189] have been used. Since the 3He analysis
is carried out only for minimum bias events, proton spectra from several
multiplicity classes have been averaged in order to obtain the multiplicity-
integrated spectrum. Similarly, the multiplicity intervals of protons have
been averaged in order to match those of deuterons as well, as shown in
Fig. 6.14. Moreover, to match the 3He and deuterons transverse momen-
tum intervals, proton spectra have been interpolated using the Blast-Wave
function (as shown in Fig. 6.15 for the minimum bias 3He spectrum),
which is the functional form used in [189] to fit the proton spectra.

In order to take into account the non-flat shape of the transverse
momentum distribution of protons inside each pT interval of 3He and
deuteron, the integral of the Blast-Wave function divided by the bin width

186



Figure 6.14: Blue dots show the original spectra of protons as shown
in [189], averaged in the multiplicity classes of deuterons, whereas the
coloured points show the average spectra of protons in the corresponding
transverse momentum intervals of deuterons. Lines indicate the system-
atic uncertainties, whereas statistical uncertainties are negligible.

is taken as interpolation value. Statistical errors have been calculated
using the Gaussian sampling method inside each pT interval. Finally,
systematic uncertainties have been calculated assuming them to be fully
correlated in transverse momentum and therefore shifting upwards and
downwards the values of the proton yield by their uncertainties, re-fitting
the spectra and finally calculating the uncertainty as half the difference
between the yields.

In Fig. 6.16 the coalescence parameters B2 and B3 as a function of
the transverse momentum per nucleon (pT/A) are shown, measured for
(anti)d and (anti)3He, respectively. Statistical and systematic uncertainties
of the coalescence parameter related to nucleus A have been calculated
with error propagation:

(∆BA)
2 =

(︃
x∆YA

(yYp)3

)︃2

+

(︃
3y

xYA∆Yp

(yYp)4

)︃2

(6.13)
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Figure 6.15: Black points and lines refer to the proton yield taken from
[189], averaged to obtain the minimum bias spectrum, in the original
transverse momentum intervals. The dotted red line represents the Blast-
Wave fit and the red dots show the interpolated values of proton yields
to match the 3He transverse momentum spectrum.

being Y the yield, ∆Y the uncertainty of the yield (stat. or syst.), and:

x =
1

2πpA
T

, y =
1

2πpp
T

(6.14)

Significant deviations from a flat trend are observed for both B2 in all
multiplicity classes and B3. A similar trend of coalescence parameters
with increasing pT is also observed in recent results from the ALICE Col-
laboration [64, 65]. As discussed in Chapt. 2, the simple coalescence
model, where only momentum correlations are considered, predicts a flat
trend of the coalescence parameters with pT/A for a fixed multiplicity. It
was already demonstrated that, under the hypothesis of the simple coa-
lescence model, the coalescence parameter develops an increasing trend
within a wide multiplicity interval because of the different hardening of
the proton and nucleus spectra with multiplicity [61]. This could explain
the increasing trend of B2 in the multiplicity intervals used for this mea-
surement. However, a re-calculation of the coalescence parameter B3 mea-
sured in p–Pb collisions at

√
sNN = 5.02 TeV under the hypothesis of the
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Figure 6.16: Coalescence parameters B2 (top panel) and B3 (bottom panel)
as a function of pT/A, measured for deuterons and 3He respectively. In
the case of 3He, the B3 is calculated in the integrated-multiplicity class,
while for deuterons the B2 are calculated for each multiplicity class. Sta-
tistical uncertainties are represented as vertical lines whereas boxes rep-
resent the systematic ones.

simple coalescence model did not reproduce the experimental data [64].
This implies that the increase of B3 with pT/A cannot be fully explained
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by this kinematic effect and it is therefore a genuine physical effect.
In order to investigate the dependence of the coalescence probability

on the size of the particle emitting source, as suggested by state-of-the-art
coalescence models [45, 50, 130], the B2 parameters extracted in several
collision systems and LHC energies are compared as a function of the
charged-particle multiplicity for a fixed value of pT/A in Fig. 6.17.

The measurements show a smooth transition from low to high charged-
particle multiplicity densities, which correspond to an increasing system
size. The decreasing trend of BA with increasing multiplicity suggests
that the dominant production mechanism evolves smoothly as a function
of the system size and is independent of the collision system and center-
of-mass energy. The experimental results are compared to the theoretical
calculations from coalescence [45], using two different parameterizations
of the size of the source as a function of multiplicity. Parameterization
A is based on a fit of the source radii measured by ALICE as a function
of multiplicity using femtoscopic techniques [44]. Parameterization B, in-
stead, uses parameters constrained to reproduce the B2 of deuterons as
extracted by ALICE in central (0–10%) Pb–Pb collisions at

√
sNN = 2.76

TeV. Parameterization B is less favoured by the p–Pb at
√

sNN = 8.16 TeV
results with respect to the parameterization A.

Future dedicated studies of the relation between source size and mul-
tiplicity (and as a function of pT) will be crucial to further constrain or
test the coalescence models.

6.2.2 Ratio to protons and pions

The ratio between the measured yields of nuclei and that of protons is
also sensitive to the light nuclei production mechanism. In Fig. 6.18 the
yield ratios to protons for deuterons (top panel), 3H and 3He (bottom
panel) as a function of ⟨dNch/dηlab⟩ measured in pp, p–Pb and Pb–Pb
collisions [58, 60, 169] are shown and compared to the expectations of the
models. The canonical statistical model (CSM) calculations used corre-
spond to a chemical freezeout temperature of 155 MeV and correlation
volumes extending from one to three units of rapidity [101]. For the
coalescence calculations in the case of A = 3 nuclei, predictions from
both two-body and three-body coalescence are considered [49]. In the
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parametrizations for the system size as a function of the mean charged-
particle multiplicity density.

two-body coalescence of 3He (3H), a two-step process is assumed: the
deuteron is first formed by the coalescence of a proton and a neutron and
then the 3He (3H) is formed by the coalescence of the deuteron and a
proton (neutron). In the three-body coalescence, three nucleons directly
form 3He (3H) at the same time.

A smooth increase of d/p and 3He/p ratios with the system size is
observed, reaching constant values in Pb–Pb collisions, in agreement with
the grand-canonical statistical model [191]. The two ratios show a similar
trend with ⟨dNch/dηlab⟩, however the increase from pp to Pb–Pb results
is about a factor of 3 larger for 3He/p than for d/p.

The observed evolution of the d/p ratio is well described by the coales-
cence approach over the full multiplicity interval covered by the existing
measurements. The CSM calculations asymptotically converge towards
the grand-canonical limit at high multiplicity and they are both consis-
tent with the Pb–Pb measurements at

√
sNN = 2.76 TeV within the current

uncertainties. At low and intermediate multiplicities, these calculations
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provide only a qualitative description of this ratio, with the version using
Vc = dV/dy being consistent with the data at intermediate multiplicity
and the version using Vc = 3dV/dy at low multiplicity only.

The 3He/p and 3H/p ratios, shown in Fig. 6.18, are fairly well de-
scribed by the coalescence approach at low and high charged-particle
multiplicity densities, although significant discrepancies are observed at
intermediate multiplicities, where the predictions overestimate the data.
Similarly to the d/p ratio, the CSM calculations provide a qualitative de-
scription of the data at low and intermediate multiplicities and are closer
to the data only in the grand-canonical limit. The high multiplicity be-
haviour of the nuclei-to-proton yield ratios will be better constrained with
the upcoming results from Pb–Pb collisions at

√
sNN = 5.02 TeV [192].

The consistency of models describing the hadron chemistry in high-
energy hadronic collisions can be tested by comparing the model pre-
dictions with the measured yields for different hadron species, or al-
ternatively, with yield ratios of different hadrons. This comparison is
particularly important for the CSM considering that the description of
the proton-to-pion yield ratio by state-of-the-art implementation of this
model is not satisfactory. The predictions from the CSM model are shown
in comparison with the measured nuclei-to-pion yield ratios in Fig. 6.19.
For deuterons, the measured ratios are described only qualitatively at low
and intermediate multiplicities, while the model predictions are consis-
tent with the Pb–Pb data within uncertainties. For nuclei with A = 3,
instead, the ratio to pion yields is in agreement with the expectations of
the CSM across all multiplicities.
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6.3 Conclusions

The first measurements of (anti)deuteron and (anti)3He production in p–
Pb collisions at

√
sNN = 8.16 TeV have been presented and discussed.

These results contribute to the understanding of the light (anti)nuclei pro-
duction mechanism complementing the existing picture, which includes
measurements done in different collision systems and center-of-mass en-
ergies.

A hardening of the (anti)deuteron pT spectra with increasing multi-
plicity is observed, as already seen in previous results. The antiparticle-
to-particle ratios, measured as a function of pT and — in case of (anti)d
— in several multiplicity classes, are consistent with unity within un-
certainties, as expected at mid-rapidity at LHC energies. The average
transverse momentum, in the low and intermediate multiplicity regions,
shows features already observed in non-identified charged-particle ⟨pT⟩.
In the high-multiplicity region, instead, an increasing trend of light nuclei
average transverse momentum is observed, whereas the charged-particle
⟨pT⟩ reaches a plateau at a lower value of mean pT.

The production mechanisms of (anti)deuterons and (anti)3He are in-
vestigated by comparing the multiplicity dependence of the coalescence
parameters BA and of their yields relative to protons and pions, to the
predictions of the canonical statistical model and the coalescence model.
A smooth evolution of these observables with multiplicity across differ-
ent collision systems and energies is seen. The intermediate multiplicity
range, which is covered in this measurement, is particularly interesting
as it links existing results in pp and Pb–Pb collisions, corresponding to
small and large system sizes, respectively. The results of B2 as a function
of the mean charged-particle multiplicity density show a good agreement
with the coalescence model that uses the parameterization of the source
radii based on femtoscopic techniques.

The results presented in this work, together with existing measure-
ments in other multiplicity intervals, corroborate a better description of
the deuteron production measurements by the coalescence model than
by the canonical statistical hadronization model. However, in the case of
the 3He/p ratio, significant deviations are seen at intermediate multiplic-
ities between the data and the predictions of both the two-body and the
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three-body coalescence calculations.
Implementations of the CSM with a fixed correlation volume cannot

describe quantitatively the nucleus-to-proton and the nucleus-to-pion ra-
tios in the full multiplicity range spanned by the ALICE measurements,
but capture the increasing trend qualitatively. At high multiplicity, CSM
calculations are consistent with the data in the grand canonical limit.

The upcoming Run3 data will allow further and more precise mea-
surements of light (anti)nuclei production, enhancing of a factor 103–104

the collected data. With such a large amount of available data it will
be possible to span wider transverse momentum intervals and explore
a finer multiplicity-differential study of such probes. Hence, more pre-
cise constraints of the hadronization models will be possible, to further
discriminate among the production mechanisms so far hypotesized.
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